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SUMMARY

Access to global information is inarguably onelod key ways of bringing development
to any community. In developing worlds, many rigehools lie outside both the Internet
Service Provider’'s (ISP) cable network and theamati utility grid. Rapid developments
in information and communication technology (ICDntinue to widen the digital divide
between urban and rural schools. In South Afratnough these rural areas are outside
the ISP’s cable network, they enjoy excellent neldellular) communications network
coverage. Fortunately, leading mobile operatorsha country (MTN and Vodacom)
have incorporated mobile data packet servicestiv@ cellular communication networks
since 2002.

A stand-alone photovoltaic (PV) system for powerl@J equipment in off grid rural

schools was designed and installed; and its pedoc@ monitored. Performance of the
system was considered in two categories, which @st and service performance. In
cost performance, return on investment (ROI) angbaek period (PB) are the two
critical considerations. The PV system designethis study gave an impressive ROI

and PB of 286% and 5 years, respectively.

In order to monitor and evaluate the service paréorce a data acquisition system (DAS)
was designed and installed. Besides proving thenpial of PV in powering ICT
equipment, results from the DAS also suggested e refficient way of employing PV
as a power source for powering equipment that sedbaon Switched-Mode Power
Supply Units. Concurrent and continuous changeradiance and temperature result in
a four-segment pattern of rising and falling model#ciency throughout the day.
Generally, modules produce more energy on coolenysaays than hotter sunny days.
Infrared (IR) Thermography was also used as patiath indoor and outdoor module
tests. During indoor tests at pre-deployment stafe Thermography showed

development of hot spots in mismatched cells oferss~biased modules. On the



outdoors, IR Thermography reiterated the effedtiad droppings on module surfaces by

showing hot spots forming on areas covered by thppings.

For internet connectivity, a customized Mobile & Device (MIDevice) was
designed, built and tested. The device allows ternomputer systems to be connected
to the Internet via the already existing mobile cmmication network using General
Packet Radio Services (GPRS). An entire rural sclozal area network (LAN) can be
connected to the Internet via a single MIDevice.

An experimental setup was designed in order to toor@nd evaluate performance of
GPRS in specific and mobile Internet solutions @mgral. Results obtained proved that
GPRS can indeed be a solution for remote Intermetectivity in rural schools. In order
to improve performance of GPRS or mobile Internehrections, caching, pop-up

blocking and proxy filtering are necessary.

Keywords. Photovoltaic System, Irradiance, Temperature, HRgots, Infrared
Thermography, Cost Performance, Service Performaeéched-Mode Power Supply
Units, Mobile Internet Device, Mobile Packet DatarBces, General Packet Radio

Services, Local area network.
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CHAPTER 1

INTRODUCTION

1.1 RATIONALE BEHIND THIS STUDY

Most rural schools in South Africa and Africa atge are lagging behind their urban
counterparts in terms of technology. The techniokiggap between rural and urban
schools is referred to as the digital divide. Bfs#ly the divide is measured in terms of
the access to information and communication sesyiespecially the Global Information
Superhighway (Internet). Information and Commutaca Technology (ICT) is
presently advancing at an extremely fast pace hadlivide continues to widen at an
equally fast pace. As a result the widening divadmtinues to erode the quality of
education delivered in rural schools while slowidgwn several rural development
initiatives especially those that rely mostly offeefive pre-implementation information
dissemination and awareness campaigns. Conneginad) schools to the Internet is
equivalent to linking these often isolated and atmeeglected schools to the rest of the
world (Global Village). This will come with enorme benefits, which among others
include; improvement of quality of education thrbugrovision of access to vast online
educational resources, bridging of the divide asalruischools synchronize their
curriculum as well as extra curricula activitiesttwithe rest of schools worldwide,
enhancement of children as well as other commudgyelopment initiatives and
generally keeping rural communities abreast witbsadevelopments in technology. A
huge and urgent need to address the lack of IQftisnk in rural communities therefore
exists. Although the Internet Service ProvideP)$able network does not stretch into
these remote and inaccessible areas, these rurahgoities continue to enjoy good

mobile telecommunication coverage. Mobile dataszises in South Africa have been



around for the past four years starting as Geriaeket Radio Services (GPRS) in 2002,
thanks to the country’s two leading mobile opemtsfTN and Vodacom [MTN, 2006
and Vodacom, 2006].

Photovoltaic (PV) power systems have been depldgegowering purposes in their
varying scales in different spheres. Fields ofliappon include domestic, commercial or
industrial, military and space systems. In allstheases PV power systems always gain
competitive edge over other power sources, owing tto their environmental
friendliness, easy system scalability and tendetockecome cheaper in the long run
(lucrative return on investment). The world at thement is on high alert with regards
to environmental issues. The general consensasighout the globe is a transition
towards more and more use of renewable energy s®(RES) as opposed to fossil fuels
whose byproducts impart negatively on the envirammeSome of the undesirable
consequences of the use of fossil fuels includepallution as well as contribution
towards global warming [Meyer, 2002; 5]. PV poweurces can therefore be identified
as an attractive option world wide since in mostgaf the world solar irradiation is an
abundant free resource. Success of PV power systigpends on carefulness and
resourcefulness of the design approach used. dnhr#gard, system performance is

regarded in two parts which are; cost and serveréopnance.

Since most of these rural schools lie outside bt ISP’s cable network and the
national utility grid, the need for alternative pmwsources (in this case PV) and
connectivity solutions (in this case through exrigtimobile communication networks)

culminated in the undertaking of this research.



1.2 OBJECTIVES OF THIS STUDY

In general the objective of this study was to depeand implement PV-powered ICT
solutions to rural schools. Such work was to imedthe development, implementation

and evaluation of mobile Internet connectivity salns.

Specifically, a customized and network-independ&mRRS-enabled mobile Internet
device (MIDevice) that universally allows compu®rstems to be connected to the
Internet via the existing mobile networks was to developed. Installation and
monitoring of the device was to be done in ordesigoertain performance of mobile data
services in solving Internet connectivity quagmirelso a PV power system specifically
for powering ICT equipment (personal computers #red MIDevice) was to be sized,

installed and monitored.

1.3 RESEARCH DESIGN

This study approaches energy resource in genedaphaotovoltaic systems in particular
as a source to power ICT equipment for Interneéss@t remote rural schools. Initially,
the dissertation presents the design, implememntatia performance monitoring of a PV
power system. Finally, a mobile Internet devicesigned and built at the University of

Fort Hare is presented and its performance disdusse

Chapter 2 presents energy sources presently unxgdsitation in the world. Various
applications of solar energy are discussed in defdso discussed in this chapter is the
concept of the greenhouse effect and how the uséossil energy sources (FES)

contribute to the global warming.



Chapter 3 discusses PV power system sizing in l[detdiathematical expressions for
sizing the various components of a PV system areveatk and presented. A method
evaluating performance of a PV system is also ptegeand discussed in detail in this
chapter.

In chapter 4 a small scale PV power system, dediginel installed at the University of
Fort Hare (UFH) as part of this study, is presentksl performance evaluation, based on
the methodology presented in chapter 3 is alsangivehapter 4.

Chapter 5 deals with outdoor performance of the utesdused in the UFH PV system.
Particular emphasis is placed on the net effecobaturrently and continuously changing
ambient temperature and irradiance on module effey as well as energy production.

Chapter 6 introduces the fundamentals of Globalkte®ysfor Mobile Communication

(GSM) and GPRS networks. In the same chapter,atmgr of GSM networks to GPRS
is discussed in detail. Communication procedupgstocol suites, mobile resource
management schemes and the available quality @fcee(QoS) classes in GPRS are
presented. Also discussed in this chapter arenéteork structures that allow packet

data exchange between mobile devices and extertesthet protocol (IP) networks.

The design and testing of the MIDevice is presemtedhapter 7. Its various design

features are also discussed. Also presentedasitine of the procedure that an end user
can follow when installing the device on a Windowased machine and when setting up
a dial up connection that will allow his/her mobilest to exchange IP packets with the

Internet via the mobile operator’s network.

For chapter 8, a client-server local area netwdrRN) consisting of four clients

connected to a single Linux proxy server was set ufhe proxy server was then
connected to a Windows gateway on which the MIDewi@s installed and configured.
LAN clients were allowed to freely access the In&rwhile client-server and server-

gateway traffic data was being captured. Thisfiraflata was used to evaluate



performance of GPRS as an Internet connectivitytemi in a multi-user environment
and this evaluation is presented in detail in chiapt Also presented in chapter 8 are
suggestions on improving performance of GPRS in timgkr mobile Internet
applications.

Conclusions are drawn in chapter 9 for all obséwat after which two appendices are
presented. Appendix A explains the energy consiampif the PV load observed in
chapter 4. Lastly, Appendix B gives the reseantiputs associated with this study.

1.4 REFERENCES

MTN South Africa (2006); Accessible frommvw.mtn.co.zalast viewed on 15/12/2006.

Vodacom South Africa (2006); Accessible fromww.vodacom.co.zalast viewed on
15/12/2006.

Meyer E. L. (2002),0n the Reliability, Degradation and Failure of Phubltaic
Modules PhD-thesis, University of Port Elizabeth.



CHAPTER 2

WORLD ENERGY SOURCES

2.1 INTRODUCTION

The issue of energy is such an important subjextithakes centre stage in all planning
and policy formulation of world governments todayA number of policies and legal
frameworks are put in place in every nation to gowanergy exploitation and trade. The
reason for all this attention is that energy isitalwource of life and development on
earth. Life and development are certainly the keg drivers for any nation to want to

invest huge sums of money and endless effort ieraasecure them.

All sources of energy are categorized into two gsywiz. renewable and non-renewable
energy. Each of these two has its own advantageésisadvantages but on the whole
the former turns out as the more desirable choitlkee major problem with the use of
non-renewable energy sources, specifically fogsrgy sources (FES), is the negative
impact that their byproducts have on the environmealobal warming as one of such
undesirable impacts is directly a result of carlama other gasses collectively termed
greenhouse gasses that are emitted as byprodanisttie use of FES. The importance
and severity of the global warming can clearly kersby the alertness it has caused
world wide leading to world governments joining Harin efforts to reduce greenhouse
emissions. Such concerted effort by world govemmshdnas seen the adoption of the
Kyoto Protocol to the United Nations Framework Cemvon of Climate Change
(UNFCCC) which was signed on March 16, 1998 buy @oiming into force on February



16, 2005 [Kyoto Protocol, 2006]. In fact the recEN climate change conference held
in Nairobi, Kenya, from the'6to 17" of November 2006 was attended by six thousand
participants from one hundred and eighty nine (18®2}ies to the UNCCC [UNCCC,
2006].

Irrespective of their negative impact on environiméhe use of FES has continued to
increase over the years mainly due to two reasdmshware cost and technological
advancements. FES are relatively inexpensive [Me2002; 5] as compared to
renewable energy sources (RES) and as such it neskegmic sense to rely more on
FES than RES. Growth of world economies and pajuglaces an equally growing
demand on energy, which can readily be tapped &8, thanks to advancements in

fossil energy mining and processing technology.

This chapter highlights world energy resourcesrgjvalso the South African energy
resources and future trends. It also discussesatwral greenhouse effect and enhanced
greenhouse effect (greenhouse effect that resubt®m fhuman interference). In its
concluding remarks, the chapter highlights drawbaokrrently affecting global efforts
towards the advancements of RES and suggeststmaatthe development of RES thus

contributing to reduction of greenhouse gas enissio

2.2 GLOBAL ENERGY SOURCES

The world at present has quite a considerable pbehergy sources to tap from. All
these sources are broadly categorized either réslevaa non-renewable energy sources

based on sustainability considerations.



2.2.1 Renewable Energy Sources (RES)

These energy sources generally can be replenisegddnated) on more frequent bases.
The rejuvenation can occur either naturally as wuihd, geothermal, water (hydro) and
solar or artificially as with biomass and to a &sextent water through cloud seeding

and other rainfall improving practices.

The power of naturally blowing wind is directly msferred to mechanical power for
turning huge turbines. Attached to these turbisea transducer commonly known as
generator for converting mechanical energy of thebihe into the more efficient

electrical energy, which can then be sent throughsmission and distribution lines to
homes, businesses, schools and so on [NREL, 20B@jall wind generating plants also
exist and are normally suited for localized smadls purposes like water pumping and

home power.

Geothermal energy is derived from heat reserveshén earth. These reserves are
proposed to be formed by the radioactive decaylenthe core of the earth, which heats
the earth from the inside out [Wikipedia, 2006]heTtapped heat energy has three forms
of applications, which are geothermal electrichgating through deep earth pipes and
direct geothermal heat pumping for heating andingdbuildings. However geothermal
energy is not a well developed source world widessiits occurrence favors certain
geologically unstable parts of the world. By thmel @f 2004 about 43 geothermal plants
existed throughout the USA [DOE-1, 2006] for inst@an

Biomass energy is derived from organic materiasfplants and animals also known as
biomatter. Three forms of bio fuel are produced&olid biofuel like wood and
combustible crop remains can be burnt directly doergy. Liquid biofuel includes
ethanol and bio-diesel that are derived from plafithanol is blended with gasoline and
used as blended fuel in petrol engines while beseli is simply used in diesel engines.
Biogases include gases like methane released danagrobic digestion or fermentation

of organic matter by bacteria. Biogases can as@roduced through a more efficient



process called gasification. The gasses produaadien be used in gas engines and

turbines for electricity production.

A more popular application of water energy is irdioy electricity generation whereby
mechanical energy of flowing water is used to tturbines for generating electricity.
Such hydro power stations are vital as they couatiglba major part of the electricity
supply throughout the world to date. Some of #radus hydro stations in Africa include
Inga hydro station in the Democratic Republic ohGo and Cabora Bassa hydro station
in Mozambique. Cabora Bassa station currently lsegppo Mozambique, South Africa
and even Zimbabwe. On the other hand, developnagnke Inga station promises up to
35000 Megawatt of electric power [SADC, 2006] tlgbhuhe Western Power Corridor
(Wescor) Project. Apart from hydroelectricity thesre other forms of energy derived
from water and these include tidal power, tidaéatn power, wave power, ocean thermal

energy conversion (OTEC), deep lake water coolimdjl@ue energy [Wikipedia-2, 2006]

Solar energy is tapped in two forms either as keatved from thermal radiation from
the sun that reaches the earth or as electricagrgerived from photon energy in
sunlight. Figures 2.1 to 2.5 discuss the five camnapplications of solar energy at

present.
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Incident Energy

Target

Reflected/Focused/Concentrated Energy

Parabolic Concentrator

Figure 2.1: Concentrating solar power systems

A parabolic trough collector has a linear parabshaped reflector that focuses the sun’s
radiation on a linear receiver (target) locatedhat focus of the parabola. Due to its
parabolic shape the trough can focus the sun ab 3000 times its normal intensity
(concentration ratio), thus achieving temperatureva 400°C [DoE-1, 2006]. Another
type of solar concentrator systems uses solar sfishgines that track the sun on two
axes hence giving typical concentration ratio o#ro2000 and working fluid temperature
over 750°C [DoE-1, 2006]. If such system is usedheat-up water, superheated steam
can be collected and channeled into steam turbioeslectricity generation. The
generated heat can also be used as a heat sowaarithermal plants employing stirling

engines.
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small water carrying tubes
Transparent cover in contact with absorber

permits sun rays
hot water | / | /

<
-

cold water

Black absorber plate
P Heat transferred from plate to

the water in tubes by conduction

Figure 2.2: Solar hot water systems

The main applications of solar water systems afgesting water for domestic purposes
(replacing or adding to the conventional electrgayser systems) and heating swimming
pools. The solar collector system is either flait¢ type or evacuated tube type. Figure
2.2 shows a liquid flat-plate collector in whichladavater enters from one side and exits
on the other as warm water after exchanging hea&ohguction with the black absorber
plate. Air flat-plate collectors use air insteddaater. Cool air enters through one end
by natural convection or with the aid of a fan &aves on the other as warm air after
exchanging heat with the absorber plate. Sincduwction is slower in air than in liquids,
air flat-plate collectors are less efficient thagquid flat-plate collectors. In general, flat
plate collectors can reach temperatures up to 2(806°C) [EERE, 2006]. On the other
hand evacuated-tube collectors are more efficteant flat-plate collectors and can reach
temperatures up to 350°F (600°C) [EERE, 2006].
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Incident Sun Rays

sun-facing windows
permit incident rays
into the house for

light and heat

Figure 2.3: Passive solar heating and daylighting in residéstructures

In passive solar heating and daylighting, residéntuildings/structures are carefully
designed to utilize heat and light directly frometBun. Large transparent window
surfaces are placed on the sun-facing walls inrdalallow sun’s rays into the house for
heating and daylighting. Internal floors and wallssorb and later radiate the heat thus
keeping the indoor temperatures within the condorte (18°C - 25°C) in winter without
the need for electrical heating systems. Light trters through the windows will
maintain adequate indoor lux levels also withowe tireed for electrical lighting. In
summer, passive solar residential structures reqablequate ventilation to indoor

temperatures within the comfort zone. Adequatetilaion can be achieved by
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strategically locating and operating features likedows and doors in order to allow free
air exchange between the cooler outside environnaewk inside of the residential

structure in summer.

Industrial or Large Commercial air pre-heating

T T

warm air at the to
sucked into the building
by electric air pumps

=" cold incoming air

Heat trapped
between wal -. <+
and collector and °~.
heats up the air ) +—
in the gap
S
Cold air

Black Metal Plate
(Transpired Collector)

Figure 2.4: Solar process heat and space heating and cooling

In figure 2.4, the black metal plate absorbs sb&at energy and radiates part of it. The
plate is also perforated to allow cooler air fldwadugh it, warming this air once in the
gap between the plate and building wall. A largeipn of the radiated heat is trapped in
the space between the plate and the wall and dstoseeat up the inflowing cool air. As

the air gets warmer, it becomes lighter and wdkrabove the cooler air. Electric air
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pumps are installed at the top as shown in therdigo suck the warm air into the

building.

| |
SH | |'D

IOUT

ELECTRICAL LOAD

— N\

Figure 2.5: Photovoltaic (solar cell) systems

Photovoltaic systems depend on certain semiconduciterials like silicon to convert
photon energy in light to electrical energy at #temic level. A technique called doping
is used to introduce excess positive charges (halesiegative charges (electrons) in
pure semiconductor materials. A solar cell is fednby combining p-type layer (with

excess holes) and n-type layer (with excess elegfrto form a diode as shown in
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figure 2.5. A junction referred to as p-n junctisrdeveloped by the short-lived majority
charge diffusion across the boundary between the dapposite layers. Once fully
developed the p-n junction prohibits further mayogharge diffusion. As the cell gets
illuminated by the sun, photons are absorbed bynsito After absorbing the photon
energy, valence electrons of atoms become excitetheé conduction band of the
semiconductor where they become free conductiontreles. Every semiconductor
material has a certain band gap energy which defihe minimum energy required to
knock off an electron from the shells of its atonfgr the generation of free electrons to
take place, the lights photons should contain gngrgater or equal to the band gap
energy of the solar cell material. These freetedas find it difficult to cross the p-n
junction to recombine with holes in the p-type layén external path with an electrical
load allows electron current to flow from the néyo the p-type layer. Howevejuk in
figure 2.5 shows the flow of conventional currendeally, byt should be equal to the
photon current @) from the sun, however, unwanted currents due l¢éatr®-hole
recombination @) and shunt resistances) reduce the output current from the solar cell
[Meyer, 2002; 21-22 and Messenger and Ventre , 28089-310].

2.2.2 Non-Renewable Energy Sources (NRES)

These are energy sources that cannot be replengshdtby are used. NRES can either
be simple, for instance, uranium or fossil energyrses (FES) like coal, crude oil and

natural gas.

Uranium is used as a source of radioactive atomsucdlear energy production in nuclear
reactor chambers. Through the process of fissi@utrons bombard uranium atoms
resulting in a nuclear reaction that releases fangeunt of energy as heat and radiation.
Apart from the energy, more neutrons are releasedranium atoms split into lighter
elements. A chain of similar reactions occur as thleased neutrons bombard other
uranium atoms. Even though uranium is a hundraddimore common than silver, only
a rare isotope of uranium,4g, is used for nuclear energy production sincetiiena are
easily split [DOE-2, 2006].
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Fossil fuels are primarily compounds of carbon drydirogen formed on a carbon
backbone. Such resources contain huge amountsteftgal energy, which can only be
released when burning them in proper furnaces gmesn. During ideal combustion,
carbon combines with enough oxygen to form a lessful gas called carbon dioxide
(CO,) while hydrogen reacts with oxygen to produce watidowever if combustion is

incomplete, carbon reacts with oxygen to form aembarmful gas known as carbon
monoxide (CO).

2.3 THE GREENHOUSE EFFECT

Greenhouse effect formally refers to the naturelcanditioning system that keeps the
earth’s temperatures within bearable levels. breofor such air conditioning to happen
an energy balance [Tsai and Chou, 2005] must bataiaed on earth. The greenhouse
effect depends on the existence of certain atmogplgasses known as greenhouse
gasses (GHGs). These GHGs absorb infrared heatgronarily three sources, incident
sunlight, reflection from the earth, and radiatioom the warm earth surfaces during day,
and re-emit it to space and back towards the eamight. If the energy balance depicted
in figure 2.6 is sustained then the greenhousecteffeat the most desirable level of

operation.
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6% scattered from atmosphere

19% absorbed by
20% scattered and atmosphere and clouds

reflected by clouds B S A

4% reflected by

earth's surface

51% absorbed by earth
Infrared radiation trapped

Earth and reemitted back to earth

Figure 2.6: Energy Balance [Adapted from UCAR, 2006]

Unfortunately due to mainly human activities, foistance burning of fossil fuel for
energy, excess amounts of GHGs were released andtilirbeing released into the
atmosphere leading to what can be termed as enh@neenhouse effect. Such level of
greenhouse effect totally offsets the energy ba&amd has undesirable impact on global
climates. With more GHGs in the atmosphere, maat lkenergy than necessary is
trapped and re-emitted back to the earth causinghenomenon known as global
warming. Global warming results in glacier meltirfjpods and droughts that have
traumatized communities and frustrated developreéfotts of governments around the

world in recent past and the present era.
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2.4 SOUTH AFRICA AND ENERGY

South Africa has a thriving energy industry supporby large reserves of coal and
uranium [Cooper and Prinsloo, 2005]. Natural gad erude oil also exist but in very
limited quantities hence the country relies moreimports. Fossil fuel is currently

providing approximately 90% of energy in South A#; with coal providing 75% of the
fossil fuel based energy supply [DME-3, 1999]. ®oAfrica mines about 270 million

tons of coal per year of which 70 million is exm@alt 150 million is used locally and an
estimated 50 million is discarded [DME-2, 2002h dddition, 91% of the total amount
of electricity generated in 1999 was derived frooalc[NER, 2000]. This very high

percentage of coal combustion results in excessivbon dioxide emissions. Indeed
amongst developing nations, South Africa has ontéehighest levels of carbon dioxide

emissions per capita as can be seen from figurg24A7 2001].

25

CO, Emission per Capita

20 —

Figure 2.7: Carbon Dioxide emissions per capita [Adapted fi&i, 2001]
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A wide range of RES are found in South Africa ahdytinclude hydro, solar, wind,
wave energy, ocean currents and biomass. Renewaidegy resources provide
approximately 10% of South Africa’s primary energly which biomass accounts for
close to 10% of net energy consumption at the natitevel. Other renewable energy

resources account for a small but rapidly increppercentage of net energy.

2.4.1 The Future of RES

The year 2003 saw the country set a 10-year tdogetenewable energy. The target
entails up to 10 000 GW/h (0.8Mtoe) renewable epergntribution to final energy

consumption by 2013 [DME-1, 2003]. However sudhrget is by no means an easy one
and will require huge human and capital investme®/t present, renewable energy
development lags behind conventional energy souwteedo their high costs. Figure 2.8
gives an overview of energy supply for South Afrioa the year 2002. In the figure,

hydro power source was stated independent fronreéhewables just to emphasize its

contribution, otherwise it falls under renewables.
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Renewables
9.2% Hydro

Nuclear
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Crude oil
22.0%

Coal

0
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Figure 2.8: South Africa’s primary energy supply in 2002 [Atiegh from Cooper and
Prinsloo, 2005]

2.5 SUMMARY AND CONCLUSIONS

This chapter succeeded in highlighting energy otithat are available to the world. It
is clear from the discussions that use of NRES @alhe FES is detrimental to the
environment and that RES presents a lasting solutothe dreadful consequences of
global warming and climate change. Treaties Ii& Kyoto protocol play a key role in
sensitizing the issues of greenhouse effect, gleteiming and subsequent climate
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change. The idea of restricting member state®ittaio limits of emissions can only be
viewed as a way of buying time as GHGs will conéirta build in the atmosphere though
at a rate slower than what it could have been irummstricted scenario. At present
renewable energy technologies suffer mainly duéh&r associated high capital costs.
However, it is important to stress that in ordereftectively address the issue of high
capital costs, world governments and organizatghmild take advantage of the already
existent agreements of cooperation, for instanee rttentioned Kyoto Protocol, and
invest sufficient human and financial resourcesgha development of RES. In fact
financial resources need to be made readily aJeilédr research and other noble
activities that seek to promote renewable energlnielogies. Through such activities,
cheaper, more efficient and sustainable ways ofo#tkpy RES can be developed hence
making RES more competent in terms of both cost p@dormance amongst other

cheaper energy sources like coal.
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CHAPTER 3

DESIGN AND PERFORMANCE EVALUATION OF A
STAND-ALONE PHOTOVOLTAIC POWER SYSTEM

3.1 INTRODUCTION

Photovoltaic (PV) power system design involves uaeileing the appropriate sizes of the
various system components that include batteryagrPV array and balance of system
(BOS) components [Messenger and Ventre, 2000; pBfiis exercise of establishing the

sizes of the components is usually referred toyages sizing. In as much as system
sizing determines the component sizes and henaavirall size of the PV system, it also

determines the total cost (installation cost) & #ystem. During system sizing care
should be taken in order to achieve quality PV posystems at minimum cost. In lieu

of the just mentioned fact, overall PV system penfance can be regarded under two
categories, viz. service performance and cost pedoce.

Any PV system, in economic terms, represents daipiwastment and therefore the two
critical issues as in any investment are the paylpaciod and the return on investment.
In that sense, PV power systems with the optimdlop@ance in terms of cost would
offer the shortest possible payback time as wehigkest return on investment over its
entire life period. On the other hand, servicdqremance is measured in terms of quality
of service (QoS) delivery of the power system. Q@aSors to be considered include the
ability of the PV system to generate and supply gowfficiently, adequately and
reliably. Neither cost nor service performanceh® system should be improved at the
expense of the other as this is detrimental to dherall system performance. For
instance, under-sizing components will improve eystost performance at the expense

of the QoS of the system and as such, the systé&ouisd to fail. Likewise, over-sizing
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is an extravagant approach and can easily blow ytem’s installation cost out of

proportion and beyond reach of an average potdntiaktor.

This chapter introduces the set of mathematicahtgpus that can be used for the optimal
sizing of the main PV system components namely;dl.&attery Bank and PV Array.

From the sizes of these main components and theequbnt system currents and
voltages, sizes of the various BOS components aarediablished. A method of
evaluating cost performance of PV systems is alssgmted and discussed in this

chapter.

3.2 SYSTEM SIZING

3.2.1 Load

The load of the system presents a business cafieefdesign of the system. The demand
of every load device needs to be measured andthleenergy requirement (in kVAh for
AC power or kWh when dealing with DC power) of #nire load should be determined

as follows:

KVA, = [kWa® +KVAR?® =KV, 0% | g (3.1)

Enc = YKVA Xt (3.2)

alln

Eoe = SKVAcq) Xt (3.3)

Eloag = 1.3(i + ij (3.4)
MNac Tloc
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kY ,(ms) 1S the root mean square voltage fornieAC device in kilo-Volts;

rms)

1,(ns) IS the root mean square current for nfeAC device in Amperes;

)
v, is the true power for the” AC device;

VAR, is the reactive power for thé' AC device;

¢, are the daily operational hours for #ifeAC load device;

¢, are the daily operational hours for {fleDC load device;

E ,- represents total daily energy consumption forAeload,;
Epc represents total daily energy consumption forkeload.

N, and 17, as the efficiencies of DC-AC and DC-DC conversion

processes, respectively.

E; .. 9ives the total daily energy consumption for tidire system load including the

DC-AC and DC-DC converters. In order to cater o instantaneous or short lived

upsurge in demand that normally occurs during aewperation and to guarantee

adequate supply, the load is deliberately oversige80% (hence the factor 1.3) [Kaseke
and Meyer, 2006].

3.2.2 Battery bank

We consider the battery bank as consisting of ses@nected columns each in turn

consisting of parallel connected batteries as &gl shows.

Thus the size of the storage facility is obtainedadlows:

(3.5)
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_ E.q X DOA
o= d (3.6)
Ty ><Vo X CNB xDoD

B=Bx Bp (3.7)

where: Vy is the DC operating voltage;
Vg is the nominal battery voltage;
N is battery efficiency;
DoD is depth of discharge;
Cng is nominal (rated) battery capacity in kAh;
DoAis the days of autonomy;
Bs is the total number of series connected columns;
By represents the total number of batteries in panadecolumn;

B is the total number of batteries in the batterykban

Battery

Column 1 C—>

L__oN]

Battery

Column 2C—>

Column 3 —>

Battery Battery @‘ Battery
© @ © O]
<
o

Battery

Figure 3.1: Layout of a PV system storage showing series amdllpl configuration of

batteries to form a battery bank



3.3.3 PV array

In stand-alone PV systems, the array is the ontgpmment with the ability to generate
power and therefore acts as the source input teyeeem. On the other extreme, the
load only consumes energy from the system thusesepit output.
that under ideal operating conditions total dailgut should always be greater or equal to
the total daily output. If this condition is sdiesl, it will ensure that the storage facility

is not continuously discharged. Similar to thetdrgtbank, the PV array is considered as

series connected columns each in turn connectetdasn in figure 3.2. The appropriate
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size of such an array is obtained as follows;

Column 1—>

Column 2—>

Column 3>

Figure 3.2: Layout of a PV system generator showing seriespanallel configuration of

0] [&]

OIS

©]

modules to form a PV array

M=MxM,

It therefore follows

(3.8)

(3.9)
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M,> Eroud (3.10)
,7b XMS mep stun
where: M represents the total number of PV modules in theeya

Ms is the number of series connected columns;
Mp is the number of parallel connected PV modulesaich column;
Vmp is the module voltage at peak power point;

Pmp is the rated peak power of the module array in kW.

Hsun represents the average minimum sun hours footteibn. A sun hour is equivalent
to 1000 Wh/m of solar irradiation. In order to calculate tlat sun hours per day, a
time integral of the solar irradiance over the rentlay is used. Historical site weather
data is useful in calculating the characteristioimum sun hours (average low peak sun
hours) for that particular site. Figure 3.3 sh@awsontour map giving the minimum sun
hours for various sites on the African continenhe site for this study, that is, University
of Fort Hare (UFH) is highlighted by a blue cirde the map. It is clear from the map

that minimum sun hours for our site are betweendts|akWh/nf.
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Figure 3.3: Average minimum sun hours for African sites [ addpfrom Advanced
Energy Group, 2006]

However, 4.0 kWh/mof irradiation (equivalent to 4 sun hours) weredigs the design
sun hours for our location.
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3.3 EVALUATION OF PV SYSTEM PERFORMANCE

3.3.1 Cost performance

PV power system represents a capital investmengarslich it is important to ascertain
the payback time (period) and the return on investim In simple terms, payback period
(PB) can be defined as the maximum number of yeansllittake before the investors

start to realize profit on their investment. ConmiyoPV power systems are evaluated
against the national utility grid. Capital costwa therefore be the total cost of building
the entire stand-alone PV system. However, theralso capital cost for the grid

connection, which is the connection fee [Eskom,&200It therefore follows that the

actual capital is the difference between PV capitet and grid connection fee. Annual
cash flow is the total monthly savings over a ped twelve months. Monthly savings
are equivalent to the amount that the PV systemeowvould have paid as monthly

electricity bill, if they were using the utility mgt.

Return on investmeniROI) is sometimes known as the marginal efficiencycapital
(investment) of simply expected rate of profit Mg 1996; 115] and is expressed as a
percentage. The higher tR©I, the better the investment.

Here the analysis was done with the assumption ittflgtion rates are minimal and

stable over time such that risks are negligiblée payback period in years is calculated

as follows:
PB= Capital Cost (3.11)
Annual Cash Flow
Profit (3.12)

- Capital Cost



32

Profit = (SL — PB)x ACF — AdC (3.13)

SLis system life (in years) am8iCF is annual cash saving/flonAdC represents the total
additional costs over the life time of the systéon,instance, cost to replace batteries on
5-year intervals. TheROIl given by equation (3.12) is the total overall ratwn

investment calculated over the entire life timehaf system.

3.3.2 Service performance

The fundamental aim of designing and installing pOwwer systems is to power a given
electrical load. It is therefore tempting and ediagly easy for one to evaluate
performance of the PV system by merely lookingodltdaily production (by the PV
array) and consumption (by the system load) oftetat energy. However this kind of
approach is not entirely incorrect, it is merelgamplete as it leaves out other factors
that could affect both array production and thepbupo the load. Such factors include

regulation as well as the ability of the storagtdrees to retain charge.

As shown in equations (3.8 -3.10), PV array iscizased on rated module parameters at
peak production which in the ideal case is the sameodule performance at standard
test conditions (STC: 1000 W/m25°C cell temperature and AM1.5 global spectrum).
Outdoor conditions greatly differ from STC withadiance levels normally lower than
1000 W/nf and cell temperatures above 25°C. At ambient &aipres above 25°C PV
modules will be operating at temperatures well @&awbient and can lose up to 14% of
their potential energy production [van Dyt al.,, 2000]. Other factors besides
environmental conditions that can greatly reducel@or module output are the inherent
module defects. Such defects include mismatchdid @éeyer, 2002; 41-43] and
module shunt paths [Meyer, 1999; 16-20].

Modules connected in a regulated system operdbevat power Pop) than the rated peak
power [Meyer and Mapuranga, 2005]. This is duehi® operation of the regulator,

which prevents the charging voltage (module volidigen exceeding a threshold voltage
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referred to as regulated voltagé.g). Also, the regulator should be able to properly
control battery charging and discharging in ordeprevent excessive discharge and over
charging. Discharging the battery to deeper lettedsn recommended as well as high
discharge rates will reduce battery life as welitasability to retain charge [Crompton,
1990; 31/3-4 and Linden, 1984; 13-15, 13-19]. &iry, overcharging results in
excessive heating and energy loss due to gassesniér and Ang, 1990; 130].

The battery bank’s size is based on manufacturatiisgs of nominal battery voltage and
ampere-hour capacity. Of greater importance isathity of the battery to retain charge.
It is known that battery terminal voltage is rethte® its state of charge during both
charging and discharging. It therefore followstthfaa battery has a poor ability to retain
charge, then during discharge battery voltagenapidly collapse.

3.4 SUMMARY AND CONCLUSIONS

This chapter has identified two key performanceesswith regard to PV power system
design and installation. The two issues are audts@rvice. The idea is to entice any PV
system design and installation to try and strikeakance between the two issues as this
will help curb the usually high installation costet have characterized the PV industry
and acted as the major deterrent for average paltémiestors over the years. A set of
standard sizing equations was also presented witbraise to determine optimal sizes of
the various PV system components. These equatiens used in this study to size the
system at UFH. This chapter has also managedetatiig key service performance
analysis parameters for the three components oPthsystem viz. PV array, regulator
and battery bank. Of particular importance pemgrno PV array service performance is
the ability of the modules to meet the daily energguirement of the load. With the
regulator, effective control of charging and disgjirag as well as its effect on module
production should be ascertained. The ability le# battery storage to retain charge
should also be ascertained.
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CHAPTER 4

DESIGN, INSTALLATION AND PERFORMANCE
ASSSESMENT OF THE PHOTOVOLTAIC SYSTEM

For all figures except 4.1, 4.3 and 4.4, the follgMine convention is used

Module Battery Load
Line Colour Green

Power Diamond Diamond Diamond
Marker Type Voltage Circle Circle Circle
Current Triangle Triangle Triangle

4.1 INTRODUCTION

Chapter three laid the foundation for the desigd parformance evaluation of stand-
alone systems in general. A number of issues ipartato proper system designing were
discussed along with a set of mathematical equationuse in effective system sizing.
Based on the equations presented in chapter thremall-scale stand-alone system was
sized, installed and monitored. This chapter naflithe size and performance of various
system components of the system at the Univer§iod Hare (UFH).

4.2 LOAD DESCRIPTION AND DEMAND MEASUREMENTS

Figure 4.1 shows the separate demand profileseothitee load devices measured over a
period of two hours. In order to determine totaiménd and daily consumption for each
of the three load devices, their AC current andag® requirements were measured using
a Fluke 177 true rms multimeter and verified witiHewlett Packard 971 Multimeter.
The characteristic load consisted of one Pentiurdegktop Central Processing Unit
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(CPU), a 15 inch Cathode Ray Tube (CRT) monitor arsihgle Mobile Internet Device
(MIDevice) that was designed as part of this sty figure 4.1 indicates, consumption
profile for each device is characterized by a preddrred to as start-up peak. The reason
for this is that, at star-up each device executgsfaest procedure, which entails running
all its internal circuitry and sub-systems as veaalscan its drivers. An example is the
CPU which runs all its fans and checks all portgl geripherals like mouse and
keyboards that might be attached to it at startAp.a result of this self test sequence all
three devices registered peak demand at start-hiphvasts for less than 5 minutes.

250

200 + [\

(W)
e

Power
iR
o
o

<-\

50 - Characteristic Start-up demand

l" <4+ At<5mins

—e—CPU —8—CRT MIDevice

0 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
12:17 12:31 12:46 13:00 13:14 13:29 13:43 13:58 14:12 14:26

Figure 4.1: Demand profiles for the system load devices
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4.3 UFH SYSTEM CAPACITY

Table 4.1 summarizes the size of the UFH systerd us¢his study. After an analysis
based on the relationship between battery lifedemth of discharge [Kaseke and Meyer,
2006], the number of batteries required was redtcexhly 9. The aim of this analysis is
to reduce cost of battery storage facility and leetie overall installation costs for the
photovoltaic (PV) system. The norm in the desigrhe storage facility requires the
storage capacity to be large enough to sustainatpes during days of little or no
generation from the PV array (days of autonomgA). Since the installed battery
capacity far exceeds the daily requirement of teal) the effective depth of discharge
(DoD) per battery is very little. This subsequgnthproves battery life. Reducing the
storage facility to only nine contributes to a mergnificant saving on installation cost.
The increase in the effective DoD per battery dwehe reduction in the size of the
battery bank is so small that it only results iniasignificant change in battery life. In
that sense, nine batteries could still surface witen less battery maintenance cost over

the entire life of the PV system.

Table 4.1: Initial System Sizing of the UFH system

Load Battery Bank PV Array

t, (hrs) | Vo 12V
KVA 0168 | 2 Vie 12V Vimp 165V
KVAy 0094 | 2 DoD 20%
KVA, 0.008 | 2 DoA 3 Pmp 0.70 kw
HAC 0.8 CNB 0.100 kAh H 4
Exc 0.54 KVAR o 0.9 sun
Eoc 0 Bs 1 Ms 1

B, 12 M, 4

EL oad 08775kWh | 22 y .

In the tablekVA, kVA, andkVAg represent the measured apparent power demankefor t
CPU, CRT monitor and the MIDevice, respectivelyheTbattery efficiencyyy, for lead
acid batteries is roughly 90% [Messenger and Ver20€2; 53]. There were no direct
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current (DC) loads in the system helige is zero. Equations (3.2) — (3.10) introduced
in chapter 3 were used in order to obtain the wadly energy consumptiorefc) for the
alternate current (AC) loads and for the entirall@& ,,q) for the system as well as the
total battery and PV array sizes.

4.3 EXPERIMENTAL SET-UP

A regulated PV power system consisting of four 70m@nocrystalline modules, nine
shallow discharge sealed lead-acid (SLA) batteaad a Tarom 245 Pulse Width
Modulation (PMW) Solar Charge Controller were ifisth at the University of Fort
Hare. The Project site is located at 32.8° lagtaduth of the equator and hence the fixed
rack for the PV array was tilted at the same ldgtangle facing north. Figure 4.2a
shows the outdoor components (four monocrystahnoelules and the pyranometer). As
expected for any outdoor mounted module, thergigeace of bird droppings on module
surfaces. The PV rack carries other module typesaaspectroradiometer (black tube
next to the pyranometer). However these other corapts are being used in other PV
research areas currently running at the Fort Hasétuite of Technology. Figure 4.2b
shows some of the indoor components (CRT monitdrGiaU) of the system.
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Spectroradiometer

Kipp & Zonen Pyranometer

Bird dropm

Fixed rack

Figure 4.2a: PV array and pyranometer

DC lighting load shown in figure 4.2b was not paft the initially intended load.
However, after the PV system was commissionedag vealized that there was a quite
considerable amount of excess energy produced éyathay per day. This excess
production presented an opportunity for scalingheload hence the addition of the DC
lighting load.
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PWM Regulator |

DAS

| S |
CRT monitor

COTEK Pure Sine Wave
Inverter

Figure 4.2b: Indoor components of the UFH system

A data acquisition system (DAS) made up of cur@md voltage transducers and PC

boards was installed to continuously monitor cureerd voltage for the PV array, battery

bank and load at 10-minute intervals. Type-K th@rauples were fitted to measure both

ambient and cell temperature of the module contislyothroughout the day. Figure 4.3

shows a schematic drawing of the DAS. A pyranometeunted on the module rack

was used to measure solar irradiance levels. Teatye and irradiance information was

also collected using the DAS.
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Figure 4.3: Layout of the data acquisition system

4.4 BASELINE DETERMINATION

The performance characteristics of the four simgletalline modules were measured at
STC using a Spire-Sun, Xenon pulsed solar simulg@®RE 240A). This was done
before the modules were deployed outdoors andeid as a baseline for ongoing outdoor

monitoring and degradation analysis.

Table 4.2 lists the rated power and power measumeér standard test conditions (STC:

1000 W/mz2, 25°C cell temperature, AM1.5 global ¢peun). Also listed are the
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corresponding efficiencies. From table 4.2, iev&dent that all modules performed well

within acceptable levels.

Table 4.2: Summary of rated and measured values

Peak Power (W) Efficiency (%)
Module p P %
rated STC lrated f]sTC Difference
1 70 69.58 11.54 11.40 1.21
2 70 70.73 11.54 11.59 -0.43
3 70 70.75 11.54 11.76 -1.91
4 70 69.22 11.54 11.34 1.56

Percentage difference in table 4.2 is the percenti#fference ofjstc from raes Figure
4.4(a) shows the corresponding characteristic otsreltage (-V) curves of the four
modules listed in table 4.2.
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Figure 4.4(a):Module I-V curves at standard test conditions (TC
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Evident from the characteristic curves in figuré(d) is a slight break in the horizontal
part of thel-V curves of modules 1 and 4. This is attributed &light mismatch in the
performance of individual cells in the module. #&lg all four modules exhibit this
behavior. No obvious cracks or cell defects welbseoved during a comprehensive

visual inspection.

Figure 4.4(b) shows the indoor Infrared Thermogyaphmodule 4. The module was
reverse-biased in the absence of light 25 VDC At 3deally, the module should behave
like a junction diode. However mismatch cells bahbke resistors that dissipate power
inside the module and therefore become hot spgesented by bright spots on the

image.

When these modules are operating outdoors, mismhtaells may cause power
dissipation and consequently the formation of hpdts on cells with lower power
producing capabilities. This in turn may resulirmreversible damage to the module [van
Dyk, 2002]. Although this mismatch seems to bagméicant, it poses a potential

degradation mode which may with time significamdgduce power production.
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Figure 4.4(b): Infrared Thermography of module 4 when reverseadiain the dark to
25VDCat5A

45 COST PERFORMANCE ANALYSIS

Table 4.3 lists the payback and return on investrfenthe UFH system. Cost savings
on electricity was calculated from equations (3-41B.13) presented in chapter 3 using
the national utility (Eskom’s) NightSave Rural thglan [Eskom, 2006].
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Table 4.3: Cost performance of the UFH system

Item Description Value
Capital Cost R17 464-00
Annual Cash Flow R3 467-00
Payback period 5 years
Profit R49 900-00
Return on investment 286%

The UFH system therefore, promises to return mbaa tdouble the costs incurred at

installation by the end of its guarantee after 2arg.

45.1 Risk on investment

It needs to be stressed that the results in talBlevére calculated with the assumption
that inflation [Hyman, 1997; 12 and Hall, 2005; é333] remains relatively stable over
the 25 years. This is more unrealistic especiallgur (African) developing economies
amid eminent threat from all sorts of politicalérferences and instabilities. However, if
inflation causes a proportionate rise in money enechile maintaining relative price
[Lipsey, 2004; 51] of all goods and services, thie® system would still perform quite
well. This is derived from the fact that, both mimy expenses and annual cash flow
(calculated from the electricity charge at thatejrwill increase as inflation rises hence
profit will remain almost the same. Inflation bewes a problem when it causes a more
significant rise in the relative price of runningpenses in comparison to the general

price level [Lipsey, 2004; 51].

A more serious risk is posed by module degradateumsed by natural or semi-natural
factors. Natural causes involve the natural detation of module cell constituents due
to long periods of outdoor exposure. Semi-natcaalses involve hot spots formed when
shade is cast on cell by module frames, bird dmogpiand surrounding objects. Hot
spots can also form as a result of mismatched @slsmentioned in section 4.5.

Degradation reduces module output and may with tieselt in a reduction in annual
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cash flow. Proper maintenance is the only mitagafactor for risks due to semi-natural

causes.

4.6 SERVICE PERFORMANCE ANALYSIS

4.6.1 Generation and supply

Figure 4.5 gives PV array, battery bank and loadigyocurves on three consecutive
sunny days. Average AC load demand was found t®.b&2 KVA. This demand

represents the actual demand and is less thanohdiiffe demand used in the system
design (see table 4.1). This prompted further stigation. The regulator used in the
study allows any loads connected to the systenetpdwered directly by module output
while any excess output from the module is diredtedards battery charging. At the
time when full load is switched on in the morningpdule output will not be adequate to
meet such a large demand hence the battery wikk ltavne in so as to complement

module output. The result is a jump or surge batiewer.



48

250

Discharge
termination
200
150
100 fr, &
< !f
5 50 - !
o) ¢ b
g N
\
o 01 o
1
1
-50 4 Y
-100 -
-150 - Surge in battery suppy
—e—Array —o— Battery Load
‘200 T T T T
9/27/2006 19:12 9/28/2006 14:24 9/29/2006 9:36 9/30620.48 10/1/2006 0:00

Figure 4.5: Module, battery and load power vs. time of daydoigust 6, 2006

Oscilloscope measurements of the inverter (CoteROS¥2) output voltage signal
revealed a true sine wave of 150 V in amplitudeurréht measurements show that the
load continued drawing the same current at this vatage as its current at 240 V (rms).
This phenomenon can be well explained in lighthef type of devices constituting the
load (see Appendix B). All load devices are gelheralectronic device whose main
circuitry is made of numerous micro-electronic gits and components. These
components, unlike constant power devices, havabiigy to work on a voltage range
while drawing a constant current as a result ttaylme regarded as voltage operated. It
is this property that allowed the load devices perate at peak voltage of 150V while
still drawing the same rms current. Constant posestices would draw more current as
the input voltage is lowered so as to maintain rstant power input. Examples of these

include pumps, motors and other inductive loads.
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Also evident from figure 4.5 is the fact that agiri when array output is zero, battery
supply is generally less than load demand. Thiatlser unusual since it is expected that
during this time, only the battery bank should dyppe entire load meaning, therefore,
its output must be greater than or equal to loadashel. However the low battery output
is attributed to the regulator operation. The lagu uses parallel (shunt) regulation
principle [Lasnier and Ang, 1990; 142] in which ttegulator is in parallel with both the

PV array and the battery bank. Battery termindlage is in actual fact higher than the
voltage at the terminals of the regulator but beeahe two are in parallel the voltmeter

records the smaller of the two voltages.

Figure 4.6 shows the DC current and voltage pfiler the battery bank and load
measured throughout the night. In this figuredlgaltage is higher than battery voltage.
Current from the battery is almost equivalent torent drawn by the load hence the
manipulation of battery voltage by the regulatortli® only cause of the unusual
discrepancy in supply and demand.
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Figure 4.6: Current and Voltage for the battery and load messat night

4.6.2 Regulation and the Battery Storage

The regulator used in the study uses pulse widtdutation (PWM) technique which
basically is a constant voltage technique in witichrging current tapers according to the
charging needs of the battery. As figure 4.7 shawend of charge, the charging source
in not completely terminated, instead, the battegk is thrown into standby mode with
its voltage clamped to a low level while short emtr pulses are supplied in order to

maintain it at full charge.
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Figure 4.7: Battery current and voltage behaviour at end oérgéd using PWM

regulation technique

The ability of the regulator to control batteryaharge is also demonstrated in figure 4.8
where the load is disconnected at end of dischaifee discharge rate is found to be
9 A/h, which translates to an effective 1 A/h facck battery in the battery bank. All of
the batteries are rated as 100Ah/10h, which onageemeans at most each one of them
can supply 10 A constantly for 10 hours. Howewansidering 100Ah as the available
capacity Cp) per battery and 10 hours as the discharge timénén Peukert's Law (see
equation (4.1)) suggests that the maximum dischemgent () would approximately be
6.9 A. Again by Peukert’'s Law, if each batterytie bank contributes 1 A towards the
total discharge current of 9 A, then its dischavgeuld last for 100h. Under such
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discharge conditions full capacity is obtainablehather end point voltage per battery
cell [Crompton, 1990; 31/3-4]. The Peukert’'s canstk) for lead-acid batteries between

1.1 and 1.2 but for our calculations 1.2 was u¥¥ikipedia, 2006].

C =1% Peukert's Law
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10

Current (A)

—— Current —e—\Voltage

-10

28/09/2006 06:28 28/09/2006 11:16 28/09/2006 16:04 0218006 20:52 29/09/2006 01:40

(4.1)

14

+ 12

-+ 10
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Figure 4.8: Battery current and voltage during regulated cingrgnd discharging

At point A in figure 4.8, the battery begins to g Charging voltage rises with the rise

in module voltage. Point B represents the loacdnmeect point where full load is

reconnected hence the drop in battery voltage toTdis voltage drop is due to the
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battery bank being suddenly forced to address ukeen upsurge in demand at a stage
when module output is still low. Point C-D showgain in charging voltage as module
output increases in the day. The regulator maiata relatively constant charging
voltage between D and E while E-F coincides withpdn module output. Point F is like
a point of inflexion on the charging voltage cuiwed signifies beginning of discharge.
F-G-H represents discharge with G marking the paimeén the storage takes over supply

to entire load.

4.6.3 Battery Bank

Figure 4.9 shows a full discharge cycle that shreticfor roughly 30 hours between
October 13 and 15, 2006. Firstly the batteriesewially charge after which full load
(CPU, CRT monitor and the MIDevice) was connectdshttery bank voltage during
discharge displayed a more gradual decline (apprataly 0.015V/h), which suggests
that the storage facility is in good order and tes/ good charge retention ability. A
total of 261.37 Ah were drawn from the battery baml80.17 hours, which translates to
29.04% depth of discharge and an average disclangent of 8.71 A for the entire
battery bank. This translates to an average digehaurrent of 0.97 A per battery, which

is an acceptable rate of discharge since it isthems the manufacture’s 10-A rate.
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Figure 4.9: Full battery discharge cycle

4.7 SUMMARY AND CONCLUSION

The UFH stand-alone PV system was successfullygdedi successfully installed and
monitored and the following are some of the conohs that can be drawn from the
results obtained and presented thus far.

PV module design should be regarded as a capitasiment from which the investor

concerned should realize a profit. In this regalt PV power system designs need to
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aim at providing the much needed power at optimzest. PV modules in stand alone
systems sometimes generate more than what therégaites especially on clear sunny
days (sun hours: 7-8 kWh/nf). Normally this excess is just wasted in the faigu
(property or requirement of shunt regulation) ualik grid—connected systems where
this can be sold to other users thus making investimto PV more lucrative. However
excess production becomes vital in stand-aloneesystfor assisting the storage facility
to recover from extended periods of discharge withwecessarily having to completely
disconnect system load. An instance would be dhersystem has gone through the

entire days of autonomy.

Sometimes demand budgeted for in the design isheotame as the actual demand after
installation. It is therefore imperative for dasegs to do post-installation measurements
in order to ascertain the actual demand as this prasent an opportunity for load
expansion thereby adding value to the system amgtoming the system’s capacity
utilization rate [Slavin, 1996; 113] in cases whpost demand is found to be less that the
demand catered for in the design. For instaneeUthH system is being run at half load
capacity giving 50% capacity utilization systemfiimeency. Where possible at pre-
installation, modules should be tested at STC tdyrated values and detect any serious
inherent defects hence reducing the investment. risklso post implementation
assessment is necessary to ascertain proper foalttyoof all system components.
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CHAPTER 5

PHOTOVOLTAIC MODULE EFFICIENCY AND ENERGY
PRODUCTION UNDER OUTDOOR CONDITIONS

5.1 INTRODUCTION

Several ambient factors influence performance at®oltaic (PV) modules mounted
outdoors. These factors include among others, @mbemperature, solar irradiance and
spectral distribution. Rating of module performamnising solar simulators is done under
carefully controlled conditions that are essentidifferent from outdoor conditions that
the same modules will be subjected to. Usuallndded test conditions (STC) used to
rate modules are defined as 1000 Waular irradiance, 25°C cell temperature and air
mass 1.5 global spectrum [van Dyt al, 2002]. In fact these STC combine the
irradiation of a clear summer day, module tempeeatf a clear winter day and the
spectrum of a clear spring day [Buclegral, 1998]. Clearly such conditions are more
theoretical than they ever are realistic. Furtrean during these indoor tests, the
environmental factors are considered in isolattbat is, module response is noted when
varying each of the factors in tureeteris paribus Again such variation is not
continuous; rather it steps through discrete levelor instance, as way of varying
irradiance inside indoor simulators, filters aredishat set irradiance to the desired level.
However after having said all this, it remains ioif not unfortunate that PV system

design presently rely on module STC ratings.

Outdoor environment factors concurrently changeRWtmodules are known to have a
certain response to change in each of these ouslo@ronmental factors. This chapter
seeks to apply the known relationships between e&autdoor environmental factors

(specifically ambient temperature and solar irradeg and module performance
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parameters (efficiency and energy production) irpl&ring the observed outdoor
performance of the University of Fort Hare (UFH) BNay. Findings from this chapter
can easily be generalized to cater for other outdoounted modules of the same

technology.

Use of a regulator, though highly recommended liP®ll power system applications, has
a limiting effect on the modules’ maximum energpquction. The effect of regulation
was also investigated, subsequently quantifiedtiansl will be presented in this chapter.

Module frame shading was noted during outdoor nooimg of the PV modules and

therefore will also form part of the discussionghis chapter.

5.2 SOLAR CELL BASICS

5.2.1 Construction

Doping is a process by which tiny but controlledoamts of “impurities” are added to
pure (intrinsic) semiconductors in order to imprakeir electrical conductivity [Duncan,
1983; 75]. The resultant material with improvednduoctivity is called extrinsic
semiconductor and two such semiconductors exisichwéire; n-type and p-type. A p-
type material has free (unbound) positive charpese6) while n-type material has free
electrons. A solar cell (PV cell) fundamentallynsst of two opposite extrinsic
semiconductor materials that are joined togethefotm a p-n junction as figure 5.1
depicts. Holes in the p-type are attracted totedes in the n-type while electrons in the
n-type are attracted to holes in the p-type mdterids a result of the bidirectional
diffusion of majority charge carriers across the pmnction, the n-type material near the
junction becomes positively charged and the p-tyyagerial negatively charged hence

forming a barrier/depletion layer also known asspace charge region (SCR) as shown
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in figure 5.1. When the barrier layer is fully éoped, it induces an internal (in-built)
electric field that prevents further exchange ofianiey charge carriers between the p-
type and the n-type layers. At this condition, Bre¥mi-levels () in both regions are
equal and the junction is said to be in thermalildgjium [Meyer, 2002; 20]. The in-
built electric field is directed from the n- sidétbe junction to the p- side of the same
junction as shown in figure 5.1.Vy; in the figure represents the barrier potential

associated with the in-built electric field (E tigl

n region SCR p region

|L

Y
A
y

E field

Figure 5.1: Simplified energy band diagram of a p-n junctiaslas cell in thermal
equilibrium. The space charge region (SCR) reggofilled with charged donor and

acceptor ion cores (not shown) [After Meyer, 20BT};

5.2.2 Operation

Every semiconductor material has its own charatierband gap between the valence
band and the conduction band. Valence band repseghe allowable energies of

valence electrons that are bound to the host atanile conduction band represents the
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allowable energies of electrons that have recegrezigy from some mechanisms and are
now no longer bound to specific host atoms [Messeragd Ventre, 2000; 298]. It is
therefore appropriate to define band gap energwy @emiconductor material as the
minimum energy that an electron in the valence bahduld gain to jump to the
conduction band. Likewise an electron in the catidon band should shed energy equal

to the band gap energy in order to fall to the nedeband.

When a PV cell is illuminated, light photons witheegy that is greater or equal to the

semiconductor material's band gap are absorbetidoydlence electrons. Photon energy

is given by:

EPH =hv :E: (51)
A

where: h is the Plank’s constant;

v is frequency of the photon;
c is speed of light in a vacuum;

A is the photon’s wavelength.

Once an electron has absorbed a photon with ertegiper than the bandgap, it jumps
from the valence band to become a free electraha@rconduction band leaving behind a
vacancy (hole) in the valence band. In effectpgtitson of photons leads to the creation
of electron-hole pairs (EHPs). The in-build electfield immediately sweeps the
generated electrons to the n-side and holes tgptbile. These additional majority
charge carriers will cause a current flow in théeeaxal circuit or simply result in a
voltage at the external terminals of the matemathe absence of a complete external
circuit. Figure 5.2 shows the operation of anniinated solar cell. Electrons flow in the
external circuit from the n-type material to théype material. However, conventionally
current is considered as consisting of positivergés (holes) flowing in the opposite

direction to the flow of electrons as shown in fig.2.
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Figure 5.2: Simplified operation of an illuminated solar cell

5.2.3 Electrical characteristics

Clearly, a solar cell is simply a junction diode lafge area, forward biased with a
photovoltage that is derived from the disassoamtd electron hole pairs created by
incident photons within the in-built field of thempjunction barrier [Lasnier and Ang,
1990; 70]. Energy band diagrams for the normalprtstircuit and open-circuit
operations of the PV cell are given in figure 5} (b) and (c), respectively. Figure 5.3
(d) shows the electrical equivalent circuit for agiical solar cell. Rs, andRs are the

shunt and series resistances within the solastreitture.
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Figure 5.3: (a) Energy band diagrams of an illuminated p-rcfiom solar cell in; (a)
normal operation (i.e. connected to an externatl)loéb) short circuit, (c) open circuit
condition and (d) equivalent circuit of a practigah junction solar cell with parasitic
resistances and connected to an external load wrhessstance iR [Adapted from

Meyer, 2002; 22-23]
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Shunt resistances provide paths for undesirableeguflow and both resistances cause
power dissipation within the cell. As a resultiserand shunt resistances reduce the

efficiency of the solar cell.

If, however, the external load resistor is chosechsthat the solar cell operates at the
maximum attainable voltage and current then thecBN is said to be at a maximum
power operation point since it will deliver the nmaxm possible powerP.y) to the
load. Thus:

Prax = Vinax X max (5.2)
and,
Ryt = Vi (5.3)
Imax
where: V.. and I are the maximum attainable voltage and current,

respectively;

RIS the optimized external load resistance for thaximum power

operation of the PV cell.
If the external circuit is simply a conductor cootileg the p-type to the n-type material,
then the PV cell is operating in the short-cirguidde. Short-circuit currentsf) can be
considered equivalent to the photocurrent, that pigportional to the irradiance,
X (W/m?) and is given by [Lasnier and Ang, 1990; 71]:

I, = 1oy =KX (5.4)

where: |- represents the photocurrent;
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K is a constant.

In the absence of a complete external circuit (e@ssuit condition), a voltage appears at
the external terminals of the PV cell. This vo#ageferred to as the open-circuit voltage
(Voo), corresponds to the voltage drop across theymetipn and is given by [Lasnier and

Ang, 1990; 72J:

V,, = AkgT In(l"H — 'Oj (5.5)
q lo

where: A is the ideality factor;
ks is the Boltzmann’s constant;
T is the junction temperature;

|, is saturation current;

g represents the electronic charge.

Figure 5.4 shows the typichV curve of a PV module. Also shown in this figure the
maximum voltage (Way and current @lay, short-circuit current {J), open-circuit

voltage (M) and the maximum power point.5.
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Figure 5.4: Typical I-V curve for a p-n junction solar cell

5.3 EFFECT OF AMBIENT TEMPERATURE

Solar cell efficiency is given by [Fahrenbruch &ube, 1983; 13];
= FFI SCVOC/ max (5'6)

where FF represents the cell’'s fill factor. Ambient tempgeara and irradiance are related

to cell temperature by [Messenger and Ventre, 2060;

Tcell = Tamb + (WJJ X (57)
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where T, is the ambient temperature, andOCT is the Nominal Operating Cell

Temperature ani the irradiance. An increase in ambient tempeeatuitl therefore,

result to an increase in cell temperature.

With irradiance remaining constant as cell tempeeatncrease, minority charge carrier
concentration due to thermal excitation [Lesnied akng, 1990] increases while the
energy band-gap decreases. Open circuit voltageeases more significantly in
response to increase in minority charge carriess the increase in short circuit current
in reply to the decrease in band-gap energy. Quesgly maximum available power
decreases prompting a decline in efficienty as a function of temperaturg, is given
by [Scott, 1998; 47]:

| (T) = BTV oo KT /KT (5.8)

where: B is a constant independent of temperature;
Eso, is the linearly extrapolated zero temperature baag of the
semiconductor;
k is the Boltzmann constant;
T is the semiconductor temperature;
y includes the temperature dependences of the fuerdamparameters
determining I, and generally has values between 1 and 4 [Green,

1992; 91].
The rate of change &, with temperature is given by [Green, 1992; 91]:

dvoc — _VGO _Voc + y(kT/q)

dT T

(5.9)
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where: Vs, IS the linearly extrapolated zero temperature epesuit voltage of

the semiconductor.

Generally, the decrease 3. due to temperature is more significant than tleeeiase in
lse thusPmax decreases [Scott, 1998; 47, Meyer and Mapurarifih]2

Decrease in efficiency in response to increaseslhtemperature at constant irradiance
means that the cell will convert less of the endadyng on it. Conversely, increase in
efficiency due to a decrease in cell temperaturammehe module is now converting
more of the incident photon energy. It is howeret possible to say with certainty
whether module power output decreases or incréasesponse to a given change (a rise
or fall) in efficiency since at any instant, modeficiency is simply the ratio of output
to input power at that particular time. Surely 19%100 W/nf is far less than 8% of
1000 W/nf. This phenomenon is clearly shown in figure Safjich is a plot of
irradiance (Ps), module output (Pmod) and efficye(eff.) against time of day. In
segment A, module output, irradiance and efficieacg all increasing. However in
segment B, module output continues to rise irredpeof the fall in efficiency which
shows the presence of other contributing factétewever total energy yield for a given
interval shows some relationship with average antliEmperature for the entire interval

as will shown in later sections.
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Figure 5.5: Irradiance, module output and efficiency vs. time

5.4 EFFECT OF IRRADIANCE

The effect of irradiance occurs in two contradigtimays. Firstly, increase in irradiance
as given by equation (5.7) will increase the calperating temperature. Secondly, since
the sun imparts energy to the cell in photons,Higher the irradiance the greater the
photon flux. Equation (5.10) [van Dy&t al, 2002] relates cell current to level of
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irradiance.  While current increases linearly witlradiance, voltage increases

logarithmically as given by equation (5.11) [vanki®t al, 2002].

Lo = Xl 1-gun (5.10)
Vv
Voo == (5.11)
1+0In—
X

where d is a dimensionless coefficient that is solar aathnology specific), , ¢, and

sun

Y/ are the photon current and open-circuit voltagspectively, at 1000 W/m

oc,1-sun

(1 sun). Equation (5.10) is equivalent to equafmd) thuK is equal tdpy 1-sun

Considering the first case at constant ambient ézatpre, an increase in cell temperature
due to increase in irradiance has exactly the seffeet as would an equivalent increase
in cell temperature due to increase ambient tenyreraat constant irradiance. As a
result efficiency decreases. Regarding the secasd at constant cell temperature, cell

output current is given by [Meyer, 2002; 24]:

out =1 PH l D_I sh (512)

where |, Iyand I, are the photon current, dark recombination cureemd shunt

current, respectively. Assuming that dark recoratiom and shunt currents are
negligible and equating equation (5.10) to (5.1#&)oktain;
out = e = s (5.13)

Substituting equations (5.11) and (5.13) into (5tle¢ expression for efficiency is

obtained as follows;
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V,
oc,1-sun (5. 14)
1-9InX

,75 = A_lFFI PH ,l—sun(
where A represents the cell aperture area. Clearly frqoagon (5.14), efficiency, like
open circuit voltage has a logarithmic dependenoeircadiance at constant cell

temperature.

Higher instantaneous irradiance levels usually noatalways, coincide with high module
output at that particular instant subject to thstantaneous efficiency. When all else
remain constant, total energy production in a giveerval is related to irradiation in that

entire interval.

5.5 METHODOLOGY

5.5.1 Summary of Modules Evaluated

Spire-Sun, Xenon pulsed solar simulator (SPIRE 24®As used to test each of the
modules under standard test conditions (STC: 1068\\25°C cell temperature, AM1.5

global spectrum). Table 5.1 lists the technologiethe four modules used in this study.
Also listed are the rated power, STC measured powed the corresponding STC

efficiencies.

Table 5.1: Summary of modules used in the study

Module Technology Prated (W) Pstc (W) Nstc (%)
1 Mono-Si 70 69.58 11.40
2 Mono-Si 70 70.73 11.59
3 Mono-Si 70 70.75 11.76
4 Mono-Si 70 69.22 11.34
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All four modules performed well within acceptabéyéls and no obvious cracks or cell
defects were observed during a comprehensive visgpéction. The minor differences
in STC performances could be attributed to thehsligismatch that was exhibited in the

I-V curves of these modules.

5.5.2 Experimental Procedure

All four modules were connected into a parallel Bivay and mounted on the rack
outdoors. The array was connected to the loadoattdry bank through a 12/24V Tarom
245 pulse width modulation (PWM) Solar Regulatdy.data acquisition system (DAS)
consisting of voltage and current transducers, ederpcards and other accessories was

designed and installed.

Type-K thermocouples were used to measure backealdte temperature (cell
temperature) and ambient temperature. For celpéeature measurements, the tip of the
thermocouple was placed in contact with the badk sif an arbitrary chosen cell on the
module. The ambient temperature thermocouple Wwaeg in a well ventilated shaded
area to prevent interference from direct sunlighA pyranometer for measuring
irradiance was mounted on the plane-of-array. pis@anometer and thermocouples
formed part of the DAS.

The regulator was programmed to operate in voltagalation mode that allows the user
to set end-of-charge voltage. In this case theddraharge voltage was set at 14.3 V.
This end-of-charge voltage level was optimal sinicallowed batteries to be fully
charged. Higher voltage levels may easily leadvercharging and subsequent damage
to the batteries. The system was left to run fifree mode” in which only the regulator
was in control. This meant that the load could amad the battery could charge for as

long as the regulator could allow.

At every ten-minute intervals the DAS recorded enty voltage, irradiance and

temperature data writing it to an external texd fil computer memory.
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5.5.3 Quantifying effect of regulation

The normal operation of a regulator in a PV powgteam protects the battery bank by
ensuring safe charging and discharging of the hatt&afe charging means; controlled
rate of charging and end-of-charge detection upbithlwcharging current is terminated.

Likewise, safe discharging implies; controlled tiame rates and end-of-discharge
detection upon which the system load is disconudectexceedingly deep discharge and
over-charging is detrimental to satisfactory batteperation and will ultimately reduce

battery life. Notwithstanding the advantages, gulaor tends to prevent modules from

reaching maximum power point by clamping the vadtag a level Y

reg

), in this case

14.3 V, that is lower than rated voltage at maximpawer point V.

max

) [Meyer and
Mapuranga, 2005].

A wide range of regulators using different reguati techniques are -currently
commercially available. Different regulators waffect module power production in
different ways. The less advanced the regulaterethsier it is to quantify the effect of
regulation on power production. The reason fos tisi that less advanced regulators
simply disconnect the modules when end-of-charget p® detected. As such the DAS
will record a drop in module power until chargirggumes. Figure 5.6 shows this kind of

effect. The shaded area in the graph represemtsrdoss due to regulation.

On the other hand, advanced regulators have thebiay of dissipating excess module
power output using complex internal circuits. Thigans that such regulators will not
disconnect the modules at end-of-charge and theréfe DAS will continue to record

normal regulated module output even though thipuuts being dissipated within the
regulator itself. In some instances if the loadasinected, the regulator simply throws
the batteries into standby mode while the loadoisgred directly by the module output.
Once again in this case the DAS will record normatiule output at regulated voltage.
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Figure 5.6: Effect of regulation on module due to less adednegulation techniques

It is therefore clear in these cases that quantjfithe effect of a regulator on module

power production can not be easily done as in #se of less advanced regulators.

The regulator used for the University of Fort HAU&H) system uses the PWM in which
charging is done at constant voltage and a tapethiagging current that depends on the
charging needs of battery. With PWM, charging entris not completely terminated at
full charge, instead short current pulses are emtist supplied to the battery in order to

retain it at full charge while the load is powerdbtectly from the module output.

Figure 5.7 shows the |-V characteristics for therf8V modules in the arrayV __was

reg
the preprogrammed end-of-charge voltage while, was the rated voltage at peak

production which was the same for all four modul€dearly from the figure, the impact
of regulation on current is far less significananhthe impact on voltage. However this
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analysis was done at a single STC irradiance lelghx is known to vary with irradiance
and so do/max andlmax

* \
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Figure 5.7: Operating power point at regulated voltage congpéwe?, .« for the PV array

Figure 5.8 shows simulatdeV curves at different irradiance levels. The curwese
simulated using PVSIM software. AccordingBmax Vmax and Inax are varying with
irradiance. Table 5.2 is derived from figure 5r&l ajives the values ®mnax Vmax and
Imax fOr every irradiance level. Also given amM/max and Almax Which represent the
positive percentage difference between any two essice maximum voltages and

currents, respectively. On averadksax changed by 2.4% while current changed by
328% between 250W/mand 1000 W/rh
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Figure 5.8: SimulatedI-V curves for varying irradiance levels showing maximand

regulated power points

Table 5.2: Maximum power, voltage and current at varyingdraace levels

Irradiance Pmax W e | s AVmax ] g
(W/m?) (W) ) (A) (%) (%)
250 10.9191 16.1073 0.6779 - -
500 23.6275 16.6626 1.4180 3.4 109.2
750 36.5372 16.7249 2.1846 0.3 54.1
1000 47.9339 16.5090 2.9035 1.3 32.9
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Table 5.3:  Comparison 0¥maxandlmaxWith correspondin®req andlreq
Irradiance Vmax Vreg AV | max I req Al
(W/m?) (V) V) (%) (A) (A) (%)
250 16.1073 14.2962 13.5 0.6779 0.7180 5.9
500 16.6626 14.2990 14.5 1.4180 1.5001 5.8
750 16.7249 14.2991 14.2 2.1846 2.2617 3.p
1000 16.5090 14.2844 11.2 2.9035 3.0570 583

Table 5.3 give¥/max andlmax and the corresponding regulated voltagés)(and currents
(Ieg for every irradiance level in figure 5.8. In thable, AV represents the positive

difference between a given pair of related non-atgd and regulated voltages expressed
as a percentage of the non-regulated one. Likewlsepresents the difference between
related non-regulated and regulated currents espdesis a percentage of the non-
regulated one. Clearly from the table, regulat@s a greater effect on voltage than

current.

In order to quantify, with relative ease, the effef the regulator on module power
production, three important assumptions are inrordavo of the three assumptions are
based on the two tables (5.2 and 5.3).

optimal and thus will allow modules to operatePatx throughout the day. Secondly,

Firstlys iassumed that the system load is

from table 5.2, it is assumed that the daily vasiaof irradiance from sunrise to sunset
has negligible effect oNmax thus, modules are considered to be operatingjraisa the
ratedVmax throughout the day. It is clear from table 5.3ttregulation results in a 5%
average increase in output current accompanied3By dverage decrease in operating
voltage. However, it is this decrease in voltalgat tresults in an overall decrease in

module power output when operating in regulatedesys.

In order to arrive at the non-regulated profileg tinree assumptions explained earlier
were used. In summary, the assumption is that feedwould have produced the same
current profile while operating at almost the rateaiximum voltage if it were not for the

regulator. Figure 5.9 shows the approximate prdbl the non-regulated case as well as
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the actual recorded profile, which is the regulgteafile. The shaded area in the graph
represents the energy loss due to regulation.
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Figure 5.9: Recorded module daily power output under regubaimd the expected
profile in the absence of regulation

5.6 RESULTS AND DISCUSSIONS

5.6.1 Efficiency

Figures 5.10(a)-(d) compare efficiency of the Pxawiin response to instantaneous solar

irradiation, ambient temperature and cell tempeeatun four randomly selected days.
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It is evident from all the figures that efficienggnerally will first increase with increase
in irradiance. This phenomenon can be explainerims of ambient temperature and
irradiance increase. Increase in irradiance caaisescrease in efficiency while increase
in temperature results in a drop in efficiency érefo sections 5.3 and 5.4). |Initially
(morning to mid-morning period), increase in e#iocy due to irradiance is more than
the decrease due to the rising temperature, hdmcedt effect will be an increase of
efficiency. As the day temperature rises, its affen efficiency becomes more
significant, which explains the rate of increasefficiency that is slowing down as time
approaches mid-morning. Between mid-morning and-aaiy, the effect of temperature
on efficiency is more than that of irradiance, henbere is an overall decline in

efficiency. As temperature starts to drop afted-aay, efficiency will slowly begin to

rise as well.
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Figure 5.10 (a):Efficiency, irradiation and temperature vs. timmeAugust 11, 2006
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During this time, irradiance begins to fall resudtiin a decline in efficiency. Initially
this decline is less significant than the increzesgsed by the temperature but it becomes
more significant as irradiance continues to falk a result efficiency continues to rise at
a slowing down rate until such point when effect ioldiance matches that of

temperature. Beyond this point efficiency gengrdtops with falling irradiance.
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Figure 5.10 (b): Efficiency, irradiation and temperature vs. timeAugust 13, 2006

Figures 5.10 (c) and (d) show efficiency not grdiguasing with rise in irradiance after
sun-rise, instead efficiency slightly fluctuatesadbw value as irradiance rises. A sudden
increase to a high value close to its morning pesakhen observed. Upon further
investigation, it revealed that the jump in effiftdy was caused by the seasonal shift in
position of sun-rise. The days in figures 5.10e)l (d) fall under winter when the solar

position of sun-rise is more northerly and with thedules facing north, the sun shines
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directly on the modules at the same time as iteshon the pyranometer. In comparison,
the days in figures 5.10 (a) and (b) coincide witk beginning of summer when the

position of sun-rise has shifted southwards rasgilith early morning frame shading.
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Figure 5.10 (c):Efficiency, irradiation and temperature vs. tinmeQeptember 28, 2006

The effect of this frame shading is discussed atige 5.6.4. Data collection is done at
ten minutes intervals which are long enough fooasalerable change in the position of

the sun in the sky, hence the sudden jump.
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Figure 5.10 (d): Efficiency, irradiation and temperature vs. timeSeptember 29, 2006

Table 5.4: Total irradiation, average ambient temperaturel @fficiency for each of

the four days portrayed in figure 5.10

Total Aver_age Average
- Ambient 1
Day Date Irradiation Temperature Efficiency
(Wh/m?) ?,C) (%)
1 11/08/2006 6720.9 25.2 8.1
2 13/08/2006 7182.4 16.0 9.9
3 28/09/2006 7834.3 28.1 8.1
4 29/09/2006 7204.2 29.3 7.7

Day 3 received 16.7% more irradiation than day i duboth days modules recorded
equal average efficiency levels of 8.1%. Thisilatted mainly to frame shading losses

experienced on day 3. Due to frame shading imtbming of day 3, module efficiency
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is kept at unnecessarily low levels while irradiaevel is rising. These low efficiency

values will bring the daily average efficiency dawn

Days 2 and 4 received almost equal total irradmatout, day 2 recorded higher efficiency
than day 4. This was primarily due to the largegerature difference between the two
days. Day 2 was favorably cooler than day 4, heheemodules were able to convert

most of the incoming energy from the sun.

5.6.2 Total energy production

Figure 5.11 shows the relationship between twohef dutdoor environment factors
(ambient temperature and irradiance) on total gn@rgduced by the module. Even
though there is a 21.8 Whfrirradiation difference between day 2 and 4, ttifedince in
output is almost eight times larger that the iraéidn difference. This is a direct
contribution of low day temperatures on day 2. rage temperature on day 4 was over
80% more than that of day 2. It is generally appafrom figure 5.11 that modules
perform better during clear, sunny and cool dags ttiear, sunny and hot days.
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5.6.3 Effect of regulation

Figure 5.12 shows the total regulated (measuredjggnyield and the corresponding
approximate yield for the non-regulated case oma2domly sampled days. Percentage
AE given in figure 5.11 was calculated as follows:

E -E
%Difference= “°“‘feEg“'ated reguated x 100% (5.15)

non-regulated
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It was found that on average the regulation processlted in 15% loss of energy. As
such regulation losses become more severe ang chsthg cool sunny days when the

modules tend to perform better.
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Figure 5.12:Regulated and non-regulated energy yield on 28aaty selected days

5.6.4 Effect of frame shading

Figure 5.13 shows the array power profile on Sepwn28, 2006. Shaded cells do not
generate power; instead they behave like resistodssink current (dissipate power). As
a result module output will be lower than whathbsld be. The effect of shading is to
degrade module performance [Simon, 2005; 97]. reigul4 shows a photograph taken
on the morning of September 28, 2006 at 05h33. Woftame shading can be observed
in the photograph.
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Figure 5.13: Effect of frame shading on module production



87

Sun shining
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Figure 5.14: Evidence of module frame shading on the mornin§eptember 28, 2006

as a result of the seasonal solar path migration

5.6.5 Effect of Bird Droppings

Bird droppings on surfaces of outdoor-mounted meslnhay cover the entire cell area or
just parts of the PV cells in the module. As aulethe covered cell will produce less

power. Cells producing less power will be forcedink current and as a result they heat
up forming hot spots on the module. Module powapot ultimately decrease as cells

obscured by bird droppings will be inefficient.

Figure 5.15 shows the photograph of one of the hesdwsed in this study, while
operating outdoors. Bird dropping can be seen ftbm photograph. An Infrared

Thermography of the same module is shown in figbt&é (a) and (b). In figure 5.16 (a)
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cell areas covered by bird droppings are clearlyehohan the rest. This is supported by

the temperature profile, shown in figure 5.16 (aken along line 1 (Lil) in figure 5.16
(a).

Figure 5.15:Bird droppings on module surface
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5.7 SUMMARY AND CONCLUSIONS

It has been shown that modules mounted outdoorseapwsed to more adverse
conditions than STC conditions used to rate themModule outdoor performance in
response to concurrent change in irradiance andereperature has been presented and
discussed. Total daily energy output is directiggortional to total daily solar input and
inversely proportional to the average ambient teaipee. This means for the same
number of sunshine hours per day, total outputasenon cooler sunnier days than hot
less sunny days. However, this is by no meamsleaof thumbsince it was also shown
in this chapter that days with lower solar yieldymia turn yield more output than days
with high solar yield, owing this to their favoulgdow ambient temperature. In that
regard, the chapter has proved the need for mquedf®rmance outdoor modeling that
takes into consideration all concurrently changingdoor environment variables.

It was also shown that regulation does have arcteffe the output of the modules
regardless of how advanced the regulation techydbajng applied is. This is derived
from the mere fact that regulators force modulesperate at lower regulated voltages
than the modules’ voltages at maximum power opamatiHowever this subject requires
further probing as there are plenty of regulatienhhologies available commercially.
Modules operating outdoors should be maintainedes as possible in order to prevent
bird droppings from accumulating on surfaces r@sgllin hot spot formation and overall
degradation of the PV modules.
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CHAPTER 6

FUNDAMENTALS OF GENERAL PACKET RADIO
SERVICES AND INTERNET PROTOCOL NETWORKS

6.1 INTRODUCTION

The term GPRS stands for General Packet Radio cgewhich is fundamentally the
superimposition of a packet-based air interfaceaanexisting circuit switched GSM
(Global System for Mobile Communication) network.In essence GPRS is an
improvement of the 2G (Second Generation) GSM netwdt involves converting GSM
networks into dual networks that allow co-existenck the two different data
technologies, which are, CSD (Circuit Switched Datad PSD (Packet Switched Data).
The origins of GPRS are characterized by a hugeaddnfor long distance mobile data
services on the conventional GSM platform. It ipexted that, in the near future,
demand for Internet access using wireless netwaiksoe greater than that for access
via wired communication systems [Lee, 2004]. Trdahe future that Lee and his
colleagues meant is now! Mobile subscribers haeemtly developed quite huge need
for wireless access to remote data terminals tlyguedviding them with remote access to
co-operate data, electronic mail, and web inforamatncluding remote security, control
and data acquisition systems. The starting paoirityiing to provide a solution to these
demands was to look at the possibility of integrgtPSD services into GSM networks,

efforts of which eventually gave birth to GPRS.

Originally 2G GSM was solely based on CSD whichvesto be, among other things,
slower than its PSD counterpart in terms of datadfer rates. As an example GSM
1800 offers up to 14.4 Kbps and GSM 900 gives up.6oKbps while on the other hand
PSD used in GPRS offers, theoretical data ratesp Y0 Kbps. In practice, however
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GPRS rates are below 170 Kbps with a minimum oK8ps which still is higher than
what 2G GSM is offering. With the advent of GPRESM networks became 2.5 G
which is closer to 3G (3 Generation) mobile networks. Key features of ar@bile
network include high data rates (up to 2Mbps), eidmlling and downloads, web
browsing and email, some if not most of which sudgéecame a reality with GPRS.
Similarly, Internet Protocol (IP) networks for iagste the Internet, are based on PSD
technology and currently can offer very high spaadbe order of Mbps. An example is
the Gigabit Ethernet which gives several hundrdddllaps in speed. For the mere fact
that IP networking and GPRS use a common and fuadahtechnology, PSD, GPRS

enabled devices can be IP networked.

This chapter is dedicated to the detailed discuaseiothe underlying concepts of GSM
and GPRS networks, which will form the basis of discussions in later chapters. Issues
be covered in this chapter include the integrattdnGPRS in GSM networks, data
transmission, radio resource management princifptes multiple access and the

harmonization of GPRS and IP networks for varioubihe data services.

6.2 TRANSMISSION MODES

In every successful communication process theralsays a source system and a
destination system. It is at the source that t@municated information is created,
encoded and sent out to the intended destinatistersy whose job is to receive the
information, decode and interpret it normally aciiog to a set of pre-programmed or
predetermined rules or protocols. In some casesptiocess of communication is
unidirectional with a fixed source and destinatitor the entire duration of the

communication process, and thus the processmplex. Systems that can only handle
simplex communication are sometimes known as eiteegive onlyor transmit only

systems Half duplexis a two-way service and is defined as transmiseier a circuit

capable of transmitting in either direction, butlyoone direction at a time [Freeman,
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2004; 9]. Each one of communicating hosts canirstantaneously, either source or
destination, but not both. The third and finaldypf communication is known dsll|

duplex or simply duplex By definition it is a simultaneous two-way in@gaent

transmission on a circuit in both directions [Fre@m2004; 9]. Mobile devices like
cellular phones are duplex systems that allow ieddpnt simultaneous flow of data in
both directions. On the contrary, old communiaatiadios like the famous walkie-talkie
are half duplex systems allowing independent fldwdata in both directions but not
simultaneously. Home television and radio systers good examples of simplex

systems and more specificatlyceive onlysystems.

6.3 CIRCUIT, MESSAGE, AND PACKET SWITCHING

6.3.1 Circuit Switching

Circuit switching requires a call to be establistiest and the time taken to establish a
call is calledsetup time (setup delay)When a call has been successfully established,
network switches transparently interconnect formicmgmplete and dedicated links
(circuits) for the entire transmission specificaftyr that call only (no circuit sharing
between different calls). The connections are sparent in the sense that circuit
switches merely transfer data from source to dattin without modifying it.
Information transfer in that case is real time $fan (r.t.t.). Circuits and switching paths
will only be released upon termination of the caBo if there are no free circuits and
switching paths availableall blocking occurs whereby calls are unable to complete
(indicated by a network busy signal). Systems Iwe in circuit switched data (CSD)
exchange should maintain high levels of synchrdmnathroughout the call period and
should be compatible (in data formats, communicatgrotocol sets and so on).

Examples of such circuit switching systems inclpdblic land telephone systems.
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6.3.2 Message Switching

This is a form of store-and-forward interconnectwithin which every switch has some
message storage capabilities. What it means isathaessage switch can intercept data,
store it 6tore delay and only put it back on the network or pass itwanen it is
convenient to do so. So data transfer is nontig@. The store-and-forward concept
eliminatesblocking while the need for compatibility is also eliminatby the fact that
information on the network can be converted by mgssswitches to a transmission-
specific format and back to compatible format at teceiving end. Unlike circuit
switches, message switches aBnsactionalswitches in that they do more than simple
data transfer from source to destination. Exampdéssuch switching are Fax
transmission, video-on-demand, electronic mail @&@hnTelex forwarding and the Unix
to Unix CoPy (UUCP).

6.3.3 Packet Switching

Packet switching involves breaking down data tosbet into smaller segments called
data packets through a process called data segioentat the source prior to
transmission. Each packet can take a differerit fratm source to destination and thus
packets do not necessarily arrive at the same a@inie the correct order of transmission.
At the receiving end arriving packets are rearrdngereassembled based on the packet
number (assigned at segmentation device) to foenotiginal message. Lost packets
will not be acknowledged by the destination andgberce will have to re-send all those
unacknowledged packets. Since packets are hgbdaket switches for shorter periods
than in message switches, packet switched netwarksometimes known as hold-and-
forward networks thus data transfer is near reaktand withoutlocking. A packet
switch is also dransactionalswitch. Examples of PSD services are VolP, mddia

and so on.
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6.4 GSM NETWORK ARCHITECTURE

A GSM public land mobile network (PLMN) consistsabhumber of critical nodes which
will now be discussed in this section. GSM netvgogke structured hierarchically. A
GSM mobile station could be a cellular phone, lpptomputer or any other such mobile
device and will be denoted as MS. Mobile statians serviced by their nearest base
transceiver station (BTS) with their assigned bstagion controller (BSC). The mobile
switching center (MSC) is responsible for mobilaffic routing within the PLMN. A
dedicated gateway mobile switching center (GMSGnfo the interface between the
PLMN and the fixed network (e.g. PSTN, ISDN, etc).

The maximum radio coverage of a BTS forms an ‘&ttarea of mobile access which is
known as aell. A base station subsystefl8SS) constitutes of a BSC and all the BTSs
under its supervision. Considering all the BTSsigaeed to a BSC as a group of cells
under the management of the BSC théocation area(LA) could be defined as a group
of BSSs. Anadministrative region(AR) is made up of at least one LA. Fig 6.1 shows

the GSM PLMN system architecture with the most eisgkecomponents.

Several databases are available for call contrdl metwork management: the home
location register (HLR), visited location regist@fLR), authentication center (AUC),

and equipment identity register (EIR) [Bettstetd¢ral., 1999]. The HLR stores both
permanent and temporary data for all users witm#te/ork operator. Permanent data is
fixed data that is unaffected by the user's mopitihd an example of such data is the

user’s profile.
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Figure 6.1: Conventional GSM system architecture [Adapted frBettstetter et al.,
1999]

On the other hand temporary data is not fixed drahges as the user moves from one
cell to another, one LA to another, and one AR notlaer. An example of temporary
data is the user’s current location. While the HsRor the entire network, the VLR is
for bounded section of the network, usually a grotipA’s. It keeps data of those users
who are currently within its area of responsibilityrhe data that is kept in the VLR
includes parts of the permanent user data thabéas transmitted from HLR to VLR for
faster access. But VLR may also assign and staral ldata such as a temporary

identification.
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Security related data such as encryption keys eatittation keys (pin codes and security
codes) is stored in the AUC. EIR acts as the nddwanventory that stores data related

to the equipment (e.g. Mobile device) and not ulsea.

6.5 GPRS over GSM

GPRS is integrated into the existing GSM netwonotigh the introduction of GPRS
capable network nodes known as GPRS support n@felNg). In essence these support
nodes are packet data routers with mobility manag¢ncapabilities. As has been
pointed out earlier, the aim of introducing GSNsasallow PSD communication over a
traditionally CSD network. As it were, the traditel GSM network nodes did not have
any packet data handling capabilities. Figure 6i@ws the GPRS system architecture.
Two major system changes to the conventional GSM ba noted, that is, the
replacement of the MSC with a serving GPRS suppade (SGSN) and the GMSC with
the gateway GPRS support node (GGSN).

The SGSN is tasked to process and facilitate path&t movements within its service

area. Some of its duties include:

Delivery of packets to and from MSs within its deevarea

* Routing and transferring of packets

* Mobility management (GPRS attach/detach and locatianagement)
» Logical link management

* Authentication

* Charging (Billing)
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Figure 6.2: GPRS system architecture [Adapted from Bettstettaf., 1999]
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All SGSNs of the same PLMN are interconnected tonfan IP-based GPRS intranet
known as intra-PLMN GPRS backbone. The idea, amahgr things, is to facilitate

simplified packet data routing and transfer witthie PLMN.

A gateway GPRS support node (GGSN) forms the iaterfbetween the PLMN and
other external packet data networks for exampldritegnet. Some of its responsibilities
include:

» Proper packet data protocol (PDP) formatting ofkpaadata network (PDN)

bound data;

* GSM-PDP address resolution;

* Dynamic allocation of IP addresses to PLMN hosts;

* Authentication;

* Charging.

Where roaming agreements have been establishecedetany two GPRS network
providers, each one of them will install a bordetegvay (BG) to act as the interface
point of his PLMN to the other provider's PLMN. fuecting these BGs results in an
inter-PLMN GPRS backbone, with the BGs as the faksmhat perform security as well
as authentication functions to protect their reSpecprivate intra-PLMN GPRS
backbones against network poachers and attackers.

There is not much change to the network storagéemsysexcept for the VLR that
transforms to MSC/VLR simply because it now stoeedra information and its
responsibilities are extended with functions ad aeglregister entries that allow efficient
coordination between packet switched (GPRS) aralitiswitched (conventional GSM)
services. The HLR, in addition to storing the ugegfile, keeps current SGSN address
and PDP address(es) for each GPRS user in the PLMN.
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6.6 GPRS SERVICES

6.6.1 Bearer Services

GPRS offers two kinds of bearer services primaaitjed at end-to-end PSD transfer,

namely point-to-point (PTP) service and point-tolipoint (PTM) service.

PTP as the name implies, offers PSD transfer betviee users in either of the two
modes that exist. The two modes are PTP connectiented (PTP-CONS) and PTP
connectionless (PTP-CLNS) network services. Thenrddference between these two
modes is in the transport protocols used, where ®OMP-CONS uses a reliable
connection-oriented transport protocol, the transgontrol protocol (TCP), e.g. for
X.25, while on the other hand PTP-CLNS uses a lleable, connectionless transport

protocol, the user datagram protocol (UDP), e.glRo

Similarly, two implementations of the PTM exist atése are PTM multicast (PTM-M)
and PTM group call (PTM-G) service. In PTM-M diktintended users have to be in the
same geographical area as the packets are jusidasiad in that area. Sometimes a
group identifier is added to the packets simplgngphasize that the broadcasted packets
are meant only for the specified group of usersoweler in PTM-G all users do not
necessarily have to be in the same geographical afePTM-G packet is addressed to
multiple users and it is the network’s duty to fitlie current location of all those

intended users before sending the packets through.

6.6.2 Supplementary Services

These are extra services that are brought alon thié main services cited in the
preceding section and they include the following:

* SMS message over GPRS
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» Call forwarding unconditional (CFU)
» Call forwarding on mobile subscriber not reach4dRIENRCc)

» Closed user group (CUG)

6.7 QUALITY OF SERVICE (QoS)

In the foregoing section various GPRS bearer sesvior end-to-end PSD transfer have
been presented and this section discusses theiassoservices. A number of key
factors affect the quality of a GPRS service amy tre as follows:

Service Precedence

It is sometimes called service priority in relationdiher services and determines the
urgency of a service in the network. If for exaenpl service of high priority is pooled
with services of lower priority in a limited resaer network, then network resource
allocation is done such that the high priority ssg\gets the resources first before the rest
of the services. One example of such high pri@é@svice is one that involves live video

streaming over GPRS. Three levels of priority gstein GPRS: high, normal, and low.

Reliability

Reliability concerns itself with data safety, intdg and security during transmission.
Three reliability classes are defined, which gusgarcertain maximum values for the
probability of loss, duplication, mis-sequencingydacorruption (undetected error)
[Bettstetter et al., 1999]. Table 6.1 gives thetiability classes.
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Table 6.1: A summary of the reliability classes [Adapted fr@mttstetter et al., 1999]

128 byte packet 1024 byte packet
e Lost Duplicated ouie: Corrupted
sequence
1 10 10’ 10’ 10’
2 10 10° 10° 10°
3 10 10° 10° 10°
Delay

It is an estimate of end-to end transfer setbacksmed in seconds and is given as either
mean delay or 95-percentile delay (95pd). 95pdressgmts the maximum delay
guaranteed in 95 percent of all transfers. Thaydghlue is a cumulative total of all
delays starting with delay in the request and alion of resources (access delay),
followed by in-network data delay (transit delalylit excluding delay outside the GPRS
network, that is in the external PDP network (exaétransit delay). Table 6.2 shows all

the delay classes in GPRS.

Table 6.2: A summary of the delay classes [Adapted from Bsitey et al., 1999]

Class 128 byte packet 1024 byte packet
Mean delay 95% delay Mean delay
1 <0.5s <1l.5s <2s <7s
2 <5s <25s <15s <75s
3 <50s <250s <75s <375s
4 Best effort Best effort Best effort Best effort
Throughput

It stipulates the maximum and mean data transfes i@R) in other words, the peak bit

rate and mean bit rate.

Based on these QoS classes, QoS profiles can lotiated between the mobile user and
the network for each session, subject, of cousehe¢ QoS demanded and currently
available network resources. As a result thre¢ofacnow contribute to the service

billing structure and these are: volume of datadnaitted, the type of service, and the
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negotiated Qo0S. It is pure logic that with allethhings held constant the better the QoS
the higher the bill.

6.8 GPRS ATTACHMENT AND DETACHMENT PROCEDURE

GPRS attaclis a process that begins immediately after a Ge@r®led MS has indicated
its intention to use GPRS network services. Birille MS should register with the
SGSN. The registration process involves the M3lisgnboth its IMEI and IMSI to the
GSGN which then verifies the two identities. Iflidathe network copies the user’s
profile from the HLR into some form of ‘cache’ memgan the SGSN. Finally the SGSN
assigns a packet temporary mobile subscriber iyefRt TMSI) [Bettstetter et al., 1999].
This completes the GPRS attachment process, amdtfren on, the registered MS is free
to access any available GPRS bearer services.

GPRS detachs simply the disconnection of an MS from the GPR&work. This
process involves the SGSN deregistering the MS fitoennetwork by de-allocating the
P-TMSI and moving the user’s profile back into HieR. Detachment process can either
benetwork initiated(initiated by the SGSN) @ubscriber initiatedinitiated by the MS).

6.9 PDP CONTEXT SWITCHING

An active PDP context is a context in which suctégsacket data exchange is possible
between external PDN and a mobile station. Theqs® of establishing such a context is

known asPDP context switching
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After an MS has been successfully registered, it maw access the available GPRS
bearer services so as to exchange packets witlhnektBDNs. Firstly the MS should
have a known IP address and to obtain it, the Misilshsend a request for PDP address
to the SGSN. The request, callective PDP context requestonsists of basically four
parameters which are:

« PDP type

* PDP address

* QoS preferred

* Access point

The MS supplies the value for the PDP type it id&eto use, either X.25 or IP, as well as
the QoS parameters it prefers. That will form blasis of QoS negotiations between the
MS and the network. The PDP address is knownddwB if the network provider uses
static mobile host configuration (SMH)ut in a dynamic mobile host configuration
(DMHC), the PDP address is not known at this stage argiwfil be left blank. In other
words the PDP address is dynamically assigned.ilé8iy the network service access

point, NSAP is not known to the MS yet, and thisgpaeter is unassigned or left blank.

Upon receiving the request the SGSN performs treessary user authentication and
security functions before sendingieate PDP context requeti the GGSN. Since the
SGSN does not interface the MS directly to extefBIN, the request can only be
handled by the GGSN. So the SGSN simply passesate PDP context requetst the
GGSN, which then processes this request. The nsfde GGSN decides on the QoS to
render, subject to the currently available netwa®ources. In a DMHC situation, the
GGSN will have to assign the PDP address to thewMh is interpreted as the MS’s
host ID on the IP-based network which makes the W&ible for the external PDN
during active PDP context. Every packet destirmedie external PDN should be routed
via a GGSN which serves as the access point. Habrréason there is need for the access
point address parameter in the request which helpstablishing the gateway for all the
packets that will be exchanged between the MS atetreal PDN during the active PDP

context. After all the parameters have been assdigihe GGSN creates a new entry in
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the PDP context table for data routing purposesrbesending areate PDP context
responseto the respective SGSN containing all the parareed@d their values. The
SGSN also enters this data in its PDP context taftéx which it sends aactive PDP
context accepmessage to the MS. Figure 6.3 shows process ofd@Dtext activation.
The numbers 1 to 5 indicate the order in which &vesccur during PDP context

switching.

Fig 6.3: PDP context activation

6.10 MULTIPLE ACCESS TECHNIQUES, RADIO RESOURCE
MANAGEMENT PRINCIPLES AND PHYSICAL CHANNELS

Two multiple access techniques exist on the phiykgyar for GSM and of course GPRS.
The two,frequency division multiple acceSDMA) andtime division multiple access
(TDMA), blend so well as to allow a co-existenceG8M CSD with GPRS PSD.

FDMA involves subdividing the available bandwidthta smaller sections or carrier

frequency bands forming multiple carrier channelén GSM there are two main
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frequency bands that form the total network bantiwidJplink (from MS) transmission

uses 890 to 915 MHz while downlink (from BTS) u88% to 960 MHz [Bettstetter et al.,
1999]. Each of these bands, through FDMA is digidgo 124 single carrier channels of
200 kHz width out of which a certain number of ahels are allocated to a BTS in a

process known a=ell allocation

In TDMA, each of the 200 kHz channels is dividetbiright time slots forming eight
TDMA channels within each FDMA channel. The ei@@MA slots in a channel form
what is called a TDMA frame with each time slottilag for duration of 156.25 bit times
equivalent to 576.9us. A TDMA time slot can be used to transfer a datest. The

recurrence of one particular time slot defingghgsical channel

An enhanced form of Code Division Multiplexing cdualso be used which employ
special algorithms developed for channel-aware ripyibased groupwise packet
scheduling for non-real time data service with bswgitching Direct Sequence CDMA
systems [Kim, 2004].

Conventional GSM allocates, permanently, a chafmela particular user during the
entire call period regardless of whether dataasdmitted or not. On the other hand,
usingcapacity on demand principl&PRS allocates packet data channels (PDCH) when
data packets are sent or received and they arasezleimmediately at the end of
transmission. The PDCHs are taken from the poallafhannels available to a cell after

cell allocation.

6.11 LOGICAL CHANNELS

Logical channels can be thought of as “softwarennk&s” and are defined to perform a
number of functions. These functions are user g@adata transfer andetwork

calibration and contral
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Network calibration and controlchannels represent all those channels used for
monitoring and regulating all proceedings on thengwnications network. Table 6.3
lists all the packet data logical channels defimePRS in their categories as well as

their functionality on the network.

Table 6.3: Logical channels in GPRS

Group Channel Function Direction
Packet data traffic channel PDTCH Broadcast contralMS —BSS
Packet data traffic channel PBCCH Random access| MS - BSS
Packet trol PRACH Access grant MS ~BSS
Cﬁacnﬁefommon control "paGCH Paging MS - BSS
(PCCCH) PPCH Notlflgatlon MS —~BSS
PNCH Associated control | MS - BSS
Packet dedicated control Timing advance
channels PTCCH control MS . BSS

To ensure successful communication, there shoultbb#nuous and correct mapping of
these packet data logical channels on to the dlailshysical channels. Unfortunately
this chapter will not discuss the specifics of khgical to physical channel mapping as
well as channel coding schemes. Instead fundartseritéthe Internet are discussed next,
followed by an illustration of a possible GPRS-m&t network architecture with its most

important components.

6.12 IP NETWORKING (based on IPv4 and IPv6 routingaddressing
protocols)

Various network components and hierarchical stmestecan be identified in Internet and

will now be discussed.
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Router
More precisely we can call it anternal routerand its function is to route traffic within a

given network or within and between subnets ofstéi@e network.

Gatewayor external router

It directs traffic to external networks. It is theterface between any two given
independent networks (intranets) or between armanetr and the InternetServersare
network storage facilities and/or control points.

Internet Service Providers (ISPs)

They represent a group of intermediary companiessetbusiness is to connect users to
the Internet backbone. The commercialization ef lifternet by the Clinton and Gore

administration (1992) in the U.S. created this n&F business [Bates and Gregory,
2001; 404]

Local Area Network (LAN)

Is a communication network that is usually ownedablyusiness customer and normally

extending for distances of up to 2 km; for examithin an office building, a university
campus, an industrial park, or a hospital. WitaihAN, many independent peripheral
devices, such as data terminals, are linked totaank through which they can share
expensive central processing units, memory bankk arvariety of other resources
[Nellist, 2002; 213]

6.13 INTERNET OVER GPRS

The intra-GPRS backbone is IP based which means itapable of routing and
transferring IP packets used in the Internet. Assalt the last move in trying to provide
Internet over GPRS networks would be to simply emirnthe GGSN of the PLMN
operator to the IP gateway of the ISP. Fig 6.4wshsuch an interconnection that will
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enable internet service access for mobile subgsrdda GPRS. A firewall is installed by
the PLMN operator so as to protect his private émork from unauthorized external
users and attackers. The DHCP (Dynamic Host Cordigon Protocol) server is used by
the operator for dynamic allocation of IP addressasobile stations during PDP context
switching. A DNS (Domain Name Service) is usedctmvert the normal language
names, used to name nodes in the Internet, intamkes [Bates and Gregory, 2001; 421].

An example of such English language names is wwwagfza.

DHCP DNS Other Servers

Intra-PLMN GPRS

backbone

Operator-specific
IP Network

GGSN

MSCIVLR

:

Internet ISP Gateway Mobile Operators Firewall

Fig 6.4: Internet over GPRS

6.14 SUMMARY

In summary, GSM has come a long way in a shortespadime, which saw it grow in

terms of the both user base and technology bas®e gfowth of a user base led to an
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increased demand for more network resources aridrl®tarer services. Demand for
access to packet data services by mobile userstegsa the introduction of GPRS,
which even made Internet access possible for moisées. To integrate GPRS services
in a conventional GSM network, a few network nodes introduced to replace some
GSM nodes that do not have packet data handlingbil#tes. The rest of the GSM

nodes only require software upgrading so as tmpmrpacket data processing.

GPRS has proven its potential as a solution foroteninternet connectivity. Remote
ICT systems, given the proper interfacing hardwase) indeed be connected to the
Information Superhighway (Internet) through GPR8woeks. Intended beneficiaries of
such a development are the remote and inaccesatalleschools that are lagging behind
their urban counterparts in terms of technologynii&cting these schools to the Internet
would immensely help in bridging the digital divideise the standards of education
delivery and above all improve both pass ratesquadity of students produced in these
schools. However a lot of research is needed béfternet connectivity of this kind can
be recommended for such poor schools. Criticaleisdo look at include affordability,
reliability and sustainability. In this regard, mobile Internet device was designed,
installed and used to monitor the performance dRGkh a multi-user network as part of
this research. Chapter 7 explains the design ofi sudevice and discusses its main
features. Chapter 8 will follow up with a detailgmtesentation of the observed

performance of GPRS in a multi-user environment.
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CHAPTER 7

DESIGN AND TESTING OF A MOBILE INTERNET
DEVICE (MIDevice)

7.1 INTRODUCTION

Wireless Internet Access (WIA) is a relatively nbwt rapidly growing field in mobile

data communications industry. WIA came into beag) a direct result of modern
business trends that needed portability of work &aedce placed huge demand on
Wireless Internet provision as opposed to Fixed@rhdt provision. Such demand was
further fueled by the booming of the mobile deviodustry that saw the release of a
multitude of fancy portable Personal Communicati@®S) devices with more processing

power than the conventional non-portable desktophinas.

To ordinary civilians, WIA and PC device industrigesent unnecessary luxury goods
and service. However, only those who are in bsirean attest to the reality of being
able to conduct business and do all day-to-dayc®fivork while traveling, thanks to
WIA and PC industries. It is therefore not difficto comprehend why WIA confined

itself more to a small but financially elite nichrearket.

At the onset of WIA, hot spots were set up at estgki points in urban areas by Internet
Service Providers (ISPs). Such exclusive sitekidtg airports, holiday and recreation
sites and so on. Due to the nature of Internetsecthese ISPs were now referred to as
wireless Internet Service Providers (WISP) [WISRA06]. Recently a new form of
WIA was introduced to use the Global System for MolCommunications (GSM)

network platforms and thus can be referred to abilddnternet Access (MIA).
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Since WIA mainly targets urban areas, it therefooatributes toward widening of the
digital divide. On the contrary, MIA though introckd as a more extended option to
WIA, presents vast potential in bridging the dipdavide. Potential of MIA is derived
from the reality that most mobile telecommunicasiaperators manage to extend their
coverage into remote and inaccessible rural ateaslie outside the cable network of
fixed ISPs. As such MIA can be used to connecseheiral schools to the Global

Information Superhighway (Internet).

A Mobile Internet Device (MIDevice) was designed éonnecting rural schools in South
Africa to the Internet via GPRS using any of thertoy’s three mobile operators, which
are Vodacom, MTN and Cell C. This chapter themfdescribes the design and
operation of the MIDevice, highlighting some of @sclusive features. Initial test results
are presented and briefly discussed as well befloee chapter is summarized and

concluded.

7.2 MiIDevice SYSTEM

7.2.1 Architecture

Figure 7.1 shows the schematic layout of the MIDevsystem. The entire system
consists of interconnected subsystems each perigrenspecific task. These subsystems

are represented by rectangles in the figure.

Radio frequency (RF) section represents the fulplelu radio frequency transceiver
subsystem, which means that it handles both seralnigreceiving data. In order to
function as expected, the RF subsystem include Rrp&ver amplifier for boosting

transmission signals, front-end circuitry for updashown-conversion and an antenna for

capturing and radiating high frequency electrom#égmeaves [Siemens, 2003].
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Figure 7.1: Schematic showing layout of the MIDevice

Two kinds of storage facilities exist for the GSMntroller. Flash memory keeps
important software for the controller owing this its non-volatility as well as fast
read/write property. Part of the critical softwatered in the flash memory includes the
Basic Input Output System (BIOS). On the otherdha&8tatic Random Access Memory
(SRAM) is reserved for additional memory demandraycontroller operation. Unlike
flash memory, it will lose its contents when modeower is switched off [Siemens,
2003].

Figure 7.2 illustrates the MIDevice showing somehd electronic components used in
the circuitry. Some of the mentioned subsystenre wentified and labeled.
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Figure 7.2: Exploded picture of the MIDevice

The power supply unit (PSU) is responsible for pesing input power signal. Such
processing entails converting the high voltage m&@ signal (240 V rms) to DC levels
acceptable for the normal operation of the moderarsous microelectronic circuits. In
summary, the high voltage AC signal is stepped dovectified, smoothened and
stabilized, accordingly, with the help of speciatizelectronic chips and various off-chip
components.

User-triggered power control signals are all siggpfrom the trigger circuit. This circuit
contains switches for the manual switching on antergency shutting down of the
modem.
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The display uses low power light emitting diode&[s) to indicate power, modem and
network status. Power LED is on for as long as gxow supplied to the modem. The
modem LED only turns on when the modem is actuatlyotherwise is off. On the other
hand the network LED indicates activity on the ratwby way of blinking at different
frequency that depends on the network activity. twedek activities include network
searching and login, user authentication, monitpnetwork control channels and user

interaction, and GPRS data transfer.

SIM represents standard subscriber identity mo¢ile!) card interface, card holder and
the actual SIM card all of which are in compliangéh ISO 7816 Smart Card standard as
well as the GSM 11.11 recommendation [ETSI, 1995].

7.2.2 Description of MIDevice Features

The MIDevice houses quite a number of featuresobiit the most important ones will

be discussed here. As a mobile station, the Mi&evalls under class B of mobile

stations. Mobile stations in this class are ableattach to both GPRS network and
conventional GSM networks for packet data and vaiedl services, respectively.

However, it can only use one service at a timeh wdice call and SMS services taking
precedence over GPRS services. What it meanstiatty GPRS active context will be
suspended to process incoming voice or SMS callisvat be automatically resumed

upon termination of the voice and SMS calls.

Also the device uses multislot GPRS class 8 (4y,1that is; it uses up to four time slots
(channels) for downloading and only one for uplogdi This seems to be well suited for
a school set-up where it is expected that therddvo& more downloading of educational

material than sending, for instance, of mails lad&h non-educational attachments.

Provision of the Universal Serial Bus (USB) portang that the MIDevice can be used

with modern desktop and laptop computer systemstMf these modern computer
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systems seem to be phasing out the slower sel&#3R COM port) in favor of the faster
USB port.

The modem is also network independent and can ée msany operator’s network as

long as the following conditions are satisfied:

. Operator’s network supports GPRS services;

. The modem is configured according to the requirdmesf the operator's
network;

. A valid SIM card is used for intended network opera

7.3 CONFIGURING THE MODEM

Configuring the MIDevice and setting it up for Intet access is fairly simple as the flow
chart in figure 7.3 shows. Since a Serial-to-USBwerter is implemented, a virtual
COM port driver is required in order to create aymo COM port from the available
USB port. The MIDevice will then communicate withe host via this virtual port.
However, while everything else remains the samemtnfiguring the MIDevice for
any other mobile network the blue variables sholodd obtained from the network

operator concerned.

Once the MIDevice has been successfully installedl set up as a standard modem, a
dial-up connection needs to be set up through waicmternet requests will channeled.
In fact this dial-up connection is the computengnogateway to the Internet. Figure 7.4
shows a flow chart for setting up and configuringqhv@w dial-up connection for the
modem. In both figures 7.3 and 7.4, the varialhedlue are operator-specific and
should be obtained from the operator concernede givien values in this case are only

valid to Vodacom South Africa.
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Figure 7.3: Configuring the MIDevice as a modem
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Figure 7.4: Setting up a dial-up connection
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7.4 INITIAL TEST RESULTS AND DISCUSSIONS

The MIDevice was successfully tested as shown gyréis 7.5 and 7.6. Figure 7.5
reiterates the simplicity of the MIDevice as it pymleeds to be configured as a standard
modem without any special requirements. COM5 gure 7.5 is virtual and allows the
host computer to interact with the modem as ifaswonnected on the COM port yet it is
actually connected on a USB port. For configuragoirposes on Windows the modem
is treated as a standard 19000 bps modem. ltowrknhat speed of the uploading speed
for GPRS multislot class 8 is between 8 and 12 Khpie the downloading rates are 32
to 40 Kbps [GSM World, 2006]. However the termnstard 19000 bps is only used to
represent the type of modem and does not give wamum modem speed. In fact
Windows allows you to specify the maximum speethef modem and this case 115000

bps was selected as the maximum speed.

In figure 7.6, a visiting colleague in the depammef Computer Science at the
university, Dr Rao, put the downloading capabiliby the MiDevice to test by

downloading a 1.2MB publication from the website@wh. What is interesting in the

network status shown in the figure is not only taet that the modem successfully
proved its downloading capabilities, but the raifouploaded to downloaded data. Of
total data packets in the excess of 1.2MB exchamgddeen network and the modem,
uploading accounts for as little as 7% compareth @8% of downloaded packets. It is
important here to note that the speed shown inn#tevork status window is not the
actual data rate (DR), instead it is the maximueesdpof the dial-up connection that was

set during configuration.
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Figure 7.5: the MIDevice configured as a standard modem addhlaup connection to

be used for Internet access created
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Figure 7.6: Testing downloading capabilities of the MIDevice

7.4 SUMMARY AND CONCLUSSIONS

The design and operation of the MIDevice was preskand discussed. The MIDevice
has demonstrated huge potential to provide the mmedded Internet connectivity
solution to remote rural schools using alreadytegsmobile networks. From a user’'s
perspective, the modem gave impressive accessamuahding speeds. The MIDevice
was only tested on one of South Africa’s three r@bperator’'s network, Vodacom.
However another operator, MTN, has an equally ésteddl GPRS network hence the
device was simply envisaged to also function walklwat network. At the time of tests,

Cell C was in the process of upgrading its networkpacket data services.
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CHAPTER 8

PERFORMANCE OF GENERAL PACKET RADIO
SERVICES (GPRS) IN A MULTI-USER ENVIRONMENT

8.1 INTRODUCTION

As mentioned in the previous chapter the Mobileerinét Device (MIDevice) uses a
GPRS multislot class 8 (4+1) with uploading speetiveen 8-12 kilo-bits per second
(kbps) and downloading speed of 32-40 kbps. Ofsmthe downloading speed of 40
kbps is achievable when all four downloading tiroeslare used. Unfortunately it has
already been mentioned in chapter 6 that GPRS gdlysihannels are allocated
dynamically based on demand as well as availakditghannels. This means that the
mobile station (MS) in this case the MIDevice, magt get all four channels for

downloading, thus actual data rates will be lowlerthis regard, it is valid to suggest that
any GPRS-based MS in general would be as fasteasutinent network status permits. It
certainly becomes crucial to observe the generdbpeance of GPRS in terms of the
guality of service (QoS) parameters, which arealglity, delay and throughput. This
chapter evaluates performance of GPRS-based miob&i;met connections in a multiple
user environments. Critical QoS issues are alssgmted and discussed in detail.
Furthermore, the chapter suggests measures fornenigafuture mobile Internet

solutions.
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8.2 BACKGROUND

QoS parameters in any network environment are odtaggl into performance-oriented
and non-performance-oriented quality parametersingr and Harle, 2002; 70-71].
Performance-oriented parameters include all kifdtetays (access, transit, release etc.),
throughput (maximum and mean data rates) and rélyafpossibility of failure or data
error rate). On the other hand, non-performangented QoS parameters do not directly
affect network transactions but are concerned wélated matters. Such parameters
include level of service (deterministic, predictige best effort), cost of service quality
and priority (high or low). In other network enmmments there are pre-set classes of
service CoS from which users of the network clierais choose [Hull, 2002; 17]. GPRS
offers pre-determined performance and non-perfoosamiented QoS parameters like
delay, throughput, reliability and service precemefETSI-1, 2000]. These parameters
are negotiated between the network and the mohalios for a specific Packet Data
Protocol (PDP) context during switching. As supbrformance of GPRS is not static
and will vary from one PDP context to another.nétwork resource allocation in GPRS
is dynamic and based on resource availability, theshould generally hold that in
instances of low mobile traffic, GPRS will offertber service. In other words, the less
congested the network is, the better the servidweded. Throughout a given PDP
context QoS should remain relatively steady unighbr precedence services such as
incoming voice and SMS calls cause de-allocationsofme packet data channels
(PDCHSs).
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8.3 EXPERIMENTAL SET-UP

In order to determine performance of GPRS in a irugkr environment, a client/server
network consisting of four clients, a Linux-basedxy server, a Windows gateway and
the MIDevice was set-up as shown in figure 8.1.

All four clients run on dual Windows/Linux platformin addition all clients randomly

and independently generate Internet traffic throtlghLinux proxy server.

A 10Base-T hub was implemented as a low cost switah allowed the four clients to
share the single connection (interface (1)) to ltheux proxy server. By definition, a
10Base-T hub offers maximum data rates of 10Mbpagubaseband transmission.
Baseband transmission implies that only one nonutateld digital Ethernet signal is

present on the send and receive pair at any panmiglcommunication.

The Linux proxy server processes requests fronclibats. When a user tries to access a
website, the user's computer (client) createsed requestind it sends it to the proxy
server via the hub on interface (1). The serventtreates and sends a web request to the
external packet data network (PDN) on behalf ofdlirent via interface (2). The external
PDN will then respond with the requested web cantéipon receiving the web content,
the proxy server relays it to its rightful clienhike keeping a copy of the content in its
memory (a process referred to as caching). Apanh fcaching web content, the proxy
server was configured to block clients from certagbsites like unwanted pornography
sites and other non-educational sites. An Opencgdoased server was used in this
study mainly for cost reasons. Open Source sgtagiorms are available free of charge
and so are the network applications that run on.tHetherefore makes economic sense

to use open-source codes especially during devedopstage.

The proxy server uses IP Cop Linux firewall. 1PpG® not only a firewall but it is also a
router, gateway and Dynamic Host Configuration &ot (DHCP) server to the four
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clients. It is a router in the sense that it dsdaternet traffic to and from the clients.
From a client’'s perspective, all Internet traffivosild be channeled through the IP Cop
Linux server, which therefore makes it a gatewayh® external PDN. Also IP Cop
renders DHCP services to the clients. Using DHCRhe server
automatically/dynamically allocates local and sedi addresses to clients attached to it

in order to facilitate client-network packet dakzleange.

Web requests and PDN responses are channeledNiadaws gateway. The Windows
gateway was included in the experimental set-ug batause the MIDevice could not be
detected by the Linux proxy server. Thus in essgetie gateway merely interfaces the

server to the MIDevice.

Client 3

10Base-T Hub

@
= =
z
3| 45
gl g
AN
| g8
Incoming (Internet)
2
Client 1 . Outgoing (Internet) %
Linux Proxy Server =

Windows Gateway

Figure 8.1: Experimental set-up for monitoring performanceGRRS in a multi-user

environment.



130

8.4 RESULTS AND DISCUSSION

In figure 8.1, LAN traffic results from the intetéan between the Linux Proxy Server
and the four clients attached to it on interface (Iraffic on interface (1) is shown by

figures 8.2 and 8.3. The Linux Proxy Server detgbe Windows Gateway and the
modem as part of the Internet. As such, Interradfi¢ results from data transactions
between the Proxy Server and Gateway on interfAcarn(d is shown in figures 8.4 and
8.5. Figures 8.2 and 8.4 show poor GPRS QoS amtdeattributed to congestion on the
operator’s network resulting in the least numberP@CHs being allocated, longest
delays and highest probability of loss of packetm@ offered to the MIDevice during

QoS negotiations at PDP context switching. Onater hand, figure 8.3 and 8.5 show
better GPRS Qo0S, which may be attributed to lesge&stion on the operator's network
resulting in the maximum possible number of PDCEisi@p allocated, shortest delays and
the least probability of packet loss being offetedhe MIDevice by the network during

QoS negotiation at PDP context switching stager discussion purposes we refer to
figures 8.2 and 8.4 as representing the worst-aadefigure 8.3 and 8.5 as representing

the ideal-case



131

1.60

—— Incoming —=— Outgoing

1.40

=

N

=}
L

=

o

s}
L

Data Rate (kbps
2

o

o

o
L

0.40

0.20

- Bilminim i |

0.00

12:36:00 13:48:00 15:00:00 16:12:00 17:24:00 18:36:00

Figure 8.2: LAN traffic (Worst-case) on interface (1)



132

60.0

—— Incoming Outgoing

50.0

40.0 1

30.0

Data Rate (kbps

20.0

10.0

S

11:11:02 11:25:26 11:39:50 11:54:14 12:08:38 12:23:02 3126

Figure 8.3: LAN traffic (Ideal-case) on interface (1)

Both figures 8.2 and 8.3 show less uploading (aatgahan downloading (incoming) by

LAN clients. During the worst case scenario, déedownloaded 40% more data than
they actually uploaded, while in the ideal casenaoe total downloads were more than 9
times the total uploads. This is quite understaledéitone considers that traffic generated
by LAN clients is mainly web requests and acknogtdents. Web requests and
acknowledgements are normally small chunks of datafew bytes in size hence client-
to-server traffic is very low. On the other haséyver-to-client traffic consists of the
requested web content, which is normally graphaceh and thus results in higher
traffic. Such large ratio of downloads to uploasisexpected in a rural school set-up
where learners are mainly downloading content frdme web with very limited

uploading. During the worst-case LAN scenario, mmasm downloading rates from the
client’s point of view were approximately 13.33d«ibit per second (kbps) while during
the ideal case LAN scenario rates were almost £dimigher at 52.25 kbps. On a
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standard Internet modem, a speed of 13 kbps isltmo while 52 kbps gives a feeling of

fast connection to the users surfing the Internet.

It is important at this point to mention that traffn Figure 8.2 and 8.3 is strictly LAN

traffic and that it has nothing to do with GPRShisTis due to the fact that the Proxy
Server decouples Internet traffic from LAN traffi;y buffering and catching slowly

arriving packets from the Internet before sendimgn to their intended LAN clients at
higher speeds. This is particularly clear if a panson is made between LAN and
Internet worst case scenarios shown in figuresa®@ 8.4, respectively. Worst case
maximum transfer rate on the Internet link was kbBps, which is more than 13 times
slower than the speed with which server transfettezbe Internet packets to their

intended clients.
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Figure 8.4: Internet traffic (Worst case) on interface (2)
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Figure 8.5: Internet traffic (Ideal case) on interface (2)

Figure 8.5 also shows a desirable ratio of dowrdo&n uploads. Total uploads
constituted merely 10% of total volume of data $amtions that took place between the
Internet and the LAN. However, figure 8.4 showsuarfortunate opposite phenomenon
in which there were more uploads than downloadsewrioads constituted only 27% of
the total volume of data exchanged between theneteand the LAN. Such a state of
affairs is a true reflection of the bad QoS offetedthe mobile device by the GPRS
operator’s network. Poor GPRS QoS is characterm@etadequate number of PDCH
channels, long delays and a high probability okpatosses. When the server sends web
requests, it awaits acknowledgments as well ap#okets. However, due to very long
delays and loss of packets, most of acknowledgnadspackets either fail to make it to
the server or are delayed longer than necessasy/a fesult the server will resend the

requests again thus generating more traffic irughleading direction.
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8.5 GPRS ACCESS — PROBLEMS AND RECOMENDATIONS

It was observed that the firewall (Linux Proxy Saivhad a tendency to delay traffic.
This was due to the many security functions thaiesgded to perform with very limited
processing power. As a result it induced unnecgdsansit delays. In order to rectify
this problem, it is proposed that an extremely faathine with enough processing power

be employed for the Proxy Server.

Another problem was inadequate cache memory. Me&nt that the Proxy Server only
stored limited Web content in its cache folder [Sgider and Evans, 2004; 53]. During
the ideal case scenario, there were 95% cache snis8s a result most of the Web
requests from clients directly resulted in Intertraffic. Having a large cache memory
has the advantage that most common Web pages wrdcdaled only once and stored in
the Proxy Server’s cache folder. If any client resfs the same page at a later stage the
Server will reload the page from its own cache mgmwathout having to re-download
from the remote site via the GPRS network. Wehterunin cache folders is reloaded
much faster than if it were to be downloaded fromemote Web server. Apart from
improving access speed and data rates, cachinguegthe cost of using GPRS. This is
due to the fact that GPRS billing structure is base the volume of data sent and
received through the GPRS network. Since cachesylts in reduced sending and
receiving on the GPRS network, the cost of usingRG#s also reduced. Cost advantage
of caching in GPRS Internet access are further rgdthin less diversified client base,
for instance controlled learners at a school wholizely to visit similar sites throughout

their stay online.

Pop-up messages are usually graphics-rich commengssages that are automatically
downloaded from remote Web servers. Such mességemstance car, medicine and
drug advertisements are undesirable especially snhaol set-up and they increase the

volume of data downloads that will be charged ® ¢hent. Apart from blocking video
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and audio downloads, the Proxy server should bdigioed to block all pop-up

messages.

8.6 SUMMARY AND CONCLUSIONS

A LAN network was set up in order to monitor perfance of GPRS in a multi-user
environment employing MIDevice. A Linux Proxy Sers was used for reasons that
include cost, ease of use, security and availgbdit support. 1P Cop firewall was
implemented in monitoring traffic on the two int&ces on the Linux Proxy Server. It
was shown that performance of GPRS is dynamic ardgreater extent, depends on the
state of traffic on the mobile operator's network less congested scenarios, GPRS is
likely to perform better that in congested scerarid number of issues were identified
that are likely to dent the performance of GPRStenpart of the client. These issues
include the client’s hardware processing powerhicagcand unwanted pop-up messages.
Solutions to these problems were also suggesteddsulissed. GPRS proved its
potential in providing Internet connectivity solutis to remote rural schools. Continual
work will be done to improve performance of the Miice in order to take advantage of
state-of-the-art technologies in mobile communaaiwith the intention of bringing live
video and audio streaming of educational programsthe remote sites. These
technologies include Enhanced Data Rates for GSMufwen (EDGE) and High Speed
Downlink Packet Access (HSDPA). These are fastemegations of mobile data

communications and so would allow real-time audtid gideo streaming.
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CHAPTER 9

CONCLUSIONS

In general the objective of this study was to depeand implement PV-powered ICT
solutions to rural schools. Such work was to imedthe development, implementation

and evaluation of mobile Internet connectivity salns.

Specifically, a customized and network-independ&mRRS-enabled mobile Internet
device (MIDevice) that universally allows comput®rstems to be connected to the
Internet via the existing mobile networks was to developed. Installation and

monitoring of the device was to be done in ordesgoertain performance of mobile data
services in solving Internet connectivity quagmilso a PV power system specifically
for powering ICT equipment (personal computers #red MIDevice) was to be sized,

installed and monitored. Both objectives were sastully achieved and in this chapter
the various conclusions drawn from a number of ofamns throughout the course the

study will be presented.

Performance of PV systems needs to be regarded timwdecategories, which are cost
and service performance. Cost performance assassmieascertain the viability of a
capital investment in a PV power source as opptsede national utility grid. Service
performance assessment establishes whether thgdtdhnsis delivering as stipulated in

the design or not.

PV system loads that are based on switched-modemswpply units (SMPSUSs) can be
operated at low AC voltages (as low as 100 VAC)he SMPUs will ensure proper
functioning of the devices at those low voltagasstmaking it a more economical option

than powering the same devices at voltages asds@40 VAC.
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The use of shallow discharge batteries requiregetastorage spaces than would be
needed when deep cycle batteries are employed. etwshallow discharge batteries
support more rapid rates of discharge and charttpag deep cycle batteries. Regulation
losses depend on the type of regulation technolagpd. In this study, a pulse width
modulation regulator was used and resulted in muninlosses. This was made possible
by the fact that the regulator switches the batteagk into standby mode under float

charge while it channels excess generation fronfPtharray directly to the load.

Ambient temperature has a more significant impact@dule efficiency than irradiance
from mid-morning to just after mid-day. As a rdsefficiency generally drops during
this period. In general, modules tend to produceenenergy on cool sunny days than

hot sunny days.

The MiDevice is a universal and network-independimtice. Universal, in the sense
that unlike other PC mobile Internet cards thatunexspecial card holders found on
laptop computers, the MIDevice uses the universabkbus (USB) interface found on
any modern computer (desktop or laptop). It i® alssigned to work on any mobile
communications network as long as a SubscribertitgeModule (SIM) valid to the

intended mobile operator is used, which makes éwcd network-independent.

General Packet Radio Services (GPRS) and mobikrnet services in general rely
mainly on the current state of traffic on the opera network. GPRS Quality of service
(QoS) was very poor when there was congestion enndgtwork. Also on a congested
network, most IP packets are lost or they are @eldgr longer periods than necessary.
As a result the bulk of data transactions betwéenuser and the mobile network will
constitute duplicated transmissions that are afewged on the user’'s account. This has
a negative impact on the cost performance of molmternet services. In a non-
congested network, GPRS delivered high quality dataices in terms of both response
time and throughput. However, mobile Internet m&wv are most likely to greatly
improve when more advanced access technologies GRIRS are employed. For
instance, the use of Enhance Data Rates for GSMuiwoe (EDGE), which gives
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theoretical data rates of up to 384 kilo-bits pecand (kbps) or High Speed Downlink
Packet Access (HSDPA), which gives up to 10 Medgser second (Mbps), will surely

give far improved results.
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APPENDIX A

THE LOAD'’S DC CONSUMPTION

Al. INTRODUCTION

The characteristic system load used in this rekeavosisted of three devices, which are;
a single Pentium 4 (P4) central processing unit{)CR cathode ray tube (CRT) monitor
and the mobile internet device (MIDevice). In arde properly size the photovoltaic

(PV) power system, all three devices were connetdetthe domestic electricity mains

line. The domestic mains line in South Africa &81240 Volts root mean square (rms),
at 50 Hz [Eskom, 2006]. A Fluke 177 true root megnare (rms) current and voltage
meter was used to measure current and voltagecbfaahe three devices on the mains.
The results obtained using the Fluke were lateifigdrby a Hewlett Packard 971

multimeter. The product of a device’s averageeamnirand voltage became that device’s
average AC demand while the product of the avedageand and daily operational hours
gave the daily energy consumption for the devicEotal demand and daily energy

consumption for the entire load was therefore tira sf the individual average demands
and daily energy consumptions, respectively. Qifrse it was assumed that the reactive
part in the load was negligible such that true powas equivalent to the apparent power.

This assumption was substantiated by an excel@mnepfactor of 0.99.

System sizing was accordingly done, based on their@d total demand and energy
consumption and following the methodology descrilredhapters 3 and 4. However, it
was observed that the load consumed practicallydfidhe anticipated DC consumption
that was used in the sizing of the system. Inrotfeeds the system’s capacity utility rate
was at 50%. This definitely was a serious causedncern and demanded immediate
investigations. This appendix therefore contalesresults of further investigations that
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were carried out in order to explain the causesiardications of the difference in the
actual and anticipated load demand and consumptidnis appendix will further give

recommendations on the design of cost effectivedstdone PV power systems.

A2. ENERGY FLOW AND CONVERSIONS

Initially energy in photovoltaic (PV) systems comies the form of photon energy
contained in light photons from the sun. p-n jiowctsolar cells absorb this photon
energy and convert it to electrical energy. A esrmf these solar cells are connected
together to form PV modules. The PV modules agenfelves connected in parallel and
in series to form PV arrays. Electrical energynfrthe solar cells is transferred on
conducting wires to the external circuit, whichtims case consists of the battery bank,
the system load and other components such as tjutater and inverter. Figure Bl
shows the flow of energy in its different formsrfrahe PV array to the system load. Our
discussion will focus mainly on the inverter ane thystem load. Every load device
incorporates a switched mode power supply unit (BM®hose main function is to
break down the input high voltage AC signal inte tfarious low DC voltage signals that

are needed by its internal circuitry.
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Figure B1: PV power system energy flow diagram

A3. THE INVERTER

In a PV system, the inverter is used to convertrémarecisely invert) power from a
direct current (DC) to an alternate current (AQ)o The PV array and the battery bank
both operate on a DC level while the system load weatirely AC. As a result, an
inverter was employed between the regulator andystem load. The inverter used in
this research was a Cotek S600-series Pure Sine \Maerter with a 600 W capacity.

Figure B2 shows a photograph of the inverter used.
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Figure B2: The Cotek Pure Sine Wave Inverter

This inverter is capable of stepping up a 12V Ddree to a 220/240 V true sine wave
AC signal at 50Hz [Cotek, 2006]. That means thadl@ould operate at almost the
anticipated level. However, this was not the asseutput from the inverter turned out to
be running at a peak AC voltage of 150 V, whicimstates to 106 Ms Intuitively one
would expect the load not properly function undshssupply conditions. However, due
to the SMPSUs in the load devices, the system foadtioned properly. Operation of
the SMPUs will be discussed in brief in the nexitiea.
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A4. SWITCHED MODE POWER SUPPLIES

Contrary to the linear power supplies that empltgpging transformers, SMPUs use
switching regulators. These switching regulataes @imarily internal control circuits
that switch power transistors (such as MOSFETSphapn and off in order to stabilize
the output voltage or current [Wikipedia, 2006]veBy SMPU design needs to conform
to the ATX12V standard for power supply design.isltrequired that every ATX12V
power supply be able to supply full rated powerrawe input voltage ranges rated 100-
127 VAC and 200-240 VAC and must be able to startimder peak loading at 90 VAC
[ATX12V, 2005]. As highlighted earlier, the inverts output was at 106 s, which
was sufficient for the normal operation of the deg. The excellent regulation of
SMPUs can be tested using a variac and a TV setewthe variac varies the voltage
input from as low as 40 VAC (note: the SMPU needd/aC to start before the voltage
can be lowered to this level) to as high as 260 \&&@ the image will show absolutely
no alterations [Wikipedia, 2006].

A5. SUMMARY AND CONCLUSSIONS

It has been mentioned as a fact that operating ssdtVusing a SMPU over a voltage
range from as low as 40 VAC to as high as 260 VAdLild cause no alterations. In this
research it was observed that all three devicestifumed as well on the PV system
(106 Vimg as they do on the mains (240 V rms). It becomgsarent that the actual

microelectronic circuits inside these devices grerated at stabilized (almost constant)
low DC voltages and that the SMPU needs to hawsnat power dissipating circuitry.

This internal power dissipation capability allowsetSMPU to be operated at high
voltages and still be able to supply the right anmtoof power to the microelectronic

circuits. The higher the input voltage, the moosver dissipated in the SMPU. On the
other hand the lower the voltage, the less powssiplited in the SMPU. For the
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characteristic load for the system designed in ¢igly, only three 70W modules and
five shallow discharges lead acid batteries coaldehbeen sufficient. In view of this, it
is reasonable to suggest that it is cost-effectovesize stand-alone PV systems (for
powering SMPU-based devices) using low AC voltages.
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APPENDIX B

RESEARCH OUTPUTS

Research outputs associated with this study caotestgapers presented on international
and national conferences, papers submitted forigatln in internationally recognized

journals and seminars presented at the Universipd Hare.
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R. Kasekeand E.L. Meyer, “Photovoltaic-powered Wireless @aoummication System for
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Exposition in AfricaDurban, South Africa. (11/07/2005 — 15/07/2005).

R. Kasekeand E.L. Meyer, “PV power system sizing for infation and communication
devices in schools outside the utility gridyorld Renewable Energy Congress, IX
Florence, Italy. (19/08/2006 — 25/08/2006).

R. Kaseke E.L. Meyer, M. Simon and X.T. Fadana, “Combineffe& of Ambient
Temperature and Irradiance on Outdoor Module Efficy and Energy Production”,
Submitted for the2™ European Photovoltaic Solar Energy Conference BrHibition
Fiera Milano, Milan, Italy. (3/09/2007 — 7/09/2007)

* Awarded prize for the Best IEEE Power Engineefogiety Student Paper.
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M. Simon, E.L. Meyer, R. Kasekand X.T. Fadana, “The Effect of Spectral Disttiba
on Photovoltaic Module Performance in South Africatibmitted for th@2" European

Photovoltaic Solar Energy Conference and Exhibitidhera Milano, Milan, Italy.
(3/09/2007 — 7/09/2007).

E.L. Meyer, M. Simon,_R. Kasekand X.T. Fadana, “Infrared Thermography as a
Diagnostic Tool for Photovoltaic Cells and ModuleSubmitted for th€2™ European
Photovoltaic Solar Energy Conference and Exhibitidhera Milano, Milan, Italy.
(3/09/2007 — 7/09/2007).

B2. NATIONAL CONFERENCES

R. Kasekeand E.L. Meyer, “ Photovoltaic System Sizing f@TI Solutions for Schools
in the Rural Eastern Cape, south Afric&1™ South African Institute of Physics
ConferencelJWC, South Africa (3/07/2006 - 7/07/2006).

R. Kasekeand E.L. Meyer, “ Photovoltaic-powered wirelessnoounications network in

rural schools not connected to the national utijtijd”, 50" South African Institute of
Physics Conferencélniversity of Pretoria, South Africa (5/07/2005/07/2005).

B3. GENERAL PRESENTATIONS

R. Kasekeand E.L. Meyer, “Cost Performance of PhotovolRawer System”,
University of Fort Hare, Telkom CoE Seminar sehes 1 (2006).
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(2006).
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R. Kasekeand E.L. Meyer, “Mobile Internet connectivity iamote rural schools:
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