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#### Abstract

Secure comparison (SC) is an essential primitive in Secure Multiparty Computation (SMC) and a fundamental building block in Privacy-Preserving Data Analytics (PPDA). Although secure comparison has been studied since the introduction of SMC in the early 80s and many protocols have been proposed, there is still room for improvement, especially providing security against malicious adversaries who form the majority among the participating parties. It is not hard to develop an SC protocol secure against malicious majority based on the current state-of-the-art SPDZ framework. SPDZ is designed to work for arbitrary polynomially-bounded functionalities; it may not provide the most efficient SMC implementation for a specific task, such as SC. In this thesis, we propose a novel and efficient compiler specifically designed to convert most existing SC protocols with semi-honest security into the ones secure against the dishonest majority (malicious majority). We analyze the security of the proposed solutions using the real-ideal paradigm. Moreover, we provide computation and communication complexity analysis. Comparing to the current state-of-the-art SC protocols Rabbit and edaBits, our design offers significant performance gain. The empirical results show that the proposed solution is at least 5 and 10 times more efficient than Rabbit in run-time and communication cost respectively.


## Chapter 1

## Introduction

Comparison serves as one of the most fundamental operators in various data analytics. When the data considered under these applications contain sensitive information and are from multiple sources, privacy-preserving protocols may have to be adopted to protect the data and the outcomes. Secure Multiparty Computation (SMC) primitives are essential building blocks for developing many existing privacy-preserving protocols.

The first example that outlines the secure comparison protocol is the known "millionaire" problem which is proposed by Yao in 1982 [1]. In this problem, a group of millionaires would like to figure out which person between them is the most prosperous. However, being millionaires, they do not want to reveal accurately how wealthy they are. At the first glance, the problem might sound unsolvable due to the fact that the input (the wealth) is required to be kept secure. However, this complication can be determined by either finding a trusted third party who can do the computation on behalf of the millionaires or via employing secure multiparty computation. SMC plays the same role as the trusted third party as it guarantees that the distrustful parties (the millionaires) learn nothing about each other input besides the output (determine which person is the richest).

Figure 1.1 shows a real case scenario of SMC in which the patients records belong to multiple health organizations. The health organizations outsource their data to cloud servers. Correlating this information can provide major benefits to the patients as well as the health organizations. In this case, an authorized user (physician) wishes to query the patients records. The issue here is that patient records have sensitive information. Considering the data comes from different sources, privacy-preserving data analytics (PPDA) protocols may have to be adopted to protect the data and the outcomes. SMC primitives are the building blocks for many existing PPDA protocols. Secure comparison is the core operation in many of these primitives.


Figure 1.1: Real case scenario of SMC

Although SMC techniques provide a solid guarantee of personal privacy and data security, they are computationally expensive. As a result, notable efforts have been devoted to developing efficient SMC primitives for the last three decades, including secure comparison (SC). Current SC implementations can be classified into several categories based on the underlying building blocks, such as garbed circuits [2, 3], homomorphic encryption [4,5], secret sharing [6-9], and the SPDZ framework [10-13]. Additionally, the existing SC protocols can also be classified based on their security guarantees [14-16] as follows:

- Semi-honest: If a protocol is secure under the semi-honest assumption, the participating parties expect to follow the execution requirement of the protocol. However, they may use what they see during the execution to compute more than they need to know.
- Malicious: If a protocol is secure under the malicious assumption, the participating parties can deviate arbitrarily from the normal execution of the protocol. The adversary under this model can cheat the system with a negligible probability.
- Covert: The covert model $[15,16]$, a sub-class of the malicious model, takes advantage of both semi-honest and malicious models. It allows the participating parties to diverge arbitrarily (as with the malicious) but provides certain detectability guarantees of such behaviors. As a result, protocols that satisfy covert security are more efficient than those that guarantee full malicious security.

In general, the semi-honest adversarial model often leads to more efficient privacypreserving protocols than the malicious model, but the malicious model is less restrictive and thus more realistic.

The adversary may corrupt a protocol based on different strategies. The corruption strategy answers the subject of when and how parties are corrupted. There are three main models as follows:

1. Static corruption model: In this model, $t$ parties are controlled by an adversary. These parties are fixed before the protocol begins. Honest parties remain honest, and corrupted parties remain corrupted until the end of protocol execution.
2. Adaptive corruption model: Rather than holding a fixed set of corrupted parties, adaptive adversaries have the ability to corrupt the parties during the computation. The choice of whom to corrupt and when can be arbitrarily decided by the adversary. It may depend on its view of the execution hence the name adaptive. This strategy models the threat of a party that is honest initially and next changes its behavior. It is worth noting that once a party is corrupted, it remains corrupted from that point on in this model.
3. Proactive security model $[17,18]$ : This model takes into account the likelihood that parties are corrupted for a limited period of time. Therefore, honest parties may become corrupted during the protocol calculations, similar to the adaptive adversarial model, but dishonest parties may also become honest. The proactive model occurs when the threat is an external adversary who may break into the system while a secure computation continues. In some scenarios, when breaches are discovered, the systems can be cleaned. Therefore, it makes the adversary loses control of some devices, leading the parties to be honest again. The security guarantee under this model is that the adversary can only learn what is determined from the local state of a machine it was corrupted. This sort of adversary is sometimes called a mobile adversary.

The motivation for working on secure comparison protocols in the SMC paradigm is that the core operations and models in the multiparty computation are now well established. Finding more efficient methods for complicated operations and building blocks, on the other hand, remains an open research challenge. Thus, despite the significant development of the SMC and the secure comparison operation, there is still much room for improvement especially for the case of dishonest majority where the adversary controls the majority of the parties. As a result, it is an exciting field to work in. The research described in this thesis concentrates on the efficient implementation of secure comparison operations. Especially, the research findings stress on the "less than" operation. Progress on this operation will hopefully be used to attain results with more complicated protocols in the future.

### 1.1 SMC Applications

During the last three decades, SMC shows many great theoretical examples that can be valuable. The utilization varies from enabling private DNA comparisons for medi-
cal and other purposes to gathering statistics without revealing the aggregate results and many more. Due to the rapid development in the communication infrastructure and the SMC techniques, SMC is implemented in various real-world use cases, and usage is growing fast. In this section, we provide several examples of SMC applications that have been deployed in this area.

1. Boston wage gap [19]: The Boston Women's Workforce Council adopted SMC in 2017 to calculate compensation statistics of more than 166K employees across 114 companies, including around 16 of the Greater Boston area workforce. Since companies are not willing to provide their plain data due to privacy concerns, the application of SMC was essential. The findings imply that the gender disparity in the Boston area is even wider than the US Bureau of Labor Statistics previously anticipated. This is an important example proving that SMC can be used for social advantage.
2. Advertising conversion [20]: Conversion rates from ads to real purchases requires to be calculated accurately. Google computes the intersection's size between the list of people showing an advertisement and people purchasing the advertised goods. The purchase link to the displayed advertisement cannot be tracked if the items are not purchased online. Google and the firm paying for the advertisement must disclose their respective lists to determine the intersection size. Google utilizes a protocol for the privacy-preserving set intersection without revealing anything, but the size of the intersection [20]. Although it is not the most efficient protocol available today, it is straightforward and fits the company's computing needs.
3. SMC for cryptographic key protection [21]: To protect cryptographic keys, some firms are utilizing threshold cryptography as an alternative to legacy hardware. Threshold cryptography allows to perform cryptographic operations (such as
decryption and signing) without storing the private key anywhere. SMC is not used in this application to transfer private information between parties. Rather, SMC is used by a single organization to create keys and perform cryptographic operations without the key ever being stored somewhere where it may be stolen. By dispersing the key shares over multiple settings, an attacker will have difficulty stealing all of them and obtaining the key. SMC may also be used to preserve the signing keys used to protect cryptocurrencies and other digital assets. The cryptographic enforcement of tight standards for allowing financial transactions or sharing keys between custody providers and clients is enabled by specifying general quorums.
4. Government collaboration [22]: Many government entities hold information on residents, and correlating that information can provide major benefits. However, the privacy issues associated with private data pooling may deter governments from doing so. For example, in 2000, Canada canceled a scheme to pool citizen data in response to accusations that it was creating a "big database." Estonia gathered encrypted income tax information and higher education records using SMC to determine if students who work while studying are more likely to fail than those who do not focus entirely on their academics. Using SMC, the government was certain that all data security and tax secrecy requirements would be fulfilled without sacrificing data utility.
5. Privacy-preserving analytics [23]: Machine learning is becoming increasingly popular in a variety of fields. SMC is capable of running machine learning models on data without disclosing the model (which contains valuable intellectual property) to the data owner or the data to the model owner. Furthermore, statistical studies can be performed across companies for anti-money laundering, risk core calculations, and other purposes.
6. Secure statistical analysis of income tax records [24,25]: Bogdanov et al. describe using SMC for the Estonian government to accomplish a secure statistical analysis of income tax records. The latter work analyzed an extensive database with over 600 K students and 10 M tax records. Again, simple statistics were used, and the work heavily uses the fact that secure additions are non-interactive.
7. Private benchmarking applications [26]: SMC is used as a private benchmarking application, allowing institutions to jointly analyze client risks while protecting customer data privacy. Secure linear programming is employed using SMC, which is a deeply hard operation that requires either extremely large integer arithmetic (to simulate real numbers without overflow) or secure floating-point arithmetic. It is worth noting that using Boolean circuits would be impracticable in both situations.
8. Satellites collision prevention: SMC has been presented as a technique for preventing satellite collisions by safely integrating collision detection with sensitive position and trajectory data. Kamm et al. [27] describe how to implement the required conjunction analysis algorithms in SMC using a secret-sharing system. It should be noted that this application is based on secure floating-point operations.

### 1.2 Thesis Contribution

This thesis proposes an efficient secure comparison protocol and a generic compiler to transfer any semi-honest secure comparison protocol to a secure comparison protocol under dishonest majority (majority malicious) setting. Below we highlight some more details of our contribution.

1. Design an efficient comparison protocol $\left(S C_{3 P}\right)$ that is tailored to the honest majority setting. The protocol works under three parties, one of them is designated to facilitate the secret sharing secure computation. As a result, the protocol does not require secure multiplication which represents the overhead of secure comparison operation. Moreover, we used domain reduction method which helps in reducing the message complexity from quadratic to linear in terms of the bit length.
2. Generic compiler for secure comparison: we propose a novel technique, termed as randomized replication, to develop a generic compiler that transforms any semi-honestly secure comparison protocol to be secure against dishonest majority (malicious majority). The proposed compiler is generic such that a newly developed and more efficient secure comparison protocol can be used without changing the rest of the code or the structure of that protocol. The compiler overcomes the high cost of the SPDZ protocols using a simple yet effective treatments as follows:
(a) We present an efficient compiler by removing the ZK-Proof which represents the bottleneck of the SPDZ compiler. Our compiler only depends on executing the protocol $\kappa$ times. Where $\kappa$ is the soundness security parameter.
(b) The soundness parameter $\kappa$ is independent of the underling HE. This leads to a small polynomial dimension $N$; thus, a short ciphertext.
(c) The compiler achieves security in both covert and malicious models only by adjusting the $\kappa$ parameter. It is more efficient than the existing solutions for covert security based on the cut-and-choose technique. By randomly permuting the input ordering, the error probability decreases exponentially as the number of copies increase.
(d) Achieving higher security comparing to the state of the art Rabbit protocol. Since Rabbit utilizes edabit [28] to generate random unknown values associated with its random unknown bits. Edabit requires to check the consistency of the random values. Therefore, it utilizes cut-and-choose technique which requires to set a statistical security paramter. Edabit is implemented in MP-SPDZ [29] with only 40-bit statistical security. This leads to reduce Rabbit security to only 40-bit. It is worth noting that our compiler has no limit on the statistical security parameter.
3. We provide a formal security analysis using the real-ideal paradigm. In addition to that, we give theoretical computation and communication analysis for the proposed solutions. Moreover, we implement our compiler using SEAL library [30] and $\mathrm{c}++$. We run extensive experiments and the empirical results show that the proposed solution is at least 5 and 10 times more efficient than Rabbit in run-time and communication cost respectively.

### 1.3 Overview

In this section, we cover the problem addressed in this work. Initially we define the problem and then describe the adversary model for the proposed protocols.

### 1.3.1 Problem Definition

This work focuses on secure comparison protocols. More specifically, we consider the client-server computing model where clients outsource their data and analytics tasks to two or more independent servers. Most existing SMC solutions are applicable in the model. Since the clients are not involved in protocol execution, the servers are commonly referred to as the participating parties. As a result, given $a$ and $b$ are non-
negative integers secretly shared among $n$ parties: $P_{1}, \ldots, P_{n}$. Let $[a]$ and $[b]$ be the secret shares of $a$ and $b$. Both values are bounded by $\left\lfloor\frac{p}{2}\right\rfloor, p$ is a prime of $l=\left\lceil\log _{2} p\right\rceil$ bits. Our protocol implement the comparison functionality as follows:

$$
f(a, b)= \begin{cases}0 & \text { if } a \geq b  \tag{1.1}\\ 1 & \text { if } a<b\end{cases}
$$

We define the secure comparison protocol as follows

$$
\begin{equation*}
\mathrm{SC}\left(\left\langle P_{i},[a]^{P_{i}},[b]^{P_{i}}\right\rangle\right) \rightarrow\left\langle P_{i},[\delta]^{P_{i}}\right\rangle \tag{1.2}
\end{equation*}
$$

### 1.3.2 Security Guarantee and Threat Model

Let $n$ denote the number of parties/servers, and up to $n-1$ parties can be malicious. The assumption of computing power of these parties depends on the actual design and implementation of the SC protocols being transformed using the proposed compiler. For example, if an SC protocol assumes the parties are computationally unbounded, then the same assumption holds under our compiler. The security of an SMC protocol has several common and essential criteria:

- Privacy: the private input data of an honest party is not disclosed to the other parties during protocol execution.
- Correctness: in presence of malicious behaviors, the honest parties can still receive the correct output.
- Fairness: either every party receives the correct output or no parties receive the correct output.
- Detectability: any malicious behaviors can be detected.

Any SMC protocols have to guarantee privacy, but the other properties may or may
not be achieved depending on the number of malicious parties. For example, robustness may be achievable if the number of malicious parties is less than $\frac{n}{3}$ with Shamir's secret sharing scheme.

Under the malicious majority setting, in addition to privacy, the existing SMC protocols only guarantee detectability of malicious behaviors. Malicious behaviors generally mean collusion among the parties and not following the protocol, all of which is equivalent to changing or modifying the shares. For instance, suppose a value $v=v_{1}+v_{2}+v_{3} \bmod p$ is secretly shared among three parties: $P_{1}, P_{2}$ and $P_{3}$. Each $P_{i}$ has the share $v_{i}$. Suppose $v$ is a private input of an SMC protocol, and $P_{1}$ and $P_{2}$ are malicious. Then any malicious behaviors of $P_{1}$ and $P_{2}$ are equivalent to using $v_{1}^{\prime}$ and $v_{2}^{\prime}$ as their shares during protocol execution where $v_{1}^{\prime}$ and $v_{2}^{\prime}$ may or may not be the same as $v_{1}$ and $v_{2}$. Therefore, except for prematurely aborting the protocol, detecting malicious behaviors actually means the protocol can detect or verify if the shares have been modified. To summary, our proposed compiler provides detectability when the number of colluding and malicious parties is bounded by $n-1$, and the participating parties have either limited or unlimited computing power depending on the implementation of the underlying SC protocols.

### 1.4 Thesis Structure

This chapter introduces the secure comparison problem in the multiparty computation setup (SMC) and the motivation for working with multiparty computation. Chapter 2 provides a comprehensive review of the related works as well as the necessary notations and conventions. Chapter 3 presents the proposed efficient, secure comparison protocols with correctness, security, and complexity analysis in addition to the evaluation results. In chapter 4, we show our treatment to convert semi-honest secure comparison protocols to malicious security under a (dishonest majority) major-
ity malicious setup. The chapter includes correctness, security as well as complexity analysis along with the performance results. Finally, chapter 5 concludes the work and provides future works.

## Chapter 2

## Related Work and Background

A large and interesting work has been proposed in the area of secure comparison (SC), in general, as well as within the field of Privacy-preserving Data Analysis in the SMC. Secure comparison is a highly utilized functionality in many applications; due to this, there is a high demand for efficient SC solutions. In this chapter, we begin by covering the related work in the SMC as well as the background details of concepts used within this work.

This chapter first covers comprehensive works in SMC using the the malicious minority model (also known as the honest majority model) and the malicious majority model (also known as the dishonest majority model) . Aside from the semi-honest model, these two models define the framework in which secure comparison protocols can be implemented. Then we give a detailed list of studies in the field of secure comparison. Because we use fully homomorphic encryption FHE in our design, we give a list of relevant work in this area for completeness. We also provide a list of work related to the oblivious transfer (OT) protocols which is used to facilitate the secure multiplication in the presence of a malicious adversary. Finally, we present preliminaries and notations used throughout this thesis.

### 2.1 Related Work

### 2.1.1 SMC Against Honest Majority

A number of SMC solutions have been proposed to address the security issues under the majority honest malicious adversary model. Here we summarize a few representative work in this area. A verifiable secret sharing scheme is proposed in [31] which uses Shamir's secret sharing and homomorphic commitments based on the discrete log assumption. The commitments are updated along the computations, and any malicious changes to the computation will lead to inconsistent commitments. it is worth noting that this commitment scheme is computationally expensive. Combining dispute control [32] and utilizing a designed party for intermediate computation [33], more efficient solutions is introduced in [34]. It has linear complexity based on the circuit size, and its verification technique has error probability negligible in terms of pre-defined security parameter. To remove this error probability, [35] uses hyper-invertible matrices to perform batched correctness check of shares that leads to a perfectly secure solution. In [36], a technique of 4-consistent tuples of shares is proposed to improve the communication complexity given in [35] by removing the quadratic terms of the multiplicative depth of the circuit. To ensure perfect security in presence of malicious parties, all these solutions assume the number of malicious parties is less than $\frac{n}{3}$.

The work in [37] suggests a solution with linear complexity and less than $\frac{n}{2}$ parties can be malicious which is built based on the solution given in [38]. In [39], a framework was introduced to allow computations performed by using a semi-honest protocol along with verification steps to detect malicious behaviors with a very high probability. It presents an efficient way to verify the correctness of a set of Beaver triples [40]. In [41], a circuit randomization technique was proposed to verify the consistencies between two executions: one on the original circuit and one on a randomized circuit by multiplying the inputs with a random value.

Both works [39,41] assume that the multiplication protocol is secure up to additive attack [42, 43], ${ }^{1}$ and the number of malicious parties is less than $\frac{n}{2}$.

### 2.1.2 SMC Against Dishonest Majority

When the number of malicious parties become the majority (up to $n-1$ ), designing efficient SMC protocol gets more and more challenging. The well-known SPDZ framework utilizes information theoretic MACs on top of additive shared secrets over a finite filed $\mathbb{F}_{p}$ to guarantee privacy and correctness. The process carries on two phases as follows:

- The offline phase prepares multiplication triples also known as Beaver's triples [44]. Since these triples are independent; they can be generates as batches in parallel mode for efficiency.
- The online phase consumes the triples that are generated in the offline phase to perform the actual multiplication calculation.

SPDZ protocol relies on BDOZ [45] protocol in which the offline phase relies on pairwise multiplication carries on linearly homomorphic encryption. Zero-knowledge proof ZKP utilizes in the offline phase to ensure dishonest parties cannot deviate from the protocol. It requires a total of $O\left(n^{2}\right)$ ZK-Proof per multiplication triple of BDOZ. Pairwise MACs applies to authenticate a secret sharing between n-parties.

Damgard et al. [10] upgrade the underling linearly homomorphic encryption used by BDOZ to a somewhat homomorphic encryption (SHE) based on BV scheme [46]. This allows to decrease the number of ZK-Proof per multiplication triple by a factor of $n$. Moreover, the pairwise MACs is replaced by a global MAC which allows to authenticate the secret value itself instead of the shares which previously is quadratic in $n$.

[^0]In [11], Damgard et al. provide two new techniques based on cut-and-choose. The first one produces covert security offering high efficiency. The second method guarantee actively secure protocol with ZK-Poof asymptotically more efficient than those utilized in [10]. However, this method requires a high memory which makes it hard to be implemented.

The inefficiency of an actively secure offline phase that relies on the SHE comes from the fact that SHE requires an expensive zero knowledge proofs or other cut and choose techniques. To overcome this limitation, a new family of protocols offer security in the presence of $n-1$ dishonest parties which utilizes Oblivious Transfer OT. Nielsen et al. [47] offer a two-party protocol for binary circuits relying on OT extensions known as TinyOT. It has a throughput of roughly 10 k in the field $\mathbb{F}_{2}$ triples per second. To overcome any leakage on the secret correlation, they rely on consistency checks and privacy amplification techniques with an overhead of roughly 7.3 of the base OT calls. To remove the leakage on $a$ and $b$ during the process of generating the triples, they rely on a combining procedure. The combining procedure requires to be done twice, one to remove the leakage on $a$ and the other one is to eliminate the leakage on $b$. It works similarly to the sacrifice technique by batching triples randomly into buckets such that if one of them is secure the resulting triples stay secure.

Larraia et al. [48] show how to extend TinyOT to the multi-party setting and accommodate it to match the online phase of the SPDZ protocols. Triple sacrifice lies in the hart of TinyOT to guarantee the triple correctness. To remove the possibility of any leakage from the triples, a combining technique is utilized. However, in a small field simple pairwise checks may not suffice. Therefore, bucketing technique is used which is an expensive method with an overhead of around 3-8 times per check, based on the statistical security parameter as well as the number of triples.

It is worth noting that in all the previously mentioned papers the focus is on
improving the offline phase. While the online phase is identical across all of them. This is where the MiniMAC [49] comes in the picture in order to speed up the online phase. The idea of MiniMAC is to reduce the size of the MACs in the online phase for both the binary circuits and the arithmetic circuits over a small filed. Previously, the MAC of secret shared values has to be at least as big as the statistical security parameter $\kappa$. Therefore, the field should offer enough room to cover $\kappa$. MiniMAC allows to combine a vector of bits at once into a codeword, offering a constant MAC size. The implementation of the MiniMAC technique first appears in [50] which shows that MiniMAC offers faster performance than TinyOT by accomplishing many operations in parallel. It is worth mentioning that the first dedicated offline phase for the MiniMAC is proposed in $[51,52]$.

Frederiksen et al. $[51,52]$ shows how to construct the offline phase based on oblivious transfer extension. Their main focus is on finite fields of characteristic two. The authors shifted their focus of the traditional view of the sender and the receiver of the OT to the use of a linear algebra method with matrices, vectors and tensor products. During the triple generation in $\mathbb{F}_{2^{\kappa}}$, the consistency check is dropped allowing the adversary to introduce error. The introduced error is amplified using privacy amplification step. Therefore, the sacrifice check which is performed later suffices to detect such error. This way allows to reduce the overhead of the correlated OT protocol to only 3 times of a basic OT extension. For $\mathbb{F}_{2}$ triple generation, the authors show that one combining procedure is enough to remove the leakage on $a$ and $b$ rather than two combining procedures.

MASCOT [53] is another general purpose compiler that shifts from somewhat homomorphic encryption offline phase to Oblivious Transfer based offline phase. Their main focus is on arithmetic circuit of the finite field of a prime $\mathbb{F}_{p}$ as well as the power of two $\mathbb{F}_{2^{\kappa}}$. Similar to previous works, MASCOT utilizes privacy amplification method. However, MASCOT protocol needs to eliminate leakage on only one of the
three triple values. This is done efficiently by combining correlated triples of a $\tau$ constant sized vector where $\tau \geq 3$. Combining is done using simple inner products to ensure that any leaking bits are randomly combined with non leaking bits of a public random vector. This works due to the fact that dot product sufficiently defines a universal hash function. This allows them to use the left hash lemma to guarantee a uniformly random triples with a given large enough $\tau$. MASCOT results show that their protocol is 200 times faster than [11]. Their results emphasis that even though it requires more communication compared to the covertly secure protocol [11]. It is still 20 times faster. It is worth mentioning that the building block of [51-53] is the oblivious product evaluation based on Gilboa's method [54].

Keller et al. [12] focus on improving the offline phase. Their solution comes in two flavors. The LowGear is suited for small number of parties where the ZKP requires to be carried such that every party needs to verify every other party's proof. The highGear is designed to overcome the limitations of the LowGear by summing all proofs and only checking the sum. HighGear improves the computation cost by a factor of $n$. Nevertheless, the communication cost has not improved. Due to the fact that every party requires to send every proof to other parties and then sum all the received proofs.

Due to memory and bandwidth constrains, HighGear has some limitations in the security parameters. It sets the soundness security parameter Snd_sec=ZK_sec. Where Snd_sec refers to the probability that an adversary can cheat the system. While ZK_sec represents the statistical distance of the zero knowledge protocol. From a security perspective, setting a low value of Snd_sec is more reasonable than a low value of ZK_sec. Thus, setting different values is not possible in the HighGear. The effect of treating these two parameters is rather more involved. In practice, Snd_sec drastically affects the memory and the computation overhead. On the other hand, ZK_sec has very minimal effect on the execution time.

Baum et al. [13] overcome the limitations of HighGear by introducing an improved SPDZ scheme known as TopGear. TopGear treats Snd_sec and ZK_sec separately. This allows them to guarantee a higher soundness with small amount of amortization comparing to [12]. Moreover, the new scheme has smaller memory requirements. Previously, HighGear uses a binary challenge space, however, TopGear utilizes a nonbinary challenge space of $2 N+1$ where $N$ is the ring dimension for the underline encryption scheme. This allows them to achieve an arbitrary soundness security by selecting the auxiliary ciphertext $V \geq\left(S n d \_s e c+2\right) / \log _{2}(2 N+1)$.

Despite the improvement in the TopGear, the offline phase of the SPDZ protocol still requires a substantially large execution time. For example, secure comparison protocols require millions of triples which may take hours to be generated. The major reason for this is the high cost required by the zero knowledge protocol.

Most SMC protocols progress the secure computations of arithmetic circuit based on a finite field. Fore example, the prime filed $\mathbb{F}_{p}$ where $p$ is a prime number. $\mathrm{SPDZ}_{2^{\kappa}}$ works on a more natural way of integer computations modulo $2^{k}$. This is especially useful for implementations and applications simplification. $\mathrm{SPDZ}_{2^{\kappa}}$ is the first work to present such a solution under the majority malicious model. Previously, such solutions only exist in the minority malicious model. Based on their results, they offer an efficient new scheme for information-theoretic MAC which is homomorphic modulo $2^{k}$. This novel authentication approach performs as well as well-known conventional solutions that are homomorphic across fields $\mathbb{F}_{p}$. The security of the MAC based on a finite field stands for the fact that non-zero values in $\mathbb{F}$ are invertible. However, in the case of a ring $\mathbb{Z}_{2} k$ the dishonest party can cheat with non-negligible probability. For example, the adversary could choose $a^{\prime}=a+2^{k-1}$ with cheating probability $1 / 2$. $\mathrm{SPDZ}_{2^{\kappa}}$ is as efficient as the MASCOT protocol [53].

### 2.1.3 Secure Comparison

A number of methods have been proposed for the secure comparison functionality under different adversary models and mathematical domains. These protocols start by the constant round SC protocol proposed by Damgård et al [55]. In this design, secretly shared values must first be bit decomposed among the parties involved in the computation. Alternatively, the values may exist as bitwise shares initially. This means the protocol takes as input bit decomposed shares of the private values to be compared. If this procedure is necessary, though expensive, it is potentially beneficial when other bit-wise operations may be seen as advantageous. The cost incurred in this scheme for bit decomposition may be amortized somewhat across all those subprotocols that require it. Though there is a fairly high computational complexity and communication cost, this important result demonstrates constant rounds secure comparison is indeed possible and well within feasibility. The core idea of Damgård's comparison protocol is to locate and observe the most significant bit where the two compared numbers differ. This is done by applying prefix-Or operation which is followed by a simple subtraction between every two adjacent bits. Finally, dot product is applied with the second compared number to reflect the comparison result. It is worth noting that the prefix-Or operation is the most expensive part of Damgård's comparison protocol. In the same paper, the authors offer a constant round protocol to compute prefix-Or operation by applying the symmetric boolean function principle. prefix-Or can also be computed in a logarithmic fashion as well [56].

Another technique for utilizing finite field arithmetic properties aims to influence a comparison through intermediate comparisons and some reasoning to bring the meaning of these intermediate comparisons together to generate the desired result. This strategy was pioneered by Nishide and Ohta's work [9]. Since the bit decomposition protocol is expensive, the main concept here is to carry comparison between two secretly shared values indirectly. This is done by observing that the comparison func-
tion can be determined by computing $(a<p / 2),(b<p / 2),(a-b \bmod p<p / 2)$. This leads to reduce the round complexity from 44 to only 15 round comparing to [55]. On the other hand, the communication complexity is also decreased to $279 \ell+5$ while [55] requires $205 \ell+188 \ell \log _{2} \ell$ where $\ell$ is the bit length of a prime field. It is worth noting that this work reduced the secure multiplication invocation complexity from $\mathcal{O}(\ell \log \ell)$ to $\mathcal{O}(\ell)$ comparing to the previous work.

Damgård et al. [5] propose a secure comparison protocol for integer values by utilizing additive secret sharing and homomorphic encryption. The idea of utilizing the homomorphic encryption presents by Blake et al. [57]. However, it requires a plaintext space of size exponential in $\ell$. In this work, the authors proposed a novel method which allows the computation to be carried on a smaller plaintext space. This translates to smaller exponents when taking exponentiation, hence it improves the protocol efficiency. On the other hand, some of the computations can be carried using additive secret sharing rather than the homomorphic encryption which leads to further improvement.

Other improvements have since been developed that reduce the complexity and number of intermediate calculations required depending on various constraints on the domain of values that are exchanged and compared. Reistad et al. suggested an unconditionally secure comparison technique against active/adaptive attackers [58]. Furthermore, the protocol improves both the rounds and multiplication invocations complexity. However, the protocol assumes a bounded size on the compared values of less than $\left\lfloor\frac{p-1}{4}\right\rfloor$. The process starts by transforming the comparison of two secretly shared values $a, b$ into a comparison between $2 a+1,2 b$. Then, the protocol determines the comparison result by computing the less significant bit (LSB) of the difference between the later transformed values. Computing the LSB is done by randomizing and opening the difference result via adding a uniformly random value. The final result is then rectified using two xor operations.

In [59], Reistad presents a comparison protocol that is more efficient than previous constant round comparison protocols. The protocol starts by converting the comparison of two secretly shared values into a comparison between a secret value and a global known value. This step requires the parties to generate a random shared value associated with its random shared bits. Then the protocol progress on transferring the later comparison to a single shared value. The protocol then requires calculating the LSB of this value, representing the secret and global value's comparison result. Note that this value has to be smaller than $\sqrt{( } 4 p)$ for some prime $p$. One last step is required to reflect the original comparison between the two secretly shared values which takes two xor operations.

The previous protocol is improved further by Reistad et al. [60] through improving the LSB gate. The idea of extracting the LSB of bounded size presents in [61] using Paillier encrypted values when there is sufficient room in the ring. Such that $2^{\ell+s+\log n}<p$, given $s$ is a security parameter and $n$ represents the number of parties. To extract the LSB of a secretly shared value, the parties first generate a uniformly random unknown bit used to hide any information. Then a random mask is computed by allowing each party to input a uniformly random value of $s+\ell-1$-bit. The later value is used to randomize the original secretly shared value and facilitate the LSB calculation using only one xor operation between a global known value and a secretly shared value. It is worth noting that this is where the comparison protocol loses its perfect security to only statistical security.

All the previously mentioned protocols work in the arithmetic circuit. In recent developments, a new family of SMC protocols allow to work in the mixed circuit of arithmetic and binary. As a result, it opens up the avenue to improve the efficiency of SC protocols further. Escudero et al. suggest a comparison protocol based on edaBits [28]. The concept is to compare two secret shared integers by extracting the MSB from a shared integer representing the difference between the two integers. If
the first integer is less than the second, the difference is negative, and the MSB equals one. The author presented a truncation procedure to obtain the MSB. It should be noted that this protocol is statistically secure. Furthermore, the statistical security requires that the shares domain be at least $p>2^{\ell+s+1}$ for some statistical security parameter $s$. As a result, it introduces a large gap also known as slack between the shares and the secrete to be truncated. The comparison protocol requires two invocations of edaBits as well as a classic daBit to facilitate the conversion back from binary to arithmetic computation.

Makri et al. present a novel comparison protocol known as Rabbit [62]. Because Rabbit uses daBit and edaBit, it offers security against an active adversary in the dishonest majority setting. Furthermore, it improves the computation and communication compared to the comparison protocol present in [28]. The protocol eliminates the need for statistical security parameter in the comparison operation. This allows the domain of the shares to be smaller than that required by prior protocols, influencing the overall efficiency of the comparison protocol. Rabbit makes use of the concept of addition commutativity across rings/fields structures. More precisely expresses a sum in two ways and thereby equals the related constraint equations. The comparison relies on identifying and correcting when a sum in a specific modulus wraps around. Despite the improvement in both computation and communication, Rabbit still requires two invocations of edaBits and three invocations of Damgård less than bit comparison protocol.

### 2.1.4 Fully Homomorphic Encryption (FHE)

Fully Homomorphic encryption allows both addition and multiplication to be carried on the encrypted data. Due to the nature of Fully Homomorphic encryption problem, FHE schemes come with a drawback which requires to deal with the reduction of the noise before the scheme runs out of the space that allows to evaluate a function.

Therefore, FHE comes in three main types.

- Somewhat homomorphic encryption which can evaluate functions of limited complexity.
- Leveled homomorphic encryption which allows to evaluate up to $L$ levels mainly using some modulus switching techniques.
- Fully homomorphic encryption which can evaluate an arbitrary functions by applying the concept of bootstrapping which is simply decrypting the ciphertext homomorphically to produce a fresh ciphertext with a fixed inherent noise smaller than before.


## The Evolution of FHE

In the last decade, several FHE schemes were developed following Gentry's breakthrough $[63,64]$. Gentry's seminal work sketches out the main theories behind the FHE. Its core is somewhat homomorphic encryption (SHE) scheme that relies on ideal lattices. Gentry shows how to transform the SHE scheme into FHE scheme by introducing the bootstrapping technique. Gentry et al [65] present the first attempt to implement Gentry's blueprint scheme, utilizing several optimizations some of which illustrated by Smart et al. [66]. The authors report a public key size of 3.2 GB while ciphertext refresh technique takes 30 minutes with security of $\lambda=72$ bits.

Dijk et al. [67] describe a new method for constructing SHE scheme only based on elementary modular arithmetic. Their SHE uses addition and multiplication over the integer rather than working with ideal lattices over polynomial in the case of Gentry's SHE. Eventually, they apply Gentry's bootstrapping technique to convert the scheme to a fully homomorphic scheme. It is worth noting that the semantic security of this scheme relies on the well-defined search problem known as the approximate integer GCD. The problem with Dijk's scheme is the huge size of the public key which is
in $O\left(\lambda^{10}\right)$. Coron et al. $[68,69]$ improve the previous scheme by reducing the size of public key to $O\left(\lambda^{7}\right)$ this is done by encrypting with a quadratic form in the public key instead of a linear form. The scheme is semantically secure based on the approximate GCD problem. In this scheme, the authors report a public key of 802 MB and a ciphertext refresh of 14 minutes. In 2013, Coron et al. [70] introduced a compression technique to reduce the public key size further from $O\left(\lambda^{7}\right)$ to $O\left(\lambda^{5}\right)$. This scheme reports public key of 10.1 MB for similar parameters of previous scheme. The scheme also presents a new modulus switching technique for DGHV scheme [67] by adapting the BGV [71] modulus switching framework.

Brakerski et al. [72] introduce a new technique for constructing FHE scheme that does not rely on the lattices assumption. The new scheme is based on the Learning with Error (LWE) assumption which is know to be at least as hard as solving hard problem in general lattices. The scheme introduces a re-linearization technique which shows how to obtain a SHE scheme. The scheme deviates from the bootstrapping general technique and relies on dimension-modulus reduction technique to convert a SHE scheme to a FHE scheme. Brakerski et al [71] improve the noise growth of the previous scheme by introducing a modulus switching technique that define a ladder $q_{L}$ levels of moduli. Despite the noise improvement, the homomorphic evaluation is more complicated than before. Brakerski [73] further improves the noise reduction by introducing a scale invariant scheme, via relying on invariant perspective. The idea is to scale down by a factor of $q$ which gives a fractional ciphertext modulo 1 . In this case, the noise is not squared in the homomorphic multiplication. However, it multiplies it by a polynomial factor of $p(n)$. In [74], the authors lift the scheme in [72] from LWE to ring-LWE (RLWE). Moreover, they introduce two optimized versions of relinearization with smaller relinearization key. The problem with the scheme that depends on the LWE/RLWE is the costly multiplication that involves the relinearization step to reduce a quadratic ciphertext to a linear ciphertext. In [75], the authors
propose a new LWE technique to construct FHE scheme based on approximate eigenvector method. In this scheme, there is no need for the costly relinearization step which requires $\Omega\left(n^{3}\right)$ complexity. The ciphertext in this case is a matrix and the homomorphic operations is done based on matrix addition and multiplication. It is worth noting that matrix multiplication uses sub-cubic computation such as Strassen and Williams with complexity $O\left(n^{2.807}\right)$ and $O\left(n^{2.3727}\right)$ respectively.

The latest bootstrapping implementation is reported by Halevia et al. [76] which takes 6 minutes. Ducase et al. [77] improve the bootstrapping procedure to less than a second. Their improvement comes in two folds. First, they introduce a new homomorphically compute the NAND of two LWE ciphertexts. This introduces a much lower noise level than previous techniques. Second, a ring variant of the bootstrapping is utilized which reduces the asymptotic computation time of lattice cryptography from quadratic to quasi-linear. This scheme is further improved by Chillotti et al. [78] which brings the bootstrapping to only 0.1 second. It also reduces the bootstrapping key size from 1 GB to only 24 MB with the same security level.

All the past presented schemes can only perform computations over the integer. In [79], the authors introduce the first leveled homomorphic encryption scheme that allows operations over real numbers. The security assumption of CKKS scheme is based on RLWE. CKKS scheme was improved in [80] by introducing the full residue number system (RNS) variants. In [81], the authors lift the CKKS leveled scheme to FHE scheme by offering a bootstrapping function.

### 2.1.5 Oblivious Transfer

Aside from the works just listed, oblivious transmission is used by numerous additional secure protocols. Protocols based on GMW [82, 83] and TinyOT [47, 48, 84] use OT extensions for efficient SMC on binary circuits, and fast garbled circuit protocols utilize OT extensions in the input stage of the protocol [85]. Pinkas et al., [86,87] employ

OT extensions to provide an efficient and scalable protocol for the stated application of private set intersection. Ishai et al. [88] offer another technique for establishing malicious security based on OT. However, they only provide asymptotic complexity metrics. Furthermore, their protocol's building components, such as codes and fast Fourier transform, imply a more costly calculation than MASCOT [53], where the computation consists mostly of a few field operations. Baum et al. [89] explained enhancements to the sacrifice phase and the zero-knowledge proofs employed in SPDZ with somewhat homomorphic encryption. Their sacrifice method necessitates the generation of triples that constitute codewords. Their zero-knowledge proofs outperform Damgård et al. [11] by roughly a factor of two. In a recent development, Boyle et al. [90] propose silent OT which allows creating a large number of random, or correlated, OTs, with very little interaction. This technique offers great advantages for methods that uses edabit [28]. With a moderate increase in computing [91], the communication cost utilizing silent OT may be reduced up to 100x less than OT extension based on previous approaches [92].

### 2.1.6 Mixed Circuit

The above-described protocols necessitate computations on a specific mathematical structure that requires to fix the computation domain. For example, in an arithmetic circuit that favors integer calculations like addition and multiplication, the domain may carry computation modulo a prime or power of two. Another example is the modulo two calculation in binary circuits, preferred for non-linear functions like comparisons. Many applications have both linear and non-linear capabilities. Deep learning convolution layers, for example, are made up of dot products followed by a non-linear activation function. Therefore, new work of research has emerged.

ABY framework [93] (Arithmetic-Boolean-Yao) handles the semi-honest model in a two-party setting. Since then, other works have advanced the setting to differ-
ent parties and various adversary models. For example, in [94, 95] the authors offer three parties in the honest majority setting, and in [96] the authors present a dishonest majority setting with malicious security. Other literature focuses on generating compilers that can decide which part of a protocol carries in arithmetic or binary circuits [97-99].

Rotaru et al. introduce daBits technique [96] (doubly-authenticated bits) which generates random secret bits in both binary and arithmetic domains. These bits are used to convert between binary/arithmetic domains in the SMC protocols. The daBits supports any corruption setting; however, it has been utilized in the SPDZ protocol [10] under dishonest majority settings with malicious security. More efficient methods for generating daBits present in [100-102].

In late development, the function secret sharing technique is utilized for binary and arithmetic conversions and other operations such as comparison [103,104]. Although, it relies on a trusted setup or an expensive offline phase that has not been practical for malicious adversaries. This method improves the online phase with only one round. On the other hand, edaBits provides a technique to enhance the conversion between arithmetic and binary data types in SMC [28]. The edaBits are shared integers in the arithmetic domain with a shared bit decomposition in the binary domain. When compared to daBits, edaBits can be produced more efficiently. It requires a cut-and-choose approach as well as the use of binary circuits' inherent tamper-resilient characteristics. The edaBits work well with dishonest majority protocols like SPDZ. It may, however, be applied to any corruption setup.

### 2.2 Preliminaries and Definitions

This section provides the commonly used notations and security definitions. It also presents the background on the secret sharing schemes used to construct the proposed
protocols. In addition to that, it introduces construction of the BFV scheme which is used to carry the secure multiplication in the proposed compiler in chapter 4.

### 2.2.1 Conventions and Notations

The following notations are commonly used in the literature and they are adopted for the rest of the thesis:

- $P_{1}, \ldots, P_{n}$ : $n$ parties or servers who collaboratively and securely perform the required computations.
- $\mathbb{Z}_{p}$ : a prime domain $\{0, \ldots, p-1\}$ where $p$ is a prime and $|p|=\ell$ represents the number of bits requires to represent $p$.
- $[x]$ : a value $x$ is secretly shared among the $n$ parties. The shares are drawn from $\mathbb{Z}_{p}$. The domain of $x$ is bounded by $p$.
- $[x]^{P_{j}}$ (or $[x]_{p}^{P_{j}}$ ): the secret share of $x$ belongs to party $P_{j}$. Thus, $[x]$ is a set of shares denoted by $[x]^{P_{1}}, \ldots,[x]^{P_{n}}$.
- $r, r_{0}, \ldots, r_{\ell-1}: r$ generally represents a random value in $\mathbb{Z}_{p}$, and $r_{0}, \ldots, r_{\ell-1} \in$ $\{0,1\}$ represent the individual bits of $r$ where $r_{0}$ and $r_{\ell-1}$ are the least and most significant bits of $r$ respectively.
- $s^{1}, \ldots, s^{n}$ : are random values generated from $\mathbb{Z}_{p}$. In our proposed protocols, $s^{j}$ is generated by party $P_{j}$.

The superscript/subscript in $[x]_{p}^{P_{j}}$ may be dropped for succinctness if it is clear from the context. For example, the expression below represents local computations performed by $P_{j}$ based on its own shares.

$$
\text { - } P_{j}:[x]^{P_{j}} \leftarrow \sum_{j=1}^{n}\left[x^{j}\right]^{P_{j}}
$$

It produces $P_{j}$ 's secret share of $x$ by summing each secret share of $\left[x^{j}\right]^{P_{j}}$. To simplify the notations, we often adopt the following expression instead:

- $P_{j}:[x] \leftarrow \sum_{j=1}^{n}\left[x^{j}\right]$

Moreover, the term "secret share" (or "secretly shared") is interchangeable with "share" (or "shared").

### 2.2.2 Secret Sharing and its Functionalities

This work requires that any secret sharing scheme to be used have the ability to perform the following operations, and the ones required communications among the parties are denoted as ideal functionalities with symbol $\mathcal{F}$. As stated previously, we assume that the adversary $\mathcal{A}$ is computationally bounded and control at most $n-1$ parties who remain the same throughout the protocol execution. The adversary does not learn any information about the private input of an honest party. Thus, we only need to guarantee privacy. Since we do not need to guarantee the computation correctness, the implementations of these functionalities are highly efficient. Note that detecting malicious behaviors is achieved through our proposed compiler instead of at the sub-protocol level which leads to a very efficient SC implementation against the malicious majority case.

- $\mathcal{F}_{\text {share }}(x)$ : given a particular value $x \in \mathbb{Z}_{p}$, a dealer can generate shares $[x]^{P_{1}}, \ldots$, $[x]^{P_{n}} \in \mathbb{Z}_{p}$ of $x$. Each party $P_{j}$ has share $[x]^{P_{j}}$. This must be done in a way that they can be uniquely recombined in a method applicable to the scheme to reconstruct the original value.
- $\mathcal{F}_{\text {open }}([x])$ : all $n$ shares $[x]^{P_{j}}$ are needed to reconstruct the original value $x$.
- $\mathcal{F}_{\text {mult }}([x],[y])$ : given two secretly shared values $x$ and $y$, it returns secret shares of $x y$. Specifically, the functionality returns $[x y]^{P_{j}}$ to party $P_{j}$.
- $\mathcal{F}_{\text {mult }}^{2}\left(\left\langle P_{i}, \alpha\right\rangle,\left\langle P_{j}, \beta\right\rangle\right)$ : a two-party functionality that allows $P_{i}$ with private input $\alpha$ and $P_{j}$ with private input $\beta$ to derive $[\alpha \beta]^{P_{i}}$ and $[\alpha \beta]^{P_{j}}$.
- Local operations: These operations does not require communication as they can be carries locally.
- Addition with a public constant: given shares of $[x]$, and a public constant $c$, execute the necessary operations to calculate $[c+x]$.
- Addition: given two shared values of $[x]$ and $[y]$, calculate the shares of the sum of the original values $[x+y]$.
- Multiplication by a public constant: given shares of $[x]$, and a public constant $c$, execute the necessary operations to calculate $[c x]$.


### 2.3 Secret Sharing Schemes

This section will go deeper into secret sharing methods by first providing an outline of secret sharing. Then, three secret sharing schemes will be studied in further depth.

Modern cryptography is heavily predicated on the assumption that $p \neq n p$. For instance, factoring integers and calculating discrete logarithms are often regarded as hard tasks on classical computers. They have been the basis for several proposed cryptosystems includes Rivest, Shamir, and Adleman's widely used RSA public key cryptosystem [105]. Another example, the Paillier cryptosystem [106] in which the security is based on the Decisional Composite Residuosity Assumption (DCRA), which has been shown to be as difficult as factoring $n=p q$, given that $p$ and $q$ are two large prime integers. Peter Shor illustrates a technique that can solve these problems in polynomial time using a quantum computer with a small probability of error [107]. Secret sharing systems, on the other hand, remain unaffected since their security is based on a simple mathematical observation rather than a hard problem. As we will
show, it is impossible to reconstruct a secret without a sufficiently enough number of shares.

A secret sharing scheme can be defined as two main functions as follows:

1. The first function can be implemented by the data owner (also known as a dealer) that takes some input value $s$ (known as a secret) and break it into a set of $n$ values (known as shares) $\left\{s_{1}, s_{2}, \cdots, s_{n}\right\}$, where $n$ is the number of parties. The dealer then distributes one share to each participant. It is worth noting that these shares are random values.
2. The other function is the inverse function of the previous function. It takes a subset of shares $\left\{s_{1}, \cdots, s_{t}\right\}$ and reconstructs the original value $s$, where $t$ is the threshold which represents the minimum number of shares required to rebuild a secret value.

The dealer represents the data owner, and sometimes a player may act as a dealer specifically when generating a uniformly random value with other parties. The main goal of a secret sharing scheme is to make it hard to reopen a secret value by an authorized user. Throughout this thesis, we use the words players, parties, and participants interchangeably to refer to a group of servers.

Many secret sharing have been suggested; for example, additive secret sharing, Shamir secret sharing scheme [108], replicated secret sharing, hierarchical secret sharing schemes [109], linear integer secret sharing scheme (LISS) [110], and DNF-based secret sharing. This thesis utilizes Shamir secret sharing (SSS) and replicated secret sharing (RSS) scheme for the honest majority models. On the other hand, we use additive secret sharing for the dishonest majority model.

In this work the participants are divided into two groups: A qualified group which is a set of player that can reconstruct a secret from a given set of shares. The other group is a forbidden group which is a set of players that cannot reconstruct a secret
given a set of shares. The group of all the qualified subsets is known as the access structure of the scheme. These schemes also known as $t$ out of $n$ secret sharing schemes $(t, n)$. Where $n$ represents the number of players and $t$ refers to the scheme threshold which simply means that the qualified players requires at least $t$ shares to reconstruct a given secret.

### 2.3.1 Additive Secret Sharing Scheme (ASS)

The additive secret sharing scheme is a straightforward scheme. The secret values are shared as the sum of the shares, thus it requires only addition modulo $p$ to reconstruct a secret. It is worth noting that the modulo operation is in the core of the scheme to guarantee a uniformly random values. It is obvious that additive secret sharing necessitates the use of all shares in order to reveal the secret; hence, it is also known as the full threshold scheme.

## Sharing

A dealer can deal a secret value $s$ by selecting $n-1$ random values which represents the shares of the first $n-1$ participants. The last shared value $[s]^{P_{n}}$ is then obtained by summing the previous $n-1$ random values and then subtract the summed value for the secret $s$. The dealer then can send each share to a designated party. This can be formulated as in equation 2.1, where $[s]^{p_{i}}$ are random values in the defined field.

$$
\begin{equation*}
[s]^{p_{n}}=s-\sum_{i=1}^{n-1}[s]^{p_{i}} \quad \bmod p \tag{2.1}
\end{equation*}
$$

## Reconstructing

Under the additive secret sharing scheme, all the shares are needed to open up a secret value. Therefore, all the parties require to send their shares to an authorized
user which then can sum up the shares and carry modulo $p$ as shown in equation 2.2.

$$
\begin{equation*}
s=\sum_{i=1}^{n}[s]^{p_{i}} \bmod p \tag{2.2}
\end{equation*}
$$

## Security

The additive secret sharing scheme offers a perfect security. The security of the scheme follows the fact the every party gets a random value. Indeed, this offers a form of one-time pad. The scheme promises a high security in the sense that all the shares are required to reconstruct a secret. Thus, the scheme fits the semi-honest model requirements where the participants follow the protocol steps. However, the scheme has a disadvantage. For example, parties may occasionally face hardware/software errors and be out of the service. In some cases this could happen as a form of denial of service (DoS) attack. In this case, under the additive secret sharing scheme, the rest of the parties cannot progress further and the whole protocol maybe terminated. In other words, the additive secret sharing scheme has no fault tolerance mechanism due to the fact that it requires all the shares at the end of the protocol to get the output reconstructed correctly.

### 2.3.2 Shamir Secret Sharing Scheme (SSS)

Shamir secret sharing proposed in 1979 [108]. The scheme still widely used due to its useful properties. The dealer can generate a uniformly random polynomial of $t-1$ degree such that the secret value is kept with the rest of the coefficients. Then each point on that polynomial represents a share of the secret. The coefficients, secret, and shares all live in the same finite prime field $\mathbb{F}_{P}$ of a sufficient prime p. Modulo operation is carried throughout all the scheme operations similar to the additive secrete sharing scheme. The scheme allows to select a polynomial degree
that is independent from the number of participant parties. Thus, the scheme forms a natural threshold sharing scheme where the number of shared that are required to reconstruct a secret has to be at least $t$. Reconstructing a secret can be done easily using different methods for example Lagrange polynomial interpolation and Van der Monde matrix.

## Sharing

A secret value $s$ is shared under Shamir secret sharing scheme via generating a polynomial of degree $t-1$ as in equation 2.3.

$$
\begin{equation*}
f(x)=s+\alpha_{1} x+\alpha_{2} x^{2}+\cdots+\alpha_{t-2} x^{t-2}+\alpha_{t-1} x^{t-1} \tag{2.3}
\end{equation*}
$$

The dealer evaluates the polynomial for different points based on the participants identifier $i d_{j} \in\{1, \cdots, n\}$ such that each party $p_{j}$ associated with a unique identifier $i d_{j}$. Thus, the share of each party is computed as:

$$
\begin{equation*}
[s]^{p_{j}}=f\left(i d_{j}\right) \tag{2.4}
\end{equation*}
$$

## Recombining

Reconstructing a secret requires that at least $t$ shares to be sent to an authorized user. The authorized user can interpolate the polynomial which can be efficiently computed using different methods such as Van der Monde matrix or Lagrange interpolation. Here we present Lagrange interpolation, since the focus is on the $y$ intercept then:

$$
\begin{equation*}
f(x)=\sum_{i=1}^{n} y_{i} \prod_{j=1 ; j \neq i}^{n} \frac{x-x_{j}}{x_{i}-x_{j}} \tag{2.5}
\end{equation*}
$$

The above equation can be simplified further since the case of interest to open the secret is $f(0)$.

$$
\begin{equation*}
s=f(0)=\sum_{i=1}^{n} y_{i} \prod_{j=1 ; j \neq i}^{n} \frac{-x_{j}}{x_{i}-x_{j}} \tag{2.6}
\end{equation*}
$$

## Security

Recall that to reopen a secret, the scheme requires $t$ shares. Thus it is impossible to reconstruct the polynomial given any $t-1$ shares. The security of Shamir secret sharing scheme is based on the fact that a function of degree $t-1$ over $\mathbb{Z}_{p}$ cannot be reconstructed with less than $t$ points on the function. The security is informationtheoretic as all secret values $s$ are equally likely given only $t-1$ points on the function.

## Multiplication under SSS

Unfortunately, Share multiplication cannot be computed using the linear property of the transformation since multiplying two polynomials of the same degree yields a polynomial with a degree double that of the original polynomials. This means that a t-out-of-n threshold must be use such that $n \geq 2 t+1$ [111]. The parties compute their local share multiplication, which corresponds to the polynomial that stores the secret product. However, the number of shares necessary to rebuild this polynomial is usually greater than $n$. As a result, it is not easy to rebuild the product secret. Instead, parties reshare the secret held in the product polynomial under the same original polynomial degree. This is accomplished by performing a degree reduction step and then resharing the local share result. Thus, each party produces a random polynomial with the same source degree as the dealer and follows the same steps when dealing a secret. Before exchanging the last shares, each party constructs a vector of Lagrange coefficients or the first row of an appropriate Van der Monde matrix. Then, each party multiplies the value associated with their index by the shares of
their product. Finally, each participant adds up the shares to get the shares for the required degree of the product. Protocol 1 shows the full steps of Shamir secret sharing multiplication.
$\overline{\text { Protocol } 1 \text { Mult }([x][y]) \rightarrow[c]=[x \cdot y]}$
Require: $p$ is prime of $\ell$ bits, $\beta^{j}$ generated using equation 2.6 , where $1 \leq j \leq n$
1: Each party $P_{j}$ :
(a) computes $[u]^{j}=[x]^{j}[y]^{j}$
(b) deals shares of $[u]^{j}$ to $\left[u^{\prime}\right]^{j 1}, \cdots,\left[u^{\prime}\right]^{j n}$
(c) computes $[w]^{j 1}=\left[u^{\prime}\right]^{j 1} \beta^{j}, \cdots,[w]^{j n}=\left[u^{\prime}\right]^{j n} \beta^{j}$
(d) sends each $[w]^{j k}$ to $P_{k}$ where $j \neq k$
(e) receives $[w]^{k j}$ from other parties
(f) computes $[c]^{j}=\left[u^{\prime}\right]^{j j}+\sum_{\substack{k=1 \\ j \neq k}}^{n}[w]^{k j}$

The protocol is secure under the assumption that all parties follow the steps of the protocol faithfully. For detailed explanation regarding security and correctness we refer the reader to [112]. A full example is present in the appendix B. 2 which shows a step by step how to multiply two secretly shared values using Shamir secret sharing scheme.

### 2.3.3 Replicated Secret Sharing scheme (RSS)

Replicated secret sharing also known as replicated additive secret sharing scheme allows lifting the restriction on the threshold of the additive secret sharing scheme [113]. Such that it supports a threshold $(t<n-1, n)$ rather than being restricted to only fully threshold as describes in section 2.3.1. It also promises faster multiplication by only sending a single field element per multiplication gate. In this arrangement, several parties own multiple shares of a secret; hence the name replicated. The scheme benefits a limited number of participants. However, due to the large number
of subsets required by the scheme, it does not scale effectively in the case of a large number of parties. As a result, it suffices for the semi-honest and malicious minority models, both of which require three participants. Since we are utilizing replicated secret sharing scheme for semi-honest/honest majority, we restrict the scheme for three parties following the same practice in state of the art library (MP-SPDZ) [29].

## Sharing

As in the additive secret sharing scheme, a dealer can share a secret $s \in \mathbb{F}$ by selecting random elements $s_{j} \in \mathbb{F}$, such that $s=\sum_{j=1}^{n} s_{j}$ for $n$ parties. Then the dealer distributes the shares such that each party $P_{j}$ holds $n-1$ shares. In the case of three parties, for example, parties $P_{1}, P_{2}$, and $P_{3}$ hold $\left(s_{1}, s_{3}\right),\left(s_{2}, s_{1}\right)$, and $\left(s_{3}, s_{2}\right)$ consecutively.

## Recombining

To reconstruct a secrete $s$ from its shares, in the case of three parties, party $P_{j}, P_{j-1}$ and $P_{j+1}$ send $s_{j} s_{j-1}$, and $s_{j+1}$ respectively to an authorized user. The authorized user can sum up the shares and get the secret back.

## Security

The protocol's security mirrors the fact that members of every unqualified set miss exactly one additive share. On the other hand, a qualified set cannot be included in any unqualified set; Therefore, members of a qualified set jointly view all shares and can thus reconstruct $s$.

## Multiplication under RSS

Given $[a]$ and $[b]$, two secretly shared values based on the replicated sharing scheme, our goal is to compute their product such that each party holds a share $[c]$ where $c=a \cdot b$. Since we only require this scheme under the semi-honest/honest majority settings which only needs three parties, we will restrict the protocol to this case. The steps are as follows:

1. The parties generate a random correlated value $r^{j}$, such that $\sum_{j=1}^{n} r^{j}=0$. Generating this random value is a straightforward process, we refer the reader to the detailed treatment given in [114].
2. Each party $P_{j}$ locally computes the pairwise multiplication of all the possible combinations and add his local share of $r^{j}$, then send the result to the next party.
3. Each party outputs the final shares as a pair of values represent the locally calculated product and the received value.
```
Protocol 2 Mult \(([x][y]) \rightarrow[c]=[x \cdot y]\)
Require: \(p\) is prime of \(\ell\) bits, \(1 \leq j \leq n\), and \(r^{j}\) such that \(\sum_{j=1}^{n} r^{j}=0\)
1: \(P_{j}\) : computes \([u]^{j}=[x]^{j}[y]^{j}+[x]^{j}[y]^{j-1}+[x]^{j-1}[y]^{j}+r^{j}\) and sends it to \(P_{j+1}\)
2: \(P_{j}\) : receives \([u]^{j-1}\)
3: \(P_{j}\) : output \([c]=\left([u]^{j},[u]^{j-1}\right)\)
```

Correctness follows the pairwise multiplication of additive values such that:

$$
\begin{equation*}
x \cdot y=(x 1+x 2+x 3)(y 1+y 2+y 3) \tag{2.7}
\end{equation*}
$$

Recall that $[u]$ values hold the product of $x y$ as in protocol 2 . This gives $x \cdot y=$ $u^{1}+u^{2}+u^{3}=\sum_{j=1}^{3}\left(x^{j} y^{j}+x^{j} y^{j-1}+x^{j-1} y^{j}\right)+\sum_{j=1}^{3} r^{j}$. Given that $\sum_{j=1}^{3} r^{j}=0$, hence, equation 2.7 holds.

The protocol is secure under the semi-honest adversary model. The full proof is presented in [114].

### 2.4 BFV Encryption Scheme

In this section, we provide a brief introduction to the BFV encryption scheme [115]. We utilize BFV in our design to compute a pairwise multiplication that takes place between two pairs of parties under the malicious majority setup. The design requires a circuit of one multiplication level. It is worth mentioning that SPDZ relies on BGV scheme which has the same performance as the BFV under one level of multiplication.

BFV relies on the polynomial ring $R=\mathbb{Z}[x] /(f(x))$. Where $f(x) \in \mathbb{Z}[x]$ is a monic irreducible polynomial of degree $d=2^{n}$. Elements of the ring $R$ is denoted in lowercase bold, $\mathbf{a} \in R$ such that $\mathbf{a}=\sum_{i=0}^{d-1} a_{i} \cdot x^{i}$. Where $a_{i}$ is the coefficients of an element $\mathbf{a} \in R$.

## Distributions Required by BFV

BFV requires to sample elements from different distributions as follows:

- $D_{\mathbb{Z}, \sigma}$ : Discrete Gaussian distribution, which assigns a probability proportional to $\exp \left(-\pi|x|^{2} / \sigma^{2}\right)$ to each $x \in \mathbb{Z}$.
- $\chi$ : This distribution generates an element on $R$ based on $D_{\mathbb{Z}, \sigma}$.


## One Level BFV Scheme

In our design, the plaintext space is $R_{p}$ for some integer modulus which does not require to be a prime. However, to enable the batching then the plaintext modulus must be a prime number such that $p \equiv 1 \bmod 2 N$, where $N$ is the polynomial modulus degree [30]. The ciphertext space is $R_{q}$, where $q$ is the ciphertext modulus.

Let $\Delta=\lfloor q / p\rfloor$. The BFV scheme is given by three algorithms $\{K e y G e n, E n c, D e c\}$. The algorithms are parametrized by a computational security parameter $\lambda$ which we set at 128. The BFV algorithms are as follows:

- KeyGen $\left(1^{\lambda}\right)$ : samples $\mathbf{s} \leftarrow R_{2}$, set the secret key $s k=\mathbf{s}$, samples $\mathbf{a} \leftarrow R_{q}, \mathbf{e} \leftarrow$ $\chi$. Sets $\mathbf{b}=[-(\mathbf{a} \cdot \mathbf{s}+\mathbf{e})]_{q}$, outputs $p k=(\mathbf{b}, \mathbf{a})$.
- $\operatorname{Enc}(\mathrm{pk}, \mathbf{m})$ : to encrypt $m \in R_{p}$, sample $\mathbf{u} \leftarrow R_{2}, \mathbf{e}_{1}, \mathbf{e}_{2} \leftarrow \chi$, set $\mathbf{c}_{0}=$ $\left[\mathbf{b} \cdot \mathbf{u}+\mathbf{e}_{1}+\Delta \cdot \mathbf{m}\right]_{q}, \mathbf{c}_{1}=\left[\mathbf{a} \cdot \mathbf{u}+\mathbf{e}_{2}\right]_{q}$. Output $c t=\left(\mathbf{c}_{0}, \mathbf{c}_{1}\right)$.
- $\operatorname{Dec}(\mathbf{s}, \mathrm{ct}):$ output $m=\left[\left\lfloor\frac{p \cdot\left[\mathbf{c}_{0}+\mathbf{c}_{\mathbf{1}}\right]_{q}}{q}\right\rceil\right]_{p}$


## Homomorphic Operations

The elements of a ciphertext ct can be treated as the coefficients of a polynomial $c t(x)$. Evaluating this polynomial for $\mathbf{s}$ we obtain $[c t(\mathbf{s})]_{q}=\Delta \cdot \mathbf{m}+\mathbf{v}$, where $\mathbf{v}$ is the noise contained in the ciphertext. Using this interpretation, then

Given two ciphertexts $c t_{1}=\left(\mathbf{c}_{10}, \mathbf{c}_{11}\right), c t_{2}=\left(\mathbf{c}_{20}, \mathbf{c}_{21}\right)$. The homomorphic operations are as follows:

- Addition: set $\mathbf{c}_{0}=\left[\mathbf{c}_{10}+\mathbf{c}_{20}\right]_{q}, \mathbf{c}_{1}=\left[\mathbf{c}_{12}+\mathbf{c}_{21}\right]_{q}$. We define $\operatorname{Add}\left(c t_{1}, c t_{2}\right)=$ $\left(\mathbf{c}_{0}, \mathbf{c}_{1}\right)$.
- Multiplication: Set $\mathbf{c}_{0}=\left[\left\lfloor\frac{p \cdot\left(\mathbf{c}_{10} \cdot \mathbf{c}_{20}\right)}{q}\right\rceil\right]_{q}$, $\mathbf{c}_{1}=\left[\left[\frac{p \cdot\left(\mathbf{c}_{10} \cdot \mathbf{c}_{21}+\mathbf{c}_{11} \cdot \mathbf{c}_{20}\right)}{q}\right\rceil\right]_{q}, \mathbf{c}_{2}=\left[\left\lfloor\frac{p \cdot\left(\mathbf{c}_{11} \cdot \mathbf{c}_{21}\right)}{q}\right\rceil\right]_{q}$. We define $\operatorname{Mult}\left(c t_{1}, c t_{2}\right)=\left(\mathbf{c}_{0}, \mathbf{c}_{1}, \mathbf{c}_{2}\right)$.
- Relinearize: it reduces the three components ciphertext into two components ciphertext. The idea is to slice $\mathbf{c}_{2}$ into parts of small norm based on $W$ such that $\mathbf{c}_{2}=\sum_{i=0}^{\ell} W^{i} \cdot \mathbf{c}_{2}^{(i)} \bmod q$. For $i \in\{0, \cdots, \ell\}$, and $\ell=\left\lfloor\log _{w} q\right\rfloor$. The
- EvaKeyGen(s, w): it generates a relinearization key by sampling $\mathbf{a}_{i} \leftarrow R_{q}$, $\mathbf{e}_{i} \leftarrow \chi$.

Output $r l k=\left(\left[-\left(\mathbf{a}_{i} \cdot \mathbf{s}+\mathbf{e}_{i}\right)+W^{i} \cdot \mathbf{s}^{2}\right]_{q}, \mathbf{a}_{i}\right)$

- Relinearize(ct, rlk): write $\mathbf{c}_{2}=\sum_{i=0}^{\ell} \mathbf{c}_{2}^{(i)} \cdot W^{i}$, where the coefficients of $\mathbf{c}_{2} \in$ $R_{W}$, set $\mathbf{c}_{0}^{\prime}=\left[\mathbf{c}_{0}+\sum_{i=0}^{\ell} r l k[i][0] \cdot \mathbf{c}_{2}^{(i)}\right]_{q}$ and $\mathbf{c}_{1}^{\prime}=\left[\mathbf{c}_{1}+\sum_{i=0}^{\ell} r l k[i][1] \cdot \mathbf{c}_{2}^{(i)}\right]_{q}$. Return $\left(\mathbf{c}_{0}^{\prime}, \mathbf{c}_{1}^{\prime}\right)$


## Ciphertext Noise

Given that the distribution is bounded by $B$ such that $\|\chi\|<B$. The noise associated with $L$ levels of multiplication is roughly of size $2 \cdot B \cdot \delta_{R}^{2 L+1} \cdot p^{L}$, where $\delta_{R}$ is the expansion factor of $R$ which is defined as $\delta_{R}=\max \{\|\mathbf{a} \cdot \mathbf{b}\| /(\|\mathbf{a}\| \cdot\|\mathbf{b}\|): \mathbf{a}, \mathbf{b} \in R\}$. Since we only require one level of multiplication this leads to noise around $2 \cdot B \cdot \delta_{R}^{3} \cdot p$. The decryption works correctly as long as the ciphertext noise is smaller than $\Delta / 2$.

## Chapter 3

## Secure Comparison Protocols

### 3.1 Introduction

Secure multiparty computing (SMC) is a sub field of cryptography that encompasses many techniques. Generally, it enables a group of distrustful parties to compute a function $f(x)$ without exposing the input $x$ of other parties. SMC developed as a theoretical paradigm in the early 1980s. Some researches focus on customizing SMC solutions to a specific situation in order to compensate for the efficiency disadvantage. Other efforts aim to improve the efficiency of core SMC building blocks, which may be used in a wide range of applications. Thus, research has progressed from theoretical to practical paradigms [29, 116]. Recent studies demonstrate that SMC can solve real-world issues. Several organizations now provide SMC solutions [21,22].

Secure comparison (SC) is one of the core SMC building blocks. It is essential in numerous applications, including online auctions, large data analytics, machine learning, and query processing. Andrew Yao initially presented the secure comparison problem, often known as the millionaires' problem, in 1982 [1]. Since then, many research efforts have been directed to increase SC's efficiency in different circuit do-
mains such as arithmetic and Boolean circuits. In a recent development, research shifted to a mixed-mode where nonlinear operations (comparisons) can be carried out efficiently using Boolean circuits. The arithmetic circuit, on the other hand, can compute linear operations (addition and multiplication). Nonetheless, despite advancements in SC protocols, it remains a bottleneck for privacy-preserving computation. As a result, every advancement in this area has a considerable impact on the total performance of privacy-preserving applications.

In this chapter, we propose an efficient, secure comparison protocol which offer information-theoretic security. The protocol named $S C_{3 P}$ is designed in the case of no collusion between the parties. As a result it works for semi-honest adversaries and may fit the honest majority setting. The protocol works for 3 parties and requires no secure multiplication which represents the expensive part of SMC operations.

In the case of the dishonest majority setting, constructing an efficient secure comparison protocol is a cumbersome problem. Therefore, we designed a protocol utilizing the best practice in the literature to gain the best efficiency. The protocol works with collusion up to $n-1$ parties and works for any number of parties. The protocol improves upon the state-of-the-art secure comparison protocol Rabbit. It requires to invoke only one random value $r$ associated with its random bits $r_{i}$. While Rabbit requires two random values. Moreover, the protocol only invokes the secure sub protocol (bit less than) once, whereas Rabbit needs three invocations of the same sub protocol. Finally, it is worth noting that these protocols may produce random values during a preprocessing step, making them appealing for real-world applications, as these are critical factors in developing practical secure systems.

### 3.2 Comparison Reduction

Directly comparing two secretly shared values is possible [7], but it is computationally expensive. Instead, we transform comparison between two secretly shared values into comparison between a secretly shared and a publicly known value. Our implementation of a semi-honest secure comparison protocol is inspired by the ideas proposed in $[8,9]$.

Suppose $a$ and $b$ are non-negative integers share secretly shared among $n$ parties: $P_{1}, \ldots, P_{n}$. Let $[a]$ and $[b]$ be the secret shares of $a$ and $b$. Both values are bounded by $\left\lfloor\frac{p}{2}\right\rfloor, p$ is a prime and $\ell=\left\lceil\log _{2} p\right\rceil$. Let $c=2 a-2 b \bmod p$ and $c_{0}$ and $c_{\ell}$ denote the least and most significant bits of $c$ respectively. The following observation holds:

$$
c_{0}= \begin{cases}0 & \text { if } a \geq b  \tag{3.1}\\ 1 & \text { if } a<b\end{cases}
$$

When $a \geq b, c=2 a-2 b$ must be an even number. Thus, $c_{0}=0$. On the other hand, when $a<b, c=p-(2 b-2 a)$. Since $p$ is an odd number and $2 b-2 a$ is even, $c$ must be odd. That is, $c_{0}=1$. It is clear that $c_{0}$ holds the comparison result between $a$ and b. Next we show how $c_{0}$ can be derived. Let $\eta=c+r \bmod p$ where $r$ is randomly selected from $\mathbb{Z}_{p}$. Then the comparison result depends on the following:

$$
c_{0}=\left\{\begin{align*}
\eta_{0} \oplus r_{0} & \text { if } \eta \geq r  \tag{3.2}\\
1-\eta_{0} \oplus r_{0} & \text { if } \eta<r
\end{align*}\right.
$$

Instead of comparing two secretly shared values $a$ and $b$, now the comparison can be performed between a public value $\eta$ and a secretly shared value $r$. If $r$ is randomly chosen and remains secret, disclosing $\eta$ does not reveal any information regarding $a$ and $b$. In addition, because the parties obtain the secret shares of the individual bits of $r$ while generating $r$, the comparison is simplified. However, it is not straightforward
to efficiently generate a secretly shared $r$ and its bits within a domain defined by a prime number. Next we present how to produce such $r$ efficiently in practice.

### 3.3 Building Blocks

In this section, we introduces a number of primitives required below. Some of these sub-protocols are given in [55], however, are introduced here to provide a detailed analysis as well as for completeness. Most of these protocols are related to the generation of random values unknown to all parties. It is worth mentioning that some of the protocol may fail. However, this does not compromise the privacy of the inputs. Failure here simply means to the inability to generate a proper random value, however, it is detected. In general, the probability of failure will be of the order $1 / p$ where $p$ is a prime number.

### 3.3.1 Generating Secretly Shared Random Values

The proposed protocols require the parties to secretly share a random bit or a random value from $\mathbb{Z}_{p}$. We define these functionalities below and their implementations.

- $\mathcal{F}_{\text {rand }}(p)$ : generating a random value $r$ in $\mathbb{Z}_{p}$ and secretly sharing it among the $n$ parties. At the end, $P_{j}$ holds share $[r]^{P_{j}}$, and no parties know $r$.
- $\mathcal{F}_{\text {rand }}^{b}(p)$ : generating a random bit $\tau \in\{0,1\}$ and secretly sharing it among the $n$ parties. At the end, $P_{j}$ holds share $[\tau]^{P_{j}}$, and no parties know $\tau$.

In both functionalities, $p$ also defines the domain for the random shares. Protocol 3 implements $\mathcal{F}_{\text {rand }}$, and Protocol 4 implements $\mathcal{F}_{\text {rand }_{b}}$. At step 3 of $\operatorname{Rand}_{b}, \mathcal{F}_{\oplus}$ represents a functionality that produces shares of $\left[w^{1} \oplus \cdots \oplus w^{n}\right]$ which results shares of [w]. To implement $\mathcal{F}_{\oplus}$, a square-root based method is proposed in [7] which is efficient for certain prime modulus such as Mersenne prime. However, in our implementation,
the modulo provided in the SEAL library [30] are not efficient for perform square-root operations. Thus, we use the $\mathcal{F}_{\text {mult }}$ functionality to implement $\mathcal{F}_{\oplus}$. Since $\alpha \oplus \beta \equiv$ $\alpha+\beta-2 \alpha \beta$, a straightforward way for achieving $\mathcal{F}_{\oplus}$ is to apply $\mathcal{F}_{\text {mult }}$ pairwise. According to our empirical results, this approach actually provides better efficiency in practice.

Protocol 3 Rand $(p) \rightarrow[s]$
Require: $p$ is prime of $\ell$ bits, and $1 \leq j \leq n$
1: $P_{j}$ : selecting a random value $s^{j} \in \mathbb{Z}_{p}$
2: $P_{j}: \mathcal{F}_{\text {share }}\left(s^{j}\right)$
3: $P_{j}:[s]^{P_{j}} \leftarrow \sum_{i=1}^{n}\left[s^{i}\right]^{P_{j}}$

```
Protocol \(4 \operatorname{Rand}_{b}(p) \rightarrow[w]\)
Require: \(p\) is prime of \(\ell\) bits, and \(1 \leq j \leq n\)
    1: \(P_{j}\) : selecting a random bit \(w^{j} \in\{0,1\}\)
    2: \(P_{j}: \mathcal{F}_{\text {share }}\left(w^{j}\right)\)
    3: \(P_{j}:[w]^{P_{j}} \leftarrow \mathcal{F}_{\oplus}\left(\left[w^{1}\right], \ldots,\left[w^{n}\right]\right)\)
```

It is worth noting that the complexity of protocol 3 is considered as one multiplication invocation which is done in one round. However, when considering dishonest majority setting the protocol cost becomes negligible since there is no multiplication. On the other hand, the complexity of protocol 4 is of $n$ multiplication invocations which can be done in $\log n$ rounds.

### 3.3.2 Generating Random Bitwise Shared Value

To generate a uniformly random bitwise shared value $[r]$, and its bit-wise shares $\left[r_{0}\right], \ldots,\left[r_{\ell-1}\right]$ such that $r \in\{0, \ldots, p-1\}$ and $r_{i} \in\{0,1\}$ for $0 \leq i \leq \ell-1$, we follow the ideas presented in [117]. The parties first generate $\ell$ random shared bits $\left[r_{i}\right]$, and then verify if $r=\sum_{i=0}^{\ell-1} 2^{i} r_{i}<p$ by computing a vector of elements $\left[e_{i}\right]$ defined by Equation 3.3:

$$
\begin{equation*}
\left[\hat{e}_{i}\right]=\left[s_{i}\right]\left(1+\hat{p}_{i}-\left[r_{i}\right]+\sum_{j=i+1}^{\ell-1} \hat{p}_{j} \oplus\left[r_{j}\right]\right) \tag{3.3}
\end{equation*}
$$

where $\left[s_{i}\right] \in \mathbb{F}$ is a random shared value, $\hat{p}=p-1$, and $\hat{p}_{i}$ represents the $i^{\text {th }}$ bit of $\hat{p}$. The parties then reveal the shares of $\left[\hat{e}_{i}\right]$ and determine $\hat{p}<[r]$ if $\exists \hat{e}_{i}=0$. If none of the $\hat{e}_{i}$ values are 0 , the parties derive $[r] \leftarrow \sum_{i=0}^{\ell-1} 2^{i}\left[r_{i}\right]$. Protocol 5 shows the full steps of generating a uniformly random bit-wise shared value in $\mathbb{Z}_{p}$ :

Protocol 5 Gen_Bitwise_Shares $(p) \rightarrow[r],\left[r_{0}\right], \ldots,\left[r_{\ell-1}\right]$
Require: $p$ is prime of $\ell$ bits and $\hat{p}=p-1$.
1: The parties collaboratively generate $\ell$ secretly shared random values $\left[s_{0}\right], \ldots,\left[s_{\ell-1}\right]$ where $s_{i}$ in $\mathbb{Z}_{p}$ :

- $\left[s_{i}\right] \leftarrow \operatorname{Rand}(p)$, for $0 \leq 1 \leq \ell-1$

2: The parties collaboratively generate $\ell$ secretly shared random bits $\left[r_{0}\right], \ldots,\left[r_{\ell-1}\right]$, where $r_{i} \in\{0,1\}$ :

- $\left[r_{i}\right] \leftarrow \operatorname{Rand}_{2}(p)$, for $0 \leq 1 \leq \ell-1$

3: Based on Equation 3.3 and the shares, the parties securely verify if $r$ is in $\{0, \ldots, p-1\}$ :
(a) $\left[\hat{e}_{i}\right] \leftarrow\left[s_{i}\right]\left(1+\hat{p}_{i}-\left[r_{i}\right]+\sum_{j=i+1}^{\ell-1} \hat{p}_{j} \oplus\left[r_{j}\right]\right)$, for $0 \leq i \leq \ell-1$.
(b) $\hat{e}_{i} \leftarrow \mathcal{F}_{\text {open }}\left(\left[e_{i}\right]\right)$, for $0 \leq i \leq \ell-1$.
(c) If $\exists \hat{e}_{i}=0$, go back to Step 1 and repeat the protocol.

4: Each party locally derives $[r] \leftarrow \sum_{i=0}^{\ell-1} 2^{i}\left[r_{i}\right]$, and having $[r],\left[r_{0}\right], \ldots,\left[r_{\ell-1}\right]$ as the party's output.

- Step 1: The purpose of this step is to generate the $\ell$ randomly shared values $\left[s_{0}\right], \ldots,\left[s_{\ell-1}\right]$ in $\mathbb{Z}_{p}$, used in Equation 3.3 to prevent leaking information regarding $r$.
- Step 2: Each party randomly selects $\ell$ bits and secretly shares these bits with the other parties. From these shares, the party produces shares of $\left[r_{0}\right], \ldots,\left[r_{\ell-1}\right]$.
- Step 3: This step verifies if the $r$ value whose $\ell$ bits are represented by $r_{0}, \ldots, r_{\ell}$ are less than $p$, where $r_{0}$ and $r_{\ell}$ represent the least and most significant bits respectively. If this verification fails (one or more $\hat{e}_{i}$ values are zero), the protocol restarts from Step 1. At step (b), $\mathcal{F}_{\text {open }}$ is a functionality that reconstructs the actual value from its secret shares.
- Step 4: After the previous verification is passed, the protocol returns the shares of $[r]$ along with the shares of its individual bits: $\left[r_{0}\right], \ldots,\left[r_{\ell-1}\right]$.

It is worth mentioning that Step 3 of Protocol 5 seems to leak information about the random bit $\left[r_{i}\right]$ when $\hat{e}_{i}=0$ since $\hat{p}$ is known to each party. However, when this happens, the protocol restarts. As a result, the protocol does not leak any information regarding $r$ and its individual bits.

The complexity of generating random bitwise shared values consists of generating the $\ell$ bits which requires $\ell(n-1)$ multiplication invocations in $\log n$ rounds. The protocol also makes use of $\ell$ masks. Moreover, it requires $\ell$ multiplications to perform the masking. Overall this consists $\ell n$ multiplications in $2+\log n$ rounds considering $\left[r_{i}\right]$ and $\left[s_{i}\right]$ to be generated in parallel.

### 3.3.3 The Not_Zero Protocol

Given a secretly shared value $[v]$ where $v \in\{0, \ldots, \ell\}$, the Not_Zero protocol returns [1] if $v \neq 0$; otherwise, it returns [0]. To implement that protocol, we adopt the symmetric function idea presented in [7]. Let define an $\ell$-degree polynomial $\phi(x)$ over $\mathbb{Z}_{p}$, such that

$$
\phi(x)= \begin{cases}0 & \text { if } x=1  \tag{3.4}\\ 1 & \text { if } x \in\{2, \ldots, \ell+1\}\end{cases}
$$

To securely evaluate $\phi(x)$ on $v+1$ gives us the desired result. The detail steps are provided in Protocol 6:

- Step 1: One designed party can produce $\phi(x)$ by using Lagrange interpolation in $\mathbb{Z}_{p}$, and share $\phi(x)$ with the other parties.
- Step 2: At step (a), the parties securely perform $i^{\text {th }}$ exponentiation of $v+1$ using exponentiation by squaring method whenever possible. For example, the parties
perform secure multiplication functionality $\mathcal{F}_{\text {mult }}([v+1],[v+1])$ to produce $\left[(v+1)^{2}\right], \mathcal{F}_{\text {mult }}\left([v+1],\left[(v+1)^{2}\right]\right)$ to produce $\left.\left[(v+1)^{3}\right], \mathcal{F}_{\text {mult }}\left((v+1)^{2}\right],\left[(v+1)^{2}\right]\right)$ to produce $\left[(v+1)^{4}\right]$, etc. Then at step (b), these shares are used to construct shares of $[\phi(v+1)]$.

```
\(\overline{\text { Protocol } 6 \text { Not_Zero }([v]) \rightarrow[\phi(v+1)]_{p}}\)
Require: \(p\) is a prime and \([v]\), where \(v \in\{0, \ldots, \ell\}\)
    \(\left(\sum_{i=0}^{\ell} a_{i} x^{i}\right) \bmod p\)
    2: Securely compute \([\phi(v+1)]\) :
        (a) \(\left[z_{i}\right] \leftarrow\left[(v+1)^{i}\right]\) for \(0 \leq i \leq \ell\)
        (b) \([\phi(v+1)] \leftarrow \sum_{i=0}^{\ell} a_{i}\left[z_{i}\right]\)
```

    1: The parties agree on an \(\ell\)-degree polynomial defined in Equation 3.4: \(\phi(x) \leftarrow\)
    The complexity of protocol 6 can be carried in 3 rounds and $5 \ell$ multiplication invocations. We refer the reader to [9] for detailed analysis.

### 3.4 Secure Comparison Assuming no Collusion

In this section, we present an efficient secure comparison protocol $S C_{3 P}$ which is tailored for semi-honest settings. The protocol requires at least three parties and is not limited to this case. However, it performs efficiently with small number of participants. Recall the comparison reduction in section 3.2, where the comparison of two secretly shared values $[a],[b]$ is reduced to compare a publicly known value $\eta$ and a secretly shared random value $r$.

An alternative approach to compare $\eta$ and $r$ is the arithmetic comparison circuit $\mathbb{C}$, first suggested in [55]. Here we presents the steps of the protocol for analysis and completeness.

It is easy to verify $h$ retains the most significant bit $j$ of $\eta$ where $\eta$ and $r$ are different; that is, $\eta_{j} \neq r_{j}$ and $\eta_{i}=r i$, for $j<i \leq \ell-1$. The existing research has

```
Protocol \(7 \mathbb{C}(\eta, r) \rightarrow h \in\{0,1\}\)
Require: \(p=2^{\ell}-1\) and \(0 \leq i \leq \ell-1\)
    \(e_{i} \leftarrow \eta_{i} \oplus r_{i}\)
    2: \(f_{i} \leftarrow \vee_{j=i}^{\ell-1} e_{j}\)
    3: \(g_{\ell-1} \leftarrow f_{\ell-1}\)
    \(g_{i} \leftarrow f_{i}-f_{i+1}\), for \(i=\ell-2\) to 0
    \(h=\sum_{i=0}^{\ell-1} g_{i} \eta_{i}\)
```

been focusing on developing efficient secure methods to compute $f_{i}$. The approaches given in [55] use a symmetric function that maps input from $1, \ldots, \ell+1$ to $\{0,1\}$. The function can be represented as a polynomial which can be evaluated securely.

In this section, we present a new and more efficient way to compute $f$ without using the symmetric function. Also, as, the group delimiter $p$ in our proposed protocol is an odd positive integer and not necessarily a prime. Therefore, secure polynomial evaluation is not applicable in our design.

To securely compare $r$ and $\eta$, let $e=r \oplus \eta$. We calculate a special vector as in equation 3.5.

$$
\begin{equation*}
\gamma_{i}=\tau_{i}\left(1+\eta_{i}-r_{i}+\sum_{k=i+1}^{\ell-1} e_{k}\right) \quad \bmod N_{1} \tag{3.5}
\end{equation*}
$$

We depend on the following observation:

- If $\forall i, \gamma_{i} \neq 0$, then $\eta \geq r$.
- If $\exists i, \gamma_{i}=0$, then $\eta<r$.

Note that $\gamma_{i}$ is either 0 or uniformly distributed in $Z_{N_{2}}^{*}$ where $N_{2}=\ell+1$. In the second condition, the index $i$ is also unique.

To achieve the best efficiency, our comparison protocol is asymmetric and work by designating a party to facilitate secret sharing based secure computation. Therefore, the protocol is secure in the semi-honest model and may work in the honest majority setting as well. Since one of the parties is appointed; thus, the other two parities need to protect their input before sending any value to that party. Therefore, One of the two parities generates the following random values and share it with the second
party.

- $\tau_{i} \in \mathbb{Z}_{N_{2}}^{*}$ : a random vector of $\ell$ entries to randomize the intermediate result.
- $\delta \in\{0, \cdots, \ell-1\}$ : a random value to shift the index of the intermediate vector result.
- $\zeta \in\{0,1\}$ : a random bit which is used to flip the comparison such that if $\zeta=0$ then the comparison stays the same $\langle\eta,[r]\rangle$, otherwise, the comparison flips to $\langle[r], \eta\rangle$.

The protocol is defined as follows: $\operatorname{SC}_{3 P}\left(\left\langle P_{1},[a]_{N_{1}}^{P_{1}},[b]_{N_{1}}^{P_{1}}\right\rangle,\left\langle P_{2},[a]_{N_{1}}^{P_{2}},[b]_{N_{1}}^{P_{2}}\right\rangle,\left\langle P_{3}, \perp\right\rangle\right)$ $\rightarrow\left(\left\langle P_{1},\left[c_{0}\right]_{N_{1}}^{P_{1}}\right\rangle,\left\langle P_{2},\left[c_{0}\right]_{N_{1}}^{P_{2}}\right\rangle\right)$

Where $a$ and $b$ are secretly shared between $P_{1}$ and $P_{2}$, and it returns two shares $\left[c_{0}\right]_{p}^{P_{1}}$ and $\left[c_{0}\right]_{p}^{P_{2}}$ respectively to $P_{1}$ and $P_{2}$. The key steps of the protocol is given in Algorithm 8.

Through out the protocol, the index $i$ varies from 0 to $\ell-1$. The parties are indexed by $j$, the protocol works as follows:

1. $P_{3}$ generates a random number $r$ and its shares in $\mathbb{Z}_{N_{1}}$, and sends the shares of $r$ to $P_{1}$ and $P_{2}$ respectively.
2. $P_{1}$ and $P_{2}$ :
(a) Use the shares of $r$ to disguise $c$ and send the result to the other party.
(b) Reveal $\eta=c+r$ and compute secret shares of $e=\eta \oplus r$.
(c) Derive secret shares of $\gamma_{i}$, as defined in Equation 3.5 step (e).
(d) Randomly shift the secret shares of $\gamma_{i}$ and send them to $P_{3}$.
3. $P_{3}$ reconstructs $\hat{\gamma}_{i}$, derives the randomized comparison results $f$, and sends shares of $f$ to $P_{1}$ and $P_{2}$.
4. $P_{1}$ and $P_{2}$ de-randomize $f$ to derive shares of $c_{0}$.

Protocol $8 \mathrm{SC}_{3 P}\left(\left\langle P_{1},[a]_{N_{1}}^{P_{1}},[b]_{N_{1}}^{P_{1}}\right\rangle,\left\langle P_{2},[a]_{N_{1}}^{P_{2}},[b]_{N_{1}}^{P_{2}}\right\rangle\left\langle P_{3}, \perp\right\rangle\right) \rightarrow$
$\underline{\left(\left\langle P_{1},\left[c_{0}\right]_{N_{1}}^{P_{1}}\right\rangle,\left\langle P_{2},\left[c_{0}\right]_{N_{1}}^{P_{2}}\right\rangle\right)}$
Require: $N_{1}=2^{\ell}-1$ defines the domain of $[a]$ and $[b], N_{2}=\ell+1$, and $0 \leq i \leq \ell-1$
1: $P_{3}$
(a) Generate $r \in_{R} \mathbb{Z}_{N_{1}},[r]_{N_{1}}^{P_{j}}$, and $\left[r_{i}\right]_{N_{2}}^{P_{j}}$, for $j \in\{1,2\}$
(b) Send $[r]_{N_{1}}^{P_{j}}$ and $\left[r_{i}\right]_{N_{2}}^{P_{j}}$ to $P_{j}$

2: $P_{1}$
(a) $[c]_{N_{1}}^{P_{1}} \leftarrow 2\left([a]_{N_{1}}^{P_{1}}-[b]_{N_{1}}^{P_{1}}\right)$
(b) $[\eta]_{N_{1}}^{P_{1}} \leftarrow[c]_{N_{1}}^{P_{1}}+[r]_{N_{1}}^{P_{1}}$
(c) Generate $\tau_{i} \in_{R} \mathbb{Z}_{N_{2}}^{*}$, a random shift $\delta \in\{0, \ldots, \ell-1\}$, and a random bit $\zeta$
(d) Send $[\eta]_{N_{1}}^{P_{1}}, \tau_{i}, \delta$ and $\zeta$ to $P_{2}$

3: $P_{2}$
(a) $[c]_{N_{1}}^{P_{2}} \leftarrow 2\left([a]_{N_{1}}^{P_{2}}-[b]_{N_{1}}^{P_{2}}\right)$
(b) $[\eta]_{N_{1}}^{P_{2}} \leftarrow[c]_{N_{1}}^{P_{2}}+[r]_{N_{1}}^{P_{2}}$
(c) Send $[\eta]_{N_{1}}^{P_{2}}$ to $P_{1}$

4: $P_{j}(j \in\{1,2\})$
(a) $\eta \leftarrow[\eta]_{N_{1}}^{P_{1}}+[\eta]_{N_{1}}^{P_{2}}$
(b) $\left[e_{i}\right]_{N_{2}}^{P_{j}} \leftarrow(j-1) \eta_{i}+\left[r_{i}\right]_{N_{2}}^{P_{j}}-2 \eta_{i}\left[r_{i}\right]_{N_{2}}^{P_{j}}$
(c) If $\zeta=0$,
(d) $\left[\gamma_{i}\right]_{N_{2}}^{P_{j}} \leftarrow \tau_{i}\left(1+(j-1) \eta_{i}-\left[r_{i}\right]_{N_{2}}^{P_{j}}+\sum_{k=i+1}^{\ell-1}\left[e_{k}\right]_{N_{2}}^{P_{j}}\right)$
(e) Otherwise,
(f) $\left[\gamma_{i}\right]_{N_{2}}^{P_{j}} \leftarrow \tau_{i}\left(1+\left[r_{i}\right]_{N_{2}}^{P_{j}}-(j-1) \eta_{i}+\sum_{k=i+1}^{\ell-1}\left[e_{k}\right]_{N_{2}}^{P_{j}}\right)$
(g) $\left[\hat{\gamma}_{i}\right]_{N_{2}}^{P_{j}} \leftarrow\left[\gamma_{i+\delta}\right]_{N_{2}}^{P_{j}}$
(h) Send $\left[\hat{\gamma}_{i}\right]_{N_{2}}^{P_{j}}$ and $\eta_{0}$ to $P_{3}$

5: $P_{3}$
(a) $\hat{\gamma}_{i} \leftarrow\left[\hat{\gamma}_{i}\right]_{N_{2}}^{P_{1}}+\left[\hat{\gamma}_{i}\right]_{N_{2}}^{P_{2}}$
(b) If $\forall i, \hat{\gamma}_{i} \neq 0$, then $f \leftarrow \eta_{0} \oplus r_{0}$; otherwise, $f \leftarrow 1-\eta_{0} \oplus r_{0}$
(c) Generate $[f]_{N_{1}}^{P_{j}}$
(d) Send $[f]_{N_{1}}^{P_{j}}$ to $P_{j}$

6: $P_{j}(j \in\{1,2\})$
(a) If $\zeta=1,\left[c_{0}\right]_{N_{1}}^{P_{j}} \leftarrow(j-1)-[f]_{N_{1}}^{P_{j}}$

### 3.4.1 Security Analysis

Claim 1. Protocol 8 is secure in the $\left(\mathcal{F}_{\text {open }}\right)$-hybrid model in presence of a semi-honest adversary.

Proof. Since, the parties are under the semi-honest model; therefore, we only need to guarantee correctness and privacy. First, we start by proving the correctness of protocol 8 as follows:

- Based on the comparison reduction, we calculate $a-b$, then multiply the difference by 2. The result is held in $c$ which is disguised later using the random value $r$. The result of the later step is represented by $\eta$. At the end of steps 2 and $3, \eta$ is revealed to party $P_{1}$ and $P_{2}$.
- Based on step 4, $P_{1}$ and $P_{2}$ calculate the xor between $\eta_{i}$ and $\left[r_{i}\right]$, the result is assigned to the vector $e$. Then both parties calculate the vector $\gamma$ based on equation 3.5. The resulted randomized vector $\hat{\gamma}$ is sent to $P_{3}$.
- $P_{3}$ adds up the shares of $\hat{\gamma}$ to reveal the values in each entry. Then check:

$$
f=\left\{\begin{aligned}
\eta_{0} \oplus r_{0} & \text { if } \forall i, \hat{\gamma}_{i} \neq 0 \\
1-\eta_{0} \oplus r_{0} & \text { otherwise }
\end{aligned}\right.
$$

- Steps 5: The parties locally derive the shares of $\left[c_{0}\right]$ which holds the final comparison result, by de-randomizing $[f]$ such that

$$
c_{0}=\left\{\begin{array}{c}
(j-1)-f \text { if } \zeta=1, \text { where } j \in\{1,2\} \\
f \text { otherwise }
\end{array}\right.
$$

Next, we prove the security in which we only need to guarantee privacy. This can be simply achieved by showing that every intermediate result which needs to be sent is a uniformly random value.

- In steps 2 and 3, although party $P_{1}$ and $P_{2}$ reveal $\eta$, it does not leak any information about $a$ and $b$ because $r$ is not known to any of them and randomly chosen by $P_{3}$.
- In step 4, party $P_{1}$ and $P_{2}$ carry a local xor and then calculate $\gamma$ vector based on equation 3.5. Note, that $\gamma$ vector is masked using a random vector $\tau$. Furthermore, the index is randomized using $\delta$. Thus, party $P_{3}$ will receive a uniformly random vector with randomized indexes. Therefore, this step reveals nothing about $a$ and $b$.
- At the end of the protocol $P_{1}$ and $P_{2}$ receive a fresh random value $f$ which then can be locally de-randomized to get the final comparison result.


### 3.4.2 Complexity Analysis

The communication complexity is computed based on the number of bits sent or received.

- Step 1: $2 \ell+2 \ell \log (\ell+1)$
- Step $2: ~ \ell+\ell \log (\ell+1)+\log \ell+1$
- Step 3: $\ell$
- Step 4: $2 \ell \log (\ell+1)+1$
- Step 5: 2l

The total number of bits is $6 \ell+5 \ell \log (\ell+1)+\log \ell+2$. The round complexity is derived based on the number of sequence steps. According to Protocol 8, steps 2 and 3 can be performed in parallel. Therefore, the number of rounds is five. In addition, step 1 can be done in the offline phase, so alternatively, the protocol has one round for pre-processing and four rounds for online computation. Table 3.1 shows the complexity analysis comparing to the state of the art Wagh et al. secure comparison protocol [118].

Table 3.1: Complexity analysis

| Protocol | Message complexity (bits) | Rounds |
| :---: | :---: | :---: |
| Protocol 8 | $6 \ell+5 \ell \log (\ell+1)+\log \ell+2$ | 5 |
| Wagh et al. [118] | $5 \ell^{2}+2 \ell+\log (\ell)+2$ | 4 |

### 3.5 Secure Comparison with Collision up to $n-1$

In this section, we are ready to present an efficient design of secure comparison protocol against semi-honest adversaries. The protocol is based on the solutions with our proposed practical improvement. In the next chapter, we will show how to transform this protocol into a secure one in the malicious majority setting. Note that our proposed transformation technique works for any secure comparison protocol. The one presented in this section is very efficient in practice due smaller share size and less number of round. We will discuss the changes we made to make the protocol more efficient in practice. To begin with, we previously present a comparison reduction and two sub-protocols, Gen_Bitwise_Shares and Not_Zero, used to implement the comparison protocol.

Based on the two sub-protocols and the core ideas presented in Section 3.2 and Equation 3.3, we are ready to construct the comparison protocol that has a very good practical efficiency. The key steps are presented in Protocol 9.

- Step 1: The parties execute the Gen_Bitwise_Shares protocol is produce a randomly shared value $r \in \mathbb{Z}_{p}$ and its bitwise shares. This $r$ will be used as a mask for the subsequent computations.
- Steps 2-4: According to the comparison reduction, first we compute the difference between $a$ and $b$, and multiply the difference by 2 . The result is stored in $c$ which is masked later by adding the random value $r$. The sum is represented by $\eta$. At the end of step $4, \eta$ is revealed to every party. All these computations are performed on the shares. Although every party learns $\eta$, it does not leak any
information about $a$ and $b$ because $r$ is not known to any party and randomly chosen.
- Step 5: Increment $\eta$ by 1 , and the result is denoted by $\hat{\eta}$. The subsequent computations are performed on $\hat{\eta}$ which is necessary to match the logic given in Equation 3.2. The explanation of step 12 given below include additional discussion regarding this issue.
- Steps 6-8: These steps closely follow the logic given in Equation 3.3 with slight modification. Step 6 computes bitwise XOR of $\hat{\eta}$ and $r$. The result is stored in $e_{i}^{\prime}$. Since the shares are additive, a designated party (e.g., $P_{1}$ ), performs slightly different computation from the other parties so that the summation of shares of $\left[e_{i}^{\prime}\right]$ gives $\hat{\eta}_{i} \oplus r_{i}$. Suppose $i^{*}$ is the most significant bit location where $\hat{\eta} \neq r$. Steps 7 and 8 transform $e^{\prime}$ into $\hat{e}$, such that
$-\hat{e}_{i}=0$ for $i^{*}<i<\ell$, and
$-\hat{e}_{i} \neq 0$ for $0 \leq i \leq i^{*}$
- Step 9: The parties execute the Not_Zero protocol and the result is stored in $f$ where

$$
f_{i}= \begin{cases}0 & \text { for } i^{*}<i<\ell \\ 1 & \text { for } 0 \leq i \leq i^{*}\end{cases}
$$

- Steps 10-11: The parties locally derive the shares of $\left[g_{i}\right]$, such that

$$
g_{i}= \begin{cases}0 & \text { for } i \neq i^{*} \wedge 0 \leq i<\ell \\ 1 & \text { for } i=i^{*}\end{cases}
$$

- Step 12: The parties locally derive the shares of $[h]$ :

$$
h= \begin{cases}1 & \text { if } \eta \geq r \\ 0 & \text { if } \eta<r\end{cases}
$$

As discussed early, from step 6 , the computations are performed on $\hat{\eta}$. If $\eta$ were used, it would result

$$
h= \begin{cases}1 & \text { if } \eta>r \\ 0 & \text { if } \eta \leq r\end{cases}
$$

Consequently, this would lead to an incorrect result for $c_{0}$ at the next step.

- Step 13: The parties derive the shares of $\left[c_{0}\right]$. Since $e_{0}^{\prime}=\hat{\eta}_{0} \oplus r_{0}$ and $\hat{\eta}=\eta+1$, we have $e_{0}=\eta_{0} \oplus r_{0}=1-e_{0}^{\prime}$ and $c_{0}$ can be derived accordingly:

$$
c_{0}=\left\{\begin{aligned}
e_{0}=1-e_{0}^{\prime} & \text { if } h=1 \\
1-e_{0}=e_{0}^{\prime} & \text { if } h=0
\end{aligned}\right.
$$

This matches the result given in Equation 3.2. To compute $[1-h]$ (respectively $\left.\left[1-e_{0}^{\prime}\right]\right)$, the parties perform the following with $P_{1}$ as a designated party:

$$
\begin{aligned}
& -P_{j}(2 \leq j \leq n):[1-h] \leftarrow p-[h] \\
& -P_{1}:[1-h] \leftarrow 1-[h]
\end{aligned}
$$

Any party can serve the role of $P_{1}$, and $\left[1-e_{0}^{\prime}\right]$ can be computed similarly.

### 3.5.1 Security and Complexity Analysis

Since we assume the adversary for protocol 9 is semi- honest, we do not need to guarantee the correctness of the protocol, and the protocol can also be aborted prematurely. Thus, its security proof is straightforward. Also, because the additive

```
Protocol \(9 S C([a],[b]) \rightarrow\left[c_{0}\right]\)
Require: \(p\) is a prime, and \(\ell=|p|\)
    1: \([r],\left[r_{0}\right], \ldots,\left[r_{\ell-1}\right] \leftarrow\) Gen_Bitwise_Shares \((p)\)
    \([c] \leftarrow 2([a]-[b])\)
    \([\eta] \leftarrow[c]+[r]\)
    4: \(\mathcal{F}_{\text {open }}([\eta])\)
    \(\hat{\eta} \leftarrow \eta+1\)
    \(P_{j}(2 \leq j \leq n):\left[e_{i}^{\prime}\right] \leftarrow\left[r_{i}\right]-2 \hat{\eta}_{i}\left[r_{i}\right]\)
    \(P_{1}:\left[e_{i}^{\prime}\right] \leftarrow \hat{\eta}_{i}+\left[r_{i}\right]-2 \hat{\eta}_{i}\left[r_{i}\right]\)
    \(\left[\hat{e}_{\ell-1}\right] \leftarrow\left[e_{\ell-1}^{\prime}\right]\)
    \(\left[\hat{e}_{i}\right] \leftarrow\left[e_{i}^{\prime}\right]+\left[\hat{e}_{i+1}\right]\), for \(i=\ell-2\) down to 0
    \(\left[f_{i}\right] \leftarrow\) Not_Zero \(\left(\left[\hat{e}_{i}\right]\right)\)
11: \(\left[g_{\ell-1}\right] \leftarrow\left[f_{\ell-1}\right]\)
12: \(\left[g_{i}\right] \leftarrow\left[f_{i}\right]-\left[f_{i+1}\right]\), for \(i=\ell-2\) down to 0
13: \([h] \leftarrow \sum_{i=0}^{\ell-1} \hat{\eta}_{i}\left[g_{i}\right]\)
14: \(\left[c_{0}\right] \leftarrow[1-h]\left[e_{0}^{\prime}\right]+[h]\left[1-e_{0}^{\prime}\right]\)
```

Functionality $10 \mathcal{F}_{\mathrm{sc}}([a],[b]) \rightarrow[\tau]$
Require: A prime number $p$ that defines the share size
1: $\mathcal{F}_{\text {sc }}$ receives $\left\langle[a]^{\overline{\mathcal{A}}},[b]^{\overline{\mathcal{A}}}\right\rangle$ from the honest parties, denoted by $P_{\overline{\mathcal{A}}}$. It also receives $\left\langle[a]^{\mathcal{A}},[b]^{\mathcal{A}}\right\rangle$ from $\mathcal{A}$.
2: From these shares, $\mathcal{F}_{\text {sc }}$ derives $a^{\prime}$ and $b^{\prime}$ where $a^{\prime}=a$ and $b^{\prime}=b$ if the adversary did not modify the original shares.
3: Set $\tau=0$ if $a^{\prime} \geq b^{\prime}$; otherwise, set $\tau=1$.
4: Construct shares of $[\tau]^{\mathcal{A}}$ and $[\tau]^{\overline{\mathcal{A}}}$, and send $[\tau]^{\mathcal{A}}$ to $\mathcal{A}$.
5: $\mathcal{F}_{\text {sc }}$ waits for reply from $\mathcal{A}$ :
(a) If the reply is abort, send abort to $P_{\overline{\mathcal{A}}}$.
(b) If the reply is continue, send $[\tau]^{\overline{\mathcal{A}}}$ to $P_{\overline{\mathcal{A}}}$.
shares provide privacy up to $n-1$ malicious parties and no values are reconstructed, protocol 9 ensures privacy.

Claim 2. The protocol 9 securely implements $\mathcal{F}_{\text {sc }}$ with abort in the $\left(\mathcal{F}_{\text {bitwise_shares }}\right.$, $\left.\mathcal{F}_{\text {open }}, \mathcal{F}_{\text {not_zero }}, \mathcal{F}_{\text {mult }}\right)$ )-hybrid model in presence of a semi-honest adversary controlling at most $n-1$ parties.

Proof. $\mathcal{S}_{\text {sc }}$ that accesses $\mathcal{F}_{\text {sc }}$ is constructed as follows:

- Receive $\left[a^{*}\right]^{\mathcal{A}}$ and $\left[b^{*}\right]^{\mathcal{A}}$ from the adversary $\mathcal{A}$.
- $\mathcal{S}_{\text {sc }}$ calls the simulator $\mathcal{S}_{\text {bitwise_shares }(p)}$ of $\mathcal{F}_{\text {bitwise_shares }}$, and let $\left[r^{*}\right]^{\mathcal{A}},\left[r_{0}^{*}\right]^{\mathcal{A}}, \ldots,\left[r_{\ell-1}^{*}\right]^{\mathcal{A}}$ be the output from the simulator $\mathcal{S}_{\text {bitwise_shares }}$.
- $\mathcal{S}_{\text {sc }}$ computes $\left[c^{*}\right]^{\mathcal{A}}=2\left(\left[a^{*}\right]^{\mathcal{A}}-\left[b^{*}\right]^{\mathcal{A}}\right)$ and $\left[\eta^{*}\right]^{\mathcal{A}}=\left[c^{*}\right]^{\mathcal{A}}+\left[r^{*}\right]^{\mathcal{A}}$.
- $\mathcal{S}_{\text {sc }}$ calls the simulator $\mathcal{S}_{\text {open }}\left[\eta^{*}\right]^{\mathcal{A}}$ of $\mathcal{F}_{\text {open }}$, and let $[\eta]^{*^{\mathcal{A}}}$ be the output from $\mathcal{S}_{\text {open }}$. Set $\hat{\eta}^{*}=\eta^{*^{A}}+1$.
- $\mathcal{S}_{\mathrm{sc}}$ simulates the rest of the values by randomly choosing the same number of values from $\mathbb{Z}_{p}$.

The first four steps simulate the exact interactions between the adversary and the real protocol. Since no values are reconstructed, the output is secretly shared, and we do not need to guarantee correctness, step 5 simulates the rest of the protocol by generating the same number of random values from $\mathbb{Z}_{p}$ as produced by the remaining steps of the protocol. Thus, the simulated view is computationally indistinguishable from the real view of the protocol.

The complexity of an SMC protocol is dominated by the number of secure multiplications ( $\mathcal{F}$ mult) being performed. Thus, a common practice in the literature is to use ( $\mathcal{F}$ mult $)$ as the base unit to estimate the protocol complexity. Here we list the main steps of SC that require performing a non-constant number of $\mathcal{F}_{\text {mult }}$ calls.

- Step 1: the Bitwise Shares protocol makes call of $\operatorname{Rand}_{b}$ protocol which requires $\ell(n-1)$ multiplication invocations calls to $\mathcal{F}_{\text {mult }}$ where the $n$ (indicating the number of parties) calls are incurred by the Rand $_{b}$ protocol.
- Step 9: the Not_Zero protocol makes approximately $\ell$ calls to $\mathcal{F}_{\text {mult }}$. Since Not Zero is performed $\ell$ times, the step requires 12 calls to $\mathcal{F}_{\text {mult }}$ in total.

Since $n$ is generally much smaller than $\ell$, we can simple say the complexity of SC is bounded by $O\left(\ell^{2}\right) \mathcal{F}_{\text {mult }}$ operations.

### 3.6 Discussion

This section discusses different methods to generate random unknown values as well as various designs for the Not-Zero protocol as follows:

- Generating random unknown value associated with its random unknown bits can be done in three way as follows:
- Protocol 3.3.2 presents a method to generate $[r],\left[r_{0}\right], \cdots,\left[r_{\ell}\right]$ such that $[r] \in \mathbb{Z}_{p}$. The protocol consumes $4 \ell$ multiplications in three rounds considering $\left[r_{i}\right]$ and $\left[s_{i}\right]$ to be generated in parallel.
- The overhead of protocol 3.3.2 can be reduced by setting $p$ to a Mersenne prime. Therefor, the check for $[r]<p$ which is utilized to be sure that $[r] \in$ $\mathbb{Z}_{p}$ can be reduced to only bitwise equality test between the bits of $p$ and $[r]$ which cost only one multiplication in one round. It is worth noting that Mersenne prime may not be applicable for FHE which is used to perform secure multiplication in the dishonest majority setting as explained in next chapter.
- In a recent development, EdaBit method takes advantage of the mixed circuit to generate $[r] \in \mathbb{Z}_{p}$ and $\left[r_{i}\right] \in \mathbb{Z}_{2}$. EdaBit starts by allowing each party to generate a private random $\ell$ bits $r_{i}$ and share them to other parties in the $\mathbb{Z}_{2}$ domain. Then each party calculates a private $r=\sum_{i=0}^{\ell} r_{i} 2^{i}$ and share it in $\mathbb{Z}_{p}$ domain. At this point the parties have the required shared to generate a global unknown $r$ by adding the shares in both domains. It is worth mentioning that addition in $\mathbb{Z}_{p}$ can be done locally. However, addition in $\mathbb{Z}_{2}$ requires a binary n-input adder which $\operatorname{costs}(\ell+\log n) \cdot(n-1)$ AND gates in $\ell \log n$ rounds. This last step leads to shares of the bits of $r^{\prime}$, without modular reduction. Further steps is required to guarantee that the generated $r$ is of $\ell$ bits. This protocol becomes extremely expensive
in the presence of a dishonest majority adversary as it requires to check the consistency of each party input. Therefore, a cut-and-choose method is utilized.
- Not-Zero protocol can be designed in a constant round using symmetric Boolean function with complexity of 7 rounds and $17 \ell$ invocations [9]. The protocol can be implemented in two different methods in a logarithmic fashion [56]. The first method requires $\log (\ell)$ rounds and $\ell \log (\ell) / 2$ invocations. While the other solution offers a trade-off between the rounds and the invocations complexity as it takes $2 \log (\ell)-1$ rounds and $2 \ell-\log (\ell)-2$ invocations. It is worth noting that all the three solutions offer perfect security. On the other hand, the constant round solution requires extensive memory in the case of dishonest majority given a big number of comparisons.


### 3.7 Performance Evaluation

We empirically analyze the computational overhead of protocol 9 against the state of the art comparison protocol Rabbit [62]. Recall that protocol 9 requires only one random unknown value while Rabbit needs two random unknown values. In our test we utilize edaBit [96] to generate these random values. The most efficient edaBit implementation is included in the MP-SPDZ library [29]. Thus, we implemented our protocol and Rabbit using MP-SPDZ. Each data entry is secretly shared based on Shamir Secret Sharing SSS, Replicated Secret Sharing RSSS, or Additive Secret Sharing ASS scheme among 3 machines based on different adversary models. We used the Chameleon Cloud [119] to run our experiments, and each machine that represents one of the servers has the following specifications:

- Operating system: Ubuntu, Version $=$ 18.04 LTS (Bionic Beaver).
- Machines hardware: x86_64 Cores: 12; Threads per core 2; Model: Intel®Xeon ®CPU E5-2670 v3 @ 2.30 GHz, RAM 128 GB .
- The ping between machines was 0.33 milliseconds.

To demonstrate the feasibility of the proposed protocol we implemented secure range query processing as an application. It is worth noting that the query processing requires to invoke two comparison protocols as well as two additional secure multiplications to get the final query result. The result is divided into two sections based on the adversary model as follows:

### 3.7.1 Semi-honest Model Results

## Secure Comparison

We rigorously examine the runtime of the secure comparison protocol for different bitlengths under the semi-honest setting. The data is secretly shared between three parties using Shamir Secret Sharing (SSS) and Replicated Secret Sharing (RSS) schemes. We take advantage of parallel processing as it is supported by MP-SPDZ and we set the number of threads to 8 .


Figure 3.1: Runtime for different bit-lengths

Figure 3.1 (produced based on the data given in Table 3.2) illustrates the evaluation under 2 M comparisons. Protocol 9 outperforms Rabbit by approximately 7 times and up to 10 times for SSS and RSS respectively.

We evaluate the amount of data communicated during protocol execution of 2 M comparisons. We vary the bit-length $=\{40,50,60\}$ similar to the previous experiment. The number of parties is consisting of 3 parties, and the secret sharing schemes are set in the same manner as the last experiment. Figure 3.2 (produced based on numbers in Tables 3.3) depicts the data sent for different bit-lengths. The figure shows that protocol 9 requires to send 3.5 less data than Rabbit for both SSS and RSS schemes.


Figure 3.2: Data amount transferred for different bit-lengths

Table 3.2: Runtime for different bit-lengths

| Bit-length | This SSS | This RSS | Rabbit SSS | Rabbit RSS |
| :---: | :---: | :---: | :---: | :---: |
| 40 | 16.02 | 8.711 | 128.78 | 66.93 |
| 50 | 23.98 | 10.29 | 144.41 | 93.90 |
| 60 | 26.58 | 11.16 | 190.71 | 116.84 |

Table 3.3: Data transferred for different bit-lengths

| Bit-length | This SSS | This RSS | Rabbit SSS | Rabbit RSS |
| :---: | :---: | :---: | :---: | :---: |
| 40 | 2884 | 1167.99 | 10712 | 3805.96 |
| 50 | 3612 | 1444.55 | 13068 | 4809.08 |
| 60 | 4376 | 1739.11 | 15544 | 5872.2 |

## Secure Range Query Processing

We thoroughly test the runtime of the secure range query processing protocol under the semi-honest setting. We set various bit lengths while fixing the number of queries to 2M. Using SSS or RSS schemes, the data is secretly shared between three parties. We utilize the parallel processing mode and we set the number of threads to 8. Figure


Figure 3.3: Runtime for different bit-length
3.3 (created using the data in Table 3.4) demonstrates the assessment for 2 M queries. For SSS scheme, our protocol exceeds Rabbit by approximately 7 times. On the other hand, our protocol runs faster than Rabbit up to 9 times under RSSS scheme.

We examine the amount of data transferred between three parties during the protocol execution for 2 M queries. We vary the bit-length $=\{40,50,60\}$ similar to the previous experiment. The secret sharing schemes are set in the same manner as the last experiment. Figure 3.4 (produced based on numbers in Tables 3.5) shows the data exchanged between the participants for different bit-lengths. The figure suggests that the query protocol based on protocol 9 requires to transfer 3.5 less data than

Rabbit for both SSS and RSS schemes.


Figure 3.4: Data amount transferred for different bit-length

Table 3.4: Runtime for different bit-lengths

| Bit-length | This SSS | This RSS | Rabbit SSS | Rabbit RSS |
| :---: | :---: | :---: | :---: | :---: |
| 40 | 35.57 | 16.99 | 271.43 | 145.28 |
| 50 | 61.19 | 24.67 | 307.61 | 180.16 |
| 60 | 76.69 | 33.88 | 314.21 | 198.96 |

Table 3.5: Data amount transferred for different bit-length

| Bit-length | This SSS | This RSS | Rabbit SSS | Rabbit RSS |
| :---: | :---: | :---: | :---: | :---: |
| 40 | 5960 | 2431.98 | 21616 | 7707.91 |
| 50 | 7416 | 2985.1 | 26328 | 9714.15 |
| 60 | 8944 | 3574.22 | 31280 | 11840.4 |

### 3.7.2 Honest Majority Results

## Secure Comparison

Under the honest majority model, we investigate the runtime of the secure comparison protocol for various bit-lengths. Using the Shamir Secret Sharing (SSS) and

Replicated Secret Sharing (RSS) schemes, the data is secretly shared among three parties. The number of threads is set to 8 following the previous experiments. Figure


Figure 3.5: Runtime for different bit-length
3.5 (produced based on the data given in Table 3.6) illustrates the evaluation under 500K comparisons. Protocol 9 outperforms Rabbit by approximately 7 times and up to 10 times for SSS and RSS respectively.

We evaluate the amount of data communicated during protocol execution of 2 M comparisons. We vary the bit-length $=\{40,50,60\}$ similar to the previous experiment. The number of parties is consisting of 3 parties, and the secret sharing schemes are set in the same manner as the last experiment. Figure 3.6 (produced based on numbers in Tables 3.7) depicts the data sent for different bit-lengths. The figure shows that protocol 9 requires to send 3.5 less data than Rabbit for both SSS and RSS schemes.

Table 3.6: Runtime for different bit-length

| Bit-length | This SSS | This RSS | Rabbit SSS | Rabbit RSS |
| :---: | :---: | :---: | :---: | :---: |
| 40 | 115.09 | 17.31 | 258.056 | 50.08 |
| 50 | 158.42 | 19.46 | 343.626 | 57.04 |
| 60 | 180.48 | 29.83 | 395.654 | 66.69 |



Figure 3.6: Data amount transferred for different bit-length
Table 3.7: Data amount transferred for different bit-length

| Bit-length | This SSS | This RSS | Rabbit SSS | Rabbit RSS |
| :---: | :---: | :---: | :---: | :---: |
| 40 | 38088 | 7656.23 | 295345 | 21769.7 |
| 50 | 139469 | 9004.91 | 362817 | 26464.1 |
| 60 | 157883 | 7927.22 | 415359 | 26802 |

## Secure Query Processing

We test the runtime of the secure range query processing protocol under the honest majority setting. We set various bit lengths while fixing the number of queries to 2 M . Using SSS or RSS schemes, the data is secretly shared between three parties.


Figure 3.7: Runtime for different bit-length


Figure 3.8: Data amount transferred for different bit-length

Table 3.8: Runtime for different bit-length

| Bit-length | This SSS | This RSS | Rabbit SSS | Rabbit RSS |
| :---: | :---: | :---: | :---: | :---: |
| 40 | 211.92 | 32.85 | 567.30 | 149.521 |
| 50 | 269.63 | 43.56 | 690.12 | 151.005 |
| 60 | 335.40 | 45.41 | 906.14 | 199.618 |

Table 3.9: Data amount transferred for different bit-length

| Bit-length | This SSS | This RSS | Rabbit SSS | Rabbit RSS |
| :---: | :---: | :---: | :---: | :---: |
| 40 | 223500 | 15296.7 | 589587 | 43548.6 |
| 50 | 277487 | 15883.1 | 724247 | 52909.7 |
| 60 | 314265 | 18016.3 | 829025 | 53604.8 |

Figure 3.7 (created using the data in Table 3.8) demonstrates that under SSS scheme, our protocol exceeds Rabbit by approximately 7 times. On the other hand, our protocol runs faster than Rabbit up to 9 times under RSSS scheme.

We examine the amount of data transferred between three parties during the protocol execution for 2 M queries. We vary the bit-length $=\{40,50,60\}$ similar to the previous experiment. The secret sharing schemes are set in the same manner as the last experiment. Figure 3.8 (produced based on numbers in Tables 3.9) shows the data exchanged between the participants for different bit-lengths. The figure suggests
that our query protocol requires to transfer 3.5 less data than Rabbit for both SSS and RSS schemes.

## Chapter 4

## Generic Secure Comparison Compiler for Dishonest Majority

### 4.1 Introduction

Secure Multiparty Computation (SMC) allows a set of distrustful parties to jointly compute a function without revealing any information about their private input. In SMC, secure comparison (SC) serves as a fundamental operator in various data analytics. When the data considered under these applications contain sensitive information and are from multiple sources, privacy-preserving data analytics (PPDA) protocols may have to be adopted to protect the data and the outcomes. Although, SMC techniques provide very strong guarantee on personal privacy and data security, they are computationally expensive. For the last three decades, significant efforts have been devoted into developing efficient SMC primitives including SC.

When the majority (e.g., $n-1$ out of $n$ ) of the participating parties are malicious, to our knowledge, full malicious security cannot be achieved at least for SC protocols. The best can be done is to detect if any party behaved maliciously during protocol execution. These SC protocols $[7-9,117]$ are secure under the malicious model. How-
ever, their security is only guaranteed when the number of malicious parties is less than half of the total parties involved in the protocol execution. When the majority of parties are malicious (or dishonest majority), the current state of the art implementation of an SC to achieve malicious security is Rabbit [62] which adopts the edaBits protocol in the MP-SPDZ library [29]. MP-SPDZ provides implementations of different fundamental SMC techniques, such as secret sharing, oblivious transfer (OT) [120] and homomorphic encryption [71]. It allows mixing these techniques to achieve best efficiency.

In this chapter we propose a novel technique, termed as randomized replication, to develop a compiler that transforms semi-honestly secure SC protocols to be secure against malicious majority. More specifically, we consider the client-server computing model where clients outsource their data and analytics tasks to two or more independent servers. Most existing SMC solutions are applicable in the model. Our proposed compiler is also generic in that a newly developed and more efficient secure comparison protocol can be used without changing most of its code or structure. Since the clients are not involved in protocol execution, the servers are commonly referred to as the participating parties. As a result, an SC protocol under the client-server model may be formulated as:

$$
S C\left(\left\langle P_{i},[a]^{P_{i}},[b]^{P_{i}}\right\rangle\right) \rightarrow\left\langle P_{i},[\tau]^{P_{i}}\right\rangle
$$

where a and b are actual values being compared, $[a]^{P_{i}}$ and $[b]^{P_{i}}$ are secret shares of a and b that are possessed by party $P_{i}$, and $i$ varies from 1 to $n$. The comparison result is represented by $\tau$, secretly shared among the $n$ parties. Our contributions are as follows:

- We present a novel compiler that executes a semi-honest SC protocol $\kappa$ times with randomized and replicated inputs plus end protocol verification, where $\kappa$
is a user chosen statistical security parameter.
- The $\kappa$ parameter in our compiler is independent of the underling homomorphic encryption scheme. This leads to a small polynomial dimension $N$ and a short ciphertext.
- We achieve higher statistical security than Rabbit up to 60 -bit security based on the current SEAL library implementation. Since Rabbit is limited to 40-bit security in the MP-SPDZ library latest implementation.
- Our protocol achieve security in both covert and malicious models only by adjusting the actual value of $\kappa$.
- According to our empirical results and comparing to Rabbit, our solution has at least 5 times more efficient run-time and incurs at least 10 times less message complexity.


### 4.2 Building Blocks

### 4.2.1 Pairwise Secure Multiplication

Given two secret shared values $[x],[y]$, we aim to get their multiplication based on the pair wise multiplication observation as follows:

$$
\begin{aligned}
x y & =\left([x]^{P_{1}}+\cdots+[x]^{P_{n}}\right)\left([y]^{P_{1}}+\cdots+[y]^{P_{n}}\right) \\
& =\sum_{i=1}^{n}[x]^{P_{i}}[y]^{P_{i}}+\sum_{i=1}^{n} \sum_{j=1 \wedge i \neq j}^{n}[x]^{P_{i}}[y]^{P_{j}}
\end{aligned}
$$

The first summation is computed locally by each party, and the second summation utilizes the $\mathcal{F}_{\text {mult2 }}$ functionality to produce secret shares of multiplication between each $\left\langle[x]^{P_{i}},[y]^{P_{j}}\right\rangle$ pair. Then the share of $[x y]$ for each party can be derived by summing
all its local shares:

$$
[x y]^{P_{i}} \leftarrow[x]^{P_{i}}[y]^{P_{i}}+\sum_{j=1 \wedge j \neq i}^{n} \mathcal{F}_{\text {mult } 2}\left([x]^{P_{i}},[y]^{P_{j}}\right)
$$

$\mathcal{F}_{\text {mult }_{2}}\left(\left\langle P_{i}, \alpha\right\rangle,\left\langle P_{j}, \beta\right\rangle\right)$ : the implementation of $\mathcal{F}_{\text {mult }}^{2}$ uses homomorphic encryption (HE) provided by the SEAL library [30]. The key steps are given in Protocol 11. The suitable HE parameters are chosen $P_{i}$ according to the plaintext domain and security level specified by the system.

Protocol $11 \operatorname{Mult}_{2}\left(\left\langle P_{i}, \alpha\right\rangle,\left\langle P_{j}, \beta\right\rangle\right) \rightarrow\left\langle P_{i},[\alpha \beta]^{P_{i}}\right\rangle,\left\langle P_{j},[\alpha \beta]^{P_{j}}\right\rangle$
Require: $p$ is prime of $\ell$ bits, $\mathrm{Enc}_{p k_{i}}$ is an encryption function with $P_{i}$ 's public key $p k_{i}$ and $\mathrm{Dec}_{s k_{i}}$ is a decryption function with $P_{i}$ 's private key $s k_{i}$.
1: $P_{i}$ : Compute $\operatorname{Enc}_{p k_{i}}(\alpha)$ and send it to $P_{j}$
2: $P_{j}$ :
(a) Select a random value $r \in \mathbb{Z}_{p}$
(b) Based on the homomorphic properties of HE, derive $c \leftarrow \operatorname{Enc}_{p k_{i}}(\alpha \beta+r)$
(c) Set $[\alpha \beta]^{P_{j}} \leftarrow-r$ and send $c$ to $P_{i}$

3: $P_{i}: \operatorname{Set}[\alpha \beta]^{P_{i}} \leftarrow \operatorname{Dec}_{s k_{i}}(c)$

## Security Analysis

Like most SPDZ based protocols, we assume that the HE keys are generated by a trusted process, e.g., services provided by a public key infrastructure (PKI). As previously stated, these sub-protocols only need to guarantee privacy. As a result, the security proofs of these protocols are straightforward based on the real-ideal paradigm [14]. That is, for each protocol, we need to construct a simulator $\mathcal{S}$ that has access to the ideal functionality. To proof a protocol is secure, we just need to show the simulated execution image produced by $\mathcal{S}$ is computationally indistinguishable from that of the real execution.

Claim 3. Protocol Mult ${ }_{2}$ securely implements $\mathcal{F}_{\text {multa }}$ when at most one party is malicious.

Proof. This protocol is mostly the same as the ones presented in [12,45]. The protocol is secure as long as the parameters are chosen correctly. Referring to [45] for detailed analysis. The parameters used for our experimental analysis are discussed in Section 4.6. Note that the protocol does not guarantee correctness which is not necessary for constructing the proposed compiler.

### 4.3 Secure Comparison in the Malicious Majority

In the previous protocols, a malicious party can modify the shares to produce invalid comparison results. For example, suppose $P_{1}$ is malicious and has shares $[a]^{P_{1}}$ and $[b]^{P_{1}}$. If the domain size $l_{s}$ of the shares is at least twice as big as the domain size $l_{v}$ of the actual values (i.e., $a$ and $b$ ), $P_{1}$ can simply add $2^{l_{v}}-1$ to its share of $a$. By doing so,the malicious party would have a very good chance of flipping the comparison outcome. The attack success rate is about $\frac{1}{2}$ analyzed below.

Except for aborting the protocol, a malicious behavior during protocol execution is equivalent to share modification. Therefore, we merely need to estimate the probability that by modifying the shares, how likely the comparison result of SC will change. Recall that the SC protocol returns 0 if $a \geq b$, and 1 otherwise. As discussed in Section 3.2, $a$ and $b$ are bounded by $\left\lfloor\frac{p}{2}\right\rfloor$. The following attack is feasible that may flip the comparison result:

- The adversary $\mathcal{A}$ modifies the shares $[a]^{\mathcal{A}}$ and $[b]^{\mathcal{A}}$ for each execution of $\mathcal{F}_{\mathrm{sc}}$.

Let $E$ be the event of flipping the comparison result by modifying the shares, and the probability of $E$ can be estimated as follows assuming $a \geq b$ and $a<b$ are equally
likely to happen in practice:

$$
\begin{aligned}
\mathcal{P}(E) & =\mathcal{P}(a \geq b) \mathcal{P}(E \mid a \geq b)+\mathcal{P}(a<b) \mathcal{P}(E \mid a<b) \\
& =\frac{1}{2} \mathcal{P}(E \mid a \geq b)+\frac{1}{2} \mathcal{P}(E \mid a<b) \\
& =\frac{1}{2}(\mathcal{P}(b>a)+\mathcal{P}(b \leq a)) \\
& =\frac{1}{2}
\end{aligned}
$$

Such an attack can be easily carried out because the malicious party knows exactly which share to modify. In what follows, we will propose novel strategies to reduce the attack success rate to a negligible one.

Let $\kappa$ be a statistical security parameter, and our goal is to detect malicious behaviors with probability bounded by $1-\frac{1}{2^{\kappa}}$. To achieve this, the key idea in our design is for the participating parties to execute $\kappa$ independent copies of the SC protocol with randomized input. By randomization, we mean the input shares $\langle[a],[b]\rangle$ are randomly permuted so that the malicious parties will not be able to consistently alter the shares across all $\kappa$ copies. The following steps are needed to transform any semi-honest secure SC protocols into a secure one under the malicious model.

- Input commitment: The clients provide their inputs to the servers along with commitments to prevent input modification by the malicious servers.
- Randomized input replications: After the servers receive the shares, they randomize the ordering of the input to produce $\kappa$ copies of the input pairs for subsequent $\kappa$ independent SC computations.
- Output verification: Checking if all $\kappa$ copies produce the same outputs.


### 4.3.1 Input Commitment

For the rest of this section, we use a triple $\left[a, \theta_{a}, \delta_{a}\right]$ to represent shares of the input value $a$, where $\delta_{a}$ is randomly chosen from $\mathbb{Z}_{p}$, and $\theta_{a}=a \cdot \delta_{a}$. The value $\theta_{a}$ serves as a message authentication code (MAC) for $a$. Such code is also used in [12]. To verify if the shares of $a$ have been modified or not, the parties can perform the following verification steps:

- Collaboratively generate a random secretly shared value $r$ from $\mathbb{Z}_{p}^{+}$. This can be done by randomly generate $[r]$ and $[s]$ from $\mathbb{Z}_{p}$. $[t] \leftarrow \mathcal{F}_{\text {mult }}([r],[s])$ and $\mathcal{F}_{\text {open }}([t])$. If $t=0$, repeat these steps; otherwise, return $[r]$.
- Compute $[\omega] \leftarrow[r]\left(\left[\theta_{a}\right]-[a]\left[\delta_{a}\right]\right)$.
- $\mathcal{F}_{\text {open }}([\omega])$ and examine:
- If $\omega=0$, verification passed.
- If $\omega \neq 0$, verification failed.

As long as one party follows the steps, any modifications to the shares can be detect with probability $1-\frac{1}{p}$. The goal of this verification is to make sure that when inputs are replicated, any malicious changes to the shares can be detected before executing the SC protocol. When $p$ is small and not sufficient to achieve the desired security, we can increase either the size of $p$ or the size of the authenticated shares. More details are discussed in Section 4.4.1.

### 4.3.2 Input Randomization and Replication

Input commitment only guarantees the inputs are valid; however, it cannot be used to verify if the parties followed the the prescribed steps during protocol execution. To be able to verify if the parties followed the protocol, the parties execute SC $\kappa$ times
in parallel with randomized inputs. For example, we flip a coin $\kappa$ times, the outcome of each coin flip is denoted by $t_{i}$ for $1 \leq i \leq \kappa$. For succinctness, we use [[a]] to represent $\left\langle[a],\left[\theta_{a}\right],\left[\delta_{a}\right]\right\rangle$, and adopt $\left\langle[[x]],[[y]],\left[t_{i}\right]\right\rangle$ or $\langle[[x]],[[y]]\rangle_{t_{i}}$ to represent the randomized input for the $i$-th SC execution based on $t_{i}$ :

- $\langle[[x]],[[y]]\rangle_{t_{i}}=\langle[[a]],[[b]]\rangle$, if $t_{i}=0$
- $\langle[[x]],[[y]]\rangle_{t_{i}}=\langle[[b]],[[a]]\rangle$, if $t_{i}=1$

The randomization of the input shares has to be performed in an oblivious way so that the parties do not know which input shares are actually swapped. To achieve this, the parties perform the steps given in Protocol 12:

- Step 1: the parties generate a shared random bit $\left[t_{i}\right]$ for each input pair, and $\left[t_{i}\right]$ will also be used to de-randomize the output of the $i$-th SC execution.
- Step 2: from $\left[t_{i}\right]$, the parties generate a permutation matrix, denoted by $\left[M_{t_{i}}\right]$ for each input pair $\langle[[a]],[[b]]\rangle$. When $t_{i}=0, M_{t}$ is the 2-by-2 identity matrix. When $t_{i}=1, M_{t_{i}}$ is a transpose of the 2-by-2 identity matrix.
- Step 3: randomize each input pair by securely multiplying $\langle[[a]],[[b]]\rangle$ with $\left[M_{t_{i}}\right]$. Note that the secure matrix multiplication is applied to each pair of components of $[[a]]$ and $[[b]]$, i.e., $\langle[a],[b]\rangle,\left\langle\left[\theta_{a}\right],\left[\theta_{b}\right]\right\rangle$ and $\left\langle\left[\delta_{a}\right],\left[\delta_{b}\right]\right\rangle$. At the end, the protocol produces $\left\langle[[x]],[[y]],\left[t_{i}\right]\right\rangle$.

Protocol 12 Input_Rand([[a]], [[b]]) $\rightarrow\left\langle[[x]],[[y]],\left[t_{i}\right]\right\rangle$
Require: $p$ is a prime defining the share domain.
$:\left[t_{i}\right] \leftarrow \mathcal{F}_{\text {rand }_{b}}(p)$
$\left[M_{t_{i}}\right] \leftarrow\left\{\begin{array}{cc}{\left[1-t_{i}\right]} & {\left[t_{i}\right]} \\ {\left[t_{i}\right]} & {\left[1-t_{i}\right]}\end{array}\right\}$
$\langle[[x]],[[y]]\rangle_{t_{i}} \leftarrow\langle[[a]],[[b]]\rangle \times\left[M_{t_{i}}\right]$
return $\left\langle[[x]],,[[y]],\left[t_{i}\right]\right\rangle$

At the step 3 of Protocol 12, to derive the shares of [ $1-t_{i}$ ], a designated party, say $P_{1}$, sets its share $\left[1-t_{i}\right]^{P_{1}} \leftarrow 1-\left[t_{i}\right]^{P_{1}}$, and the other parties set their shares to
$\left[1-t_{i}\right]^{P_{j}} \leftarrow p-\left[t_{i}\right]^{P_{j}}$. The rest of the computations of the protocol can be carried out normal with standard secure additions and multiplications. The same set of permutation matrices can be used to permute the inputs for a number of SCs on different inputs as long as the comparison results are not leaked until the end of all SC executions.

Functionality $13 \mathcal{F}_{\text {sc }_{m}}\left(\left\langle[[a]]^{\mathcal{A}},[[b]]^{\mathcal{A}}\right\rangle,\left\langle[[a]]^{\overline{\mathcal{A}}},[[b]]^{\overline{\mathcal{A}}}\right\rangle\right) \rightarrow[[\tau]]^{\mathcal{A}},[[\tau]]^{\overline{\mathcal{A}}}$
Require: $\left\langle[[a]]^{\mathcal{A}},[[b]]^{\mathcal{A}}\right\rangle$ indicates the set of authenticated input shares controlled by the adversary $\mathcal{A}$, and $\left\langle[[a]]^{\overline{\mathcal{A}}},[[b]]^{\overline{\mathcal{A}}}\right\rangle$ refers to the set of authenticated shares from honest parties. $\kappa$ is the security parameter.
1: $\mathcal{F}_{\text {sc }_{m}}$ receives $\left\langle[[a]]^{\overline{\mathcal{A}}},[[b]]^{\overline{\mathcal{A}}}\right\rangle$ from the honest parties, denoted by $P_{\overline{\mathcal{A}}}$. It also receives $\left\langle[[a]]^{\mathcal{A}},[[b]]^{\mathcal{A}}\right\rangle$ from $\mathcal{A}$.
2: From these shares, $\mathcal{F}_{\text {sc }}$ derives $\left[a^{\prime}, \theta_{a^{\prime}}, \delta_{a^{\prime}}\right]$ and $\left[b^{\prime}, \theta_{b^{\prime}}, \delta_{\left.b^{\prime}\right]}\right.$ :
(a) If $\theta_{a^{\prime}} \neq a^{\prime} \cdot \delta_{a^{\prime}}$ or $\theta_{b^{\prime}} \neq b^{\prime} \cdot \delta_{b^{\prime}}$, send abort message to all parties.

3: Set $\tau=0$ if $a^{\prime} \geq b^{\prime}$; otherwise, set $\tau=1$.
4: Construct authenticated shares of $[[\tau]]^{\mathcal{A}}$ and $[[\tau]]^{\overline{\mathcal{A}}}$ according to the security parameter $\kappa$, and send $[[\tau]]^{\mathcal{A}}$ to $\mathcal{A}$.
5: $\mathcal{F}_{\text {sc }_{m}}$ waits for reply from $\mathcal{A}$ :
(a) If the reply is abort, send abort to $P_{\overline{\mathcal{A}}}$.
(b) If the reply is continue, send $[[\tau]]^{\overline{\mathcal{A}}}$ to $P_{\overline{\mathcal{A}}}$.

## Protocol 14 Open $_{m}([s]) \rightarrow s$

Require: $\mathcal{H}$ is secure commitment scheme that has $\kappa$-bit security, where $\kappa$ is a statistically security parameter.
$P_{i}$ broadcasts a commitment of its share $\mathcal{H}\left([s]^{P_{i}}\right)$ to the other parties.
After each party receives the commitments from all parities, $P_{i}$ broadcasts a commitment of its share $[s]^{P_{i}}$.
3: If the received shares cannot be verified, abort the protocol
Reconstruct $s$ from the shares.

## Randomizing Inputs with Multiple Components

To permute a pair of random triples, we could apply the same permutation matrix on the corresponding components of each triple. Alternatively, we could first pact the

```
Protocol 15 Verify ([[a]])
Require: \([[a]] \equiv\left\langle[a],\left[\theta_{a}\right],\left[\delta_{a}\right]\right\rangle\)
    \([t] \leftarrow \mathcal{F}_{\text {mult }}\left([a],\left[\delta_{a}\right]\right)\)
    \([s] \leftarrow[t]-\left[\theta_{a}\right]\)
    Return \(\mathcal{F}_{\text {verify_zero }}([s])\)
Protocol 16 Verify_Zero ([s])
    \(\left[r_{1}\right] \leftarrow \mathcal{F}_{\text {rand }}(p)\) and \(\left[r_{2}\right] \leftarrow \mathcal{F}_{\text {rand }}(p)\)
    \([t] \leftarrow \mathcal{F}_{\text {mult }}\left(\left[r_{1}\right],\left[r_{2}\right]\right)\)
    \(t \leftarrow \mathcal{F}_{\text {open }_{m}}([t])\)
    Abort the protocol if \(\mathcal{F}_{\text {open }_{m}}([t])\) aborts.
    If \(t=0\), repeat the previous steps.
    \(\left[t^{\prime}\right] \leftarrow \mathcal{F}_{\text {mult }}\left(\left[r_{1}\right],[s]\right)\)
    \(t \leftarrow \mathcal{F}_{\text {open }_{m}}\left(\left[t^{\prime}\right]\right)\)
    Abort the protocol if \(\mathcal{F}_{\text {open }_{m}}([t])\) aborts.
    9: If \(t^{\prime}=0\), return true; otherwise, return false.
```

three components of a triple into a bigger share and generate a permutation matrix in a larger field to contain the bigger share. After multiplying the pair of the bigger shares with the permutation matrix, we can unpact the bigger shares to produce a permuted pair of triples.

### 4.3.3 Output Verification

The modified comparison will be performed $\kappa$ times. After that we need to verify the consistency of these results. Let $\left[z_{1}\right], \ldots,\left[z_{\kappa}\right]$ be the results running the protocol $\kappa$ times on randomized inputs. Before verifying the consistency of the results, we need to de-randomize them based on the $t_{i}$ values used to randomize the input shares. However, we cannot simple de-randomize the results since the probability that the adversary alters the de-randomized results without being detected is no longer negligible. For instance, if the results are 0 , then the adversary could add one to the share it controls across all $\kappa$ results. This causes the comparison result flipped, and it is not guarantee to detect such malicious behaviors. As a solution, the parties need to authenticate the shares of $z_{i}$ and $t_{i}$ to produce $\left[\left[z_{i}\right]\right]$ and $\left[\left[t_{i}\right]\right]$ before de-randomization.

## Share Authentication and Result De-randomization

The parties commit or authenticate their shares of the results before de-randomization. Let $\left[\left[z_{1}\right]\right], \ldots,\left[\left[z_{\kappa}\right]\right]$ be the authenticated shares of $z_{1}, \ldots, z_{\kappa}$, and $\tau_{1}, \ldots, \tau_{\kappa}$ be the derandomized results. The parties can derive $\left[\left[\tau_{i}\right]\right]$ from $\left[\left[z_{i}\right]\right]$ and $\left[\left[t_{i}\right]\right]$ (see Section 4.4 for the details). To verify if the $\tau_{i}$ values are consistent, the parties perform the following steps:

- Derive $[[\tau]] \equiv\left\langle[\tau],\left[\theta_{\tau}\right],\left[\delta_{\tau}\right]\right\rangle$, where

$$
\begin{aligned}
& -[\tau] \leftarrow \sum_{i=1}^{\kappa}\left[\tau_{i}\right] \\
& -\left[\theta_{\tau}\right] \leftarrow \sum_{i=1}^{\kappa} \kappa\left[\theta_{\tau_{i}}\right] \\
& -\left[\delta_{\tau}\right] \leftarrow \sum_{i=1}^{\kappa}\left[\delta_{\tau_{i}}\right]
\end{aligned}
$$

- Call $\mathcal{F}_{\text {verfy }}([[\tau]])$ : If verification fails, we conclude malicious behavior occurred during protocol execution.

To see why the above verification works, we need to examine closely how the shares are derived. The security guarantee of the verification procedure is formalized in the next section.

### 4.4 The $\mathrm{SC}_{m}$ Protocol

Based on the proposed transformation techniques, we are ready to construct the $\mathrm{SC}_{m}$ protocol whose key steps are present in Protocol 17. In what follows, we discuss its step and the intuition behind the proposed design choices. Detailed security analysis is presented in Section 4.4.1. In the current version of the protocol, we assume that $p$ is large enough to achieve $\kappa$-bit security. $\kappa=40$ is sufficient for most applications. For efficiency considerations, we want to keep the size of $p$ just adequate to accommodate the input values. Thus, we will later propose a strategy to achieve $\kappa$-bit security
$\overline{\text { Protocol } 17 \mathrm{SC}_{m}(\langle[[a]],[[b]]\rangle) \rightarrow\left[\left[c_{0}\right]\right]}$

## Require:

1: (a) $p$ is a prime that defines the domain of the shares, and sufficiently large to provide $\kappa$-bit security.
(b) $\kappa$ is a parameter indicating $\kappa$-bit statistical security.
(c) Index $i$ is bounded by $\kappa$, i.e., $1 \leq i \leq \kappa$.

2: Input randomization and replication:
(a) $\left\langle[[x]],[[y]],\left[t_{i}\right]\right\rangle \leftarrow \mathcal{F}_{\text {input_rand }}([[a]],[[b]])$

3: Input verification:
(a) For each $\left\langle[[x]],[[y]],\left[t_{i}\right]\right\rangle$, call $\mathcal{F}_{\text {verify }}([[x]])$ and $\mathcal{F}_{\text {verify }}([[y]])$
(b) The protocol aborts if any verification aborted or failed.

4: Executing $\kappa$ secure comparison in parallel and generate authenticated shares for each result:
(a) $\left[z_{i}\right] \leftarrow \mathcal{F}_{\text {sc }}\left(\langle[x],[y]\rangle_{t_{i}}\right)$
(b) $\left[\delta_{z_{i}}\right] \leftarrow \mathcal{F}_{\text {rand }}(p)$ and $\left[\delta_{t_{i}}\right] \leftarrow \mathcal{F}_{\text {rand }}(p)$
(c) $\left[\theta_{z_{i}}\right] \leftarrow \mathcal{F}_{\text {mult }}\left(\left[z_{i}\right],\left[\delta_{z_{i}}\right]\right)$ and $\left[\theta_{t_{i}}\right] \leftarrow \mathcal{F}_{\text {mult }}\left(\left[t_{i}\right],\left[\delta_{t_{i}}\right]\right)$
(d) $\left[\left[z_{i}\right]\right] \leftarrow\left\langle\left[z_{i}\right],\left[\theta_{z_{i}}\right],\left[\delta_{z_{i}}\right]\right\rangle$
(e) $\left[\left[t_{i}\right]\right] \leftarrow\left\langle\left[t_{i}\right],\left[\theta_{t_{i}}\right],\left[\delta_{t_{i}}\right]\right\rangle$

5: De-randomize the results and derive the authenticated shares of de-randomized results:
(a) $\left[\tau_{i}\right] \leftarrow\left[t_{i}\right]+\left[z_{i}\right]-2 \times \mathcal{F}_{\text {mult }}\left(\left[t_{i}\right],\left[z_{i}\right]\right)$
(b) $\left[\delta_{\tau_{i}}\right] \leftarrow \mathcal{F}_{\text {mult }}\left(\left[\delta_{t_{i}}\right],\left[\delta_{z_{i}}\right]\right)$
(c) $\left[\theta_{\tau_{i}}\right] \leftarrow \mathcal{F}_{\text {mult }}\left(\left[\theta_{t_{i}}\right],\left[\delta_{z_{i}}\right]\right)+\mathcal{F}_{\text {mult }}\left(\left[\delta_{t_{i}}\right],\left[\theta_{z_{i}}\right]\right)-2 \times \mathcal{F}_{\text {mult }}\left(\left[\theta_{t_{i}}\right],\left[\theta_{z_{i}}\right]\right)$
(d) $\left[\left[\tau_{i}\right]\right] \leftarrow\left\langle\left[\tau_{i}\right],\left[\theta_{\tau_{i}}\right],\left[\delta_{\tau_{i}}\right]\right\rangle$

6: Verifying the result:
(a) $[\tau] \leftarrow \sum_{i=1}^{\kappa}\left[\tau_{i}\right],\left[\theta_{\tau}\right] \leftarrow \sum_{i=1}^{\kappa} \kappa\left[\theta_{\tau_{i}}\right]$, and $\left[\delta_{\tau}\right] \leftarrow \sum_{i=1}^{\kappa}\left[\delta_{\tau_{i}}\right]$
(b) Call $\mathcal{F}_{\text {verfy }}([[\tau]])$, and the protocol aborts if any verification returns either abort or fail.
7: Derive the final authenticated result:
(a) $\left[c_{0}\right] \leftarrow \kappa^{-1}[\tau]$ and $\left[\theta_{c_{0}}\right] \leftarrow \kappa^{-1}\left[\theta_{\tau}\right]$
(b) $\left[\left[c_{0}\right]\right] \leftarrow\left\langle\left[c_{0}\right],\left[\theta_{c_{0}}\right],\left[\delta_{c_{0}}\right]\right\rangle$ where $\left[\delta_{c_{0}}\right] \leftarrow\left[\delta_{\tau}\right]$
without increasing the size of $p$ which leads to more efficient protocol implementations for small input domains.

The protocol takes authenticated shares from the clients or dealers. In real applications, $a$ and $b$ are generally belong to different clients. The shares are distributed to the servers or parties who perform the secure computations.

- Step 1: the original input shares are randomized and replicated $\kappa$ times. Each time, a shared random bit $t_{i}$ is generated to produce randomized input shares $[[x]]$ and $[[y]]$. Note that those are authenticated shares, but the shares of $t_{i}$ are not. In the later steps, the protocol will generate authenticated shares for $t_{i}$. It is possible to generate the authenticated shares for $t_{i}$ at this step.
- Step 2: Verify the integrity of the shares. The protocol aborts if any verification failed or aborted. This step captures if any malicious parties modified their shares during input randomization process.
- Step 3: For each randomized input pairs, call the $\mathcal{F}_{\text {sc }}$ functionality, and the randomized comparison result is secretly shared and stored in $\left[z_{i}\right]$. Next, the authenticated shares for both $z_{i}$ and $t_{i}$ are produced.
- Step 4: De-randomize the result to obtain the actual result $\tau_{i}$ for each comparison. Step 4(a) performs a secure xor of $z_{i}$ and $t_{i}$; that is, $\left[\tau_{i}\right]=\left[z_{i} \oplus t_{i}\right]$. Then based on the authenticated shares $\left[\left[z_{i}\right]\right]$ and $\left[\left[t_{i}\right]\right]$, the protocol derives the authenticated shares of $\tau_{i}$. First, $\left[\delta_{\tau_{i}}\right]=\left[\delta_{z_{i}} \delta_{t_{i}}\right]$ is derived by a secure multiplication of $\left[\delta_{z_{i}}\right]$ and $\left[\delta_{t_{i}}\right]$. Then the protocol computes $\left[\theta_{\tau_{i}}\right]$ :

$$
\begin{aligned}
{\left[\theta_{\tau_{i}}\right] } & =\left[\theta_{t_{i}}\right]\left[\delta_{z_{i}}\right]+\left[\theta_{z_{i}}\right]\left[\delta_{t_{i}}\right]-2\left[\theta_{t_{i}}\right]\left[\theta_{z_{i}}\right] \\
& =\left[t_{i} \delta_{t_{i}}\right]\left[\delta_{z_{i}}\right]+\left[z_{i} \delta_{z_{i}}\right]\left[\delta_{t_{i}}\right]-2\left[t_{i} \delta_{t_{i}}\right]\left[z_{i} \delta_{z_{i}}\right] \\
& =\left[t_{i} \delta_{t_{i}} \delta_{z_{i}}+z_{i} \delta_{z_{i}} \delta_{t_{i}}-2 t_{i} z_{i} \delta_{t_{i}} \delta_{z_{i}}\right] \\
& =\left[\left(t_{i}+z_{i}-2 t_{i} z_{i}\right) \delta_{t_{i}} \delta_{z_{i}}\right] \\
& =\left[\tau_{i} \delta_{\tau_{i}}\right]
\end{aligned}
$$

- Step 5: verify the comparison result based on the strategy discussed in Section 4.3.3. The protocol aborts if the verification aborted or failed.
- Step 6: derive the final authenticated comparison result. $\kappa^{-1}$ indicates the multiplicative inverse of $\kappa$ in $\mathbb{Z}_{p}$. If the verification passed at Step 5, $\tau$ is either 0 or $\kappa$ and $\theta_{\tau}$ is either 0 or $\kappa \delta_{\tau}$. That is:

$$
[[\tau]]= \begin{cases}\left\langle[0],[0],\left[\delta_{\tau}\right]\right\rangle & \text { if } \tau=0 \\ \left\langle[\kappa],\left[\kappa \delta_{\tau}\right],\left[\delta_{\tau}\right]\right\rangle & \text { if } \tau=\kappa\end{cases}
$$

Thus, after multiplying $\kappa^{-1}$ with $[\tau]$ and $\left[\theta_{\tau}\right], c_{0}$ is set to 0 or 1 , and $\left[\left[c_{0}\right]\right]$ is returned as

$$
\left[\left[c_{0}\right]\right]= \begin{cases}\left\langle[0],[0],\left[\delta_{\tau}\right]\right\rangle & \text { if } c_{0}=0 \\ \left\langle[1],\left[\delta_{\tau}\right],\left[\delta_{\tau}\right]\right\rangle & \text { if } c_{0}=1\end{cases}
$$

At the end of the protocol, each party sends its shares of $\left[\left[c_{0}\right]\right]$ to the client whose reconstructs $c_{0}, \theta_{c_{0}}$ and $\delta_{c_{0}}$. The client accepts the result if $\theta_{c_{0}}=c_{0} \delta_{c_{0}}$. If $\mathrm{SC}_{m}$ is adopted as a sub-protocol, then $\left[\left[c_{0}\right]\right]$ can be directly used for the subsequent secure computations.

The protocol can be simplified by requiring the client to perform some extra computations. At Step 3, the shares of $\kappa$ pairs of $\left[\left[z_{i}\right]\right]$ and $\left[\left[t_{i}\right]\right]$ can be returned to the client who then verifies the authenticated shares and de-randomize the comparison results. The client accepts the result if all verifications passed and all $\kappa$ de-randomized results are the same. Alternatively, if $\mathrm{SC}_{m}$ is a subroutine, the execution could end at Step 4 where the $\left[\left[\tau_{i}\right]\right]$ values would be used for the subsequent computations. We will provide more details about this alternative in the range query application shortly.

### 4.4.1 Security Analysis

In this section, we analyze the security of $\mathrm{SC}_{m}$ using the real-ideal paradigm. First, we prove the following claim related to the output verification step of $\mathrm{SC}_{m}$.

Claim 4. If the parties follow the $S C_{m}$ protocol, $\mathcal{F}_{\text {verfy }}([[\tau]])$ will succeed. On the other hand, if any shares are modified after $\left[\left[z_{i}\right]\right]$ and $\left[\left[t_{i}\right]\right]$ are generated, the verification will fail with probability

$$
\min \left(1-\frac{1}{p}, 1-\frac{1}{2^{\kappa}}\right)
$$

Proof. Suppose the parties follow the protocol to derive [[ $\tau]$ ] correctly, then all $\tau_{i}$ values are either 0 or 1 , and we have

$$
\begin{equation*}
\theta_{\tau}=\sum_{i=1}^{\kappa} \kappa \theta_{\tau_{i}}=\sum_{i=1}^{\kappa} \kappa \tau_{i} \delta_{\tau_{i}}=\kappa \tau_{i} \delta_{\tau} \tag{4.1}
\end{equation*}
$$

If $\tau_{i}=0$, then $\tau=0$ and $\theta_{\tau}=0$. If $\tau_{i}=1$, then $\tau=\kappa$ and $\theta_{\tau}=\kappa \delta_{\tau}$. In either case, $\theta_{\tau}$ is derived correctly. As a consequence, the verification will go through successfully.

Next we analyze the probability that the verification passes when any shares could be modified by the adversary $\mathcal{A}$. During the verification process, the parties compute the following values:

$$
\begin{align*}
\tau \delta_{\tau} & =\hat{\tau} \sum_{i=1}^{\kappa} \hat{\delta}_{\tau_{i}}=\hat{\tau} \sum_{i=1}^{\kappa} \hat{\delta}_{t_{i}} \hat{\delta}_{z_{i}}  \tag{4.2}\\
\theta_{\tau} & =\hat{\kappa} \sum_{i=1}^{\kappa}\left(\hat{t}_{i}+\hat{z}_{i}-2 \hat{t}_{i} \hat{z}_{i}\right) \hat{\delta}_{t_{i}} \hat{\delta}_{z_{i}} \tag{4.3}
\end{align*}
$$

Since the adversary could modify any values in either equation, let $\hat{\tau}, \hat{\kappa}, \hat{t}_{i}, \hat{z}_{i}, \hat{\delta}_{t_{i}}$ and $\hat{\delta}_{z_{i}}$ denote the values after their shares were modified by $\mathcal{A}$. However, the adversary had no control over what the actual values would be after modifying the shares of these values because $t_{i}, z_{i}, \delta_{t_{i}}$ and $\delta_{z_{i}}$ were randomly generated. As a result, if $\tau \neq 0$ or $\tau \neq \kappa$, the chance for the two equation to return the same value is $\frac{1}{p}$. In addition,
if $z_{i}$ and $t_{i}$ could be correctly predicted, the verification would pass as long as $\hat{\tau}=\hat{\kappa}$ in both equations. Nevertheless, since each pair of input was randomized, and $t_{i}$ was randomly generated, the probability that the adversary can predict both values correctly is bounded by $\frac{1}{2^{\kappa}}$ because there are $\kappa$ input pairs and $t_{i}$ values.

Another scenario is that the adversary followed the protocol until the end step 4. The adversary may try to flip the result during step 5 . It is easy to change $\tau$ from 0 to $\kappa$, and vice versa, but still making the equality $\tau \delta_{\tau}=\theta_{\tau}$ valid is difficult for the adversary due to the fact that $\delta_{\tau}$ is random. The probability of the equality is valid after any modifications to the shares of $\tau, \delta_{\tau}, \theta_{\tau}, \tau_{i}, \delta_{\tau_{i}}$ and $\theta_{\tau_{i}}$ is bounded by $\frac{1}{p}$.

Combining these probabilities, the overall probability of passing the verification when $\tau$ is neither 0 or $\kappa$ is $\max \left(\frac{1}{p}, \frac{1}{2^{\kappa}}\right)$ which leads to the failure probability given in the claim.

Claim 5. Protocol $S C_{m}$ securely implements $\mathcal{F}_{s c_{m}}$ with abort in the $\left(\mathcal{F}_{\text {input_rand }}, \mathcal{F}_{\text {verify }}, \mathcal{F}_{\text {sc }}, \mathcal{F}_{\text {rand }}, \mathcal{F}_{\text {verify_zero }}, \mathcal{F}_{\text {mult }}\right)$-hybrid model in presence of a malicious adversary controlling at most $n-1$ parties.

Proof. We prove the security of $\mathrm{SC}_{m}$ under the universally composable security model [121]. The main idea is to build a simulator that interacts with the ideal functionalities. If the protocol is secure, then the environment cannot distinguish a real execution of $\mathrm{SC}_{m}$ from an ideal execution between the simulator and the functionalities. The simulator $\mathcal{S}_{\mathrm{sc}_{m}}$ is constructed as follows:

- Receive $[[a]]^{\mathcal{A}}$ and $[[b]]^{\mathcal{A}}$ from the adversary $\mathcal{A}$.
- $\mathcal{S}_{\text {sc }_{m}}$ calls the simulator $\mathcal{S}_{\text {input_rand }}\left([[a]]^{\mathcal{A}},[[b]]^{\mathcal{A}}\right)$ of $\mathcal{F}_{\text {input_rand }}$, and let $\left\langle\left[\left[x^{*}\right]\right]^{\mathcal{A}},\left[\left[y^{*}\right]\right]^{\mathcal{A}},\left[t_{i}^{*}\right]^{\mathcal{A}}\right\rangle$ be the $i$-th output from $\mathcal{S}_{\text {input_rand }}$, where $1 \leq i \leq \kappa$.
- For each $\left\langle\left[\left[x^{*}\right]\right]^{\mathcal{A}},\left[\left[y^{*}\right]\right]^{\mathcal{A}},\left[t_{i}^{*}\right]^{\mathcal{A}}\right\rangle, \mathcal{S}_{\text {sc }_{m}}$ calls the simulators $\mathcal{S}_{\text {verify }}\left(\left[\left[x^{*}\right]\right]^{\mathcal{A}}\right)$ and $\mathcal{S}_{\text {verify }}\left(\left[\left[y^{*}\right]\right]^{\mathcal{A}}\right)$ of $\mathcal{F}_{\text {verify }} . \mathcal{S}_{\mathrm{sc}_{m}}$ outputs abort if any $\mathcal{S}_{\text {verify }}$ returned abort.
- For each $\left\langle\left[\left[x^{*}\right]\right]^{\mathcal{A}},\left[\left[y^{*}\right]\right]^{\mathcal{A}},\left[t_{i}^{*}\right]^{\mathcal{A}}\right\rangle \mathcal{S}_{\mathrm{sc}_{m}}$ calls the simulator $\mathcal{S}_{\mathrm{sc}}\left(\left\langle\left[\left[x^{*}\right]\right]^{\mathcal{A}},\left[\left[y^{*}\right]\right]^{\mathcal{A}}\right\rangle_{t_{i}^{*}}\right)$ of $\mathcal{F}_{\text {sc }}$, and let $\left[z_{i}^{*}\right]^{\mathcal{A}}$ be the output of each call to $\mathcal{S}_{\mathrm{sc}}$.
- $\mathcal{S}_{\mathrm{sc}_{m}}$ calls the simulator $\mathcal{S}_{\text {rand }}(p)$ of $\mathcal{F}_{\text {rand }} 2 \kappa$ times to produce $\left[\delta_{z_{i}}^{*}\right]^{\mathcal{A}}$ and $\left[\delta_{t_{i}}^{*}\right]^{\mathcal{A}}$.
- $\mathcal{S}_{\mathrm{sc}_{m}}$ calls the simulator $\mathcal{S}_{\text {mult }}\left(\left[z_{i}^{*}\right]^{\mathcal{A}},\left[\delta_{z_{i}}^{*}\right]^{\mathcal{A}}\right)$ and $\mathcal{S}_{\text {mult }}\left(\left[t_{i}^{*}\right]^{\mathcal{A}},\left[\delta_{t_{i}}^{*}\right]^{\mathcal{A}}\right)$ of $\mathcal{F}_{\text {mult }}$. Let $\left[\theta_{z_{i}}^{*}\right]^{\mathcal{A}}$ and $\left[\theta_{t_{i}}^{*}\right]^{\mathcal{A}}$ be the output of $\mathcal{S}_{\text {mult }}$.
- $\mathcal{S}_{\text {sc }_{m}}$ calls $\mathcal{S}_{\text {mult }}\left(\left[t_{i}^{*}\right]^{\mathcal{A}},\left[z_{i}^{*}\right]^{\mathcal{A}}\right), \mathcal{S}_{\text {mult }}\left(\left[\delta_{t_{i}}^{*}\right]^{\mathcal{A}},\left[\delta_{z_{i}}^{*}\right]^{\mathcal{A}}\right), \mathcal{S}_{\text {mult }}\left(\left[\theta_{t_{i}}^{*}\right]^{\mathcal{A}},\left[\delta_{z_{i}}^{*}\right]^{\mathcal{A}}\right)$, $\mathcal{S}_{\text {mult }}\left(\left[\delta_{t_{i}}^{*}\right]^{\mathcal{A}},\left[\theta_{z_{i}}^{*}\right]^{\mathcal{A}}\right), \mathcal{S}_{\text {mult }}\left(\left[\theta_{t_{i}}^{*}\right]^{\mathcal{A}},\left[\theta_{z_{i}}^{*}\right]^{\mathcal{A}}\right)$, and $\mathcal{S}_{\text {mult }}\left(\left[t_{i}^{*}\right]^{\mathcal{A}},\left[\delta_{t_{i}}^{*}\right]^{\mathcal{A}}\right)$. From the outputs, $\mathcal{S}_{\mathrm{sc}_{m}}$ derives $\left[\left[\tau_{i}^{*}\right]\right]^{\mathcal{A}}$ and $\left[\left[\tau^{*}\right]\right]^{\mathcal{A}}$.
- $\mathcal{S}_{\mathrm{sc}_{m}}$ calls $\mathcal{S}_{\text {verify }}\left(\left[\left[\tau^{*}\right]\right]^{\mathcal{A}}\right) . \mathcal{S}_{\mathrm{sc}_{m}}$ outputs abort if $\mathcal{S}_{\text {verify }}$ returned abort.
- $\mathcal{S}_{\mathrm{sc}_{m}}$ sends $\left[\left[\tau^{*}\right]\right]^{\mathcal{A}}$ to $\mathcal{A}$, and outputs whatever $\mathcal{A}$ outputs.

It is straightforward to check that the simulated view produced by $\mathcal{S}_{\mathrm{sc}_{m}}$ is computationally indistinguishable from the real view.

### 4.4.2 Complexity Analysis

In this section, we provide a detailed complexity analysis for both computation and communication. We first start by defining the criteria to our analysis as follows:

1. Multiplication invocations: to show the computation complexity we refer to the most expensive operation in the SMC paradigm which is the multiplication operation. Since Rabbit, edaBit, and daBit work in the mixed binary and arithmetic circuits then we will summarize two types of multiplication in $\mathbb{F}_{2}$ and $\mathbb{F}_{p}$ for binary and arithmetic circuits respectively. It is worth noting that our proposed solutions work in the $\mathbb{F}_{p}$.
2. Round complexity: it refers to the number of send/receive operations during a protocol execution. It is worth noting that independent rounds can be carried in parallel; thus, they are considered as one round.
3. Similar to other work, the complexity of sharing and revealing (open) is considered negligible and we only consider them toward the communication rounds.

## $\mathrm{SC}_{m}$ Complexity

This section presents the detailed complexity analysis of protocol 17 as follows:

- Step 1: it requires $\kappa(n-1)+12 \kappa$ of the $\mathbb{F}_{p}$ multiplication in $\log n+1$ rounds.
- Step 2: it takes 6 of the $\mathbb{F}_{p}$ multiplication in 6 rounds.
- Step 3-a: this step requires $(\ell n+20 \ell+2)$ of the $\mathbb{F}_{p}$ multiplication in $21+\log n$ rounds.
- Step 3-b: it needs 1 of the $\mathbb{F}_{p}$ multiplication in 1 round.
- Step 3 -c,d: these steps require $4 \kappa$ of the $\mathbb{F}_{p}$ multiplication in 2 rounds.
- Step 4: this step consists of four sub steps which need $4 \kappa$ of the $\mathbb{F}_{p}$ multiplication in 3 round.
- Step 5 -b: this step takes 3 of the $\mathbb{F}_{p}$ multiplication in 6 rounds.
- Step 6: it requires 1 of the $\mathbb{F}_{p}$ multiplication in 1 round.

Table 4.1 shows the total $\mathrm{SC}_{m}$ complexity. In the next section, we show the complexity of multiplication in both $\mathbb{F}_{2}$ and $\mathbb{F}_{P}$. Where $\mathbb{F}_{2}$ multiplication is done using TinyOT while $\mathbb{F}_{p}$ is done using HE.

Table 4.1: $S C$ complexity

| Step | Mult- $F_{p}$ | Rounds |
| :---: | :---: | :---: |
| Total | $\kappa(n+\ell n+20 \ell+21)+11$ | $41+2 \log n$ |

## Multiplication in $\mathbb{F}_{2}$

In this section, we consider the complexity reported in [51]. It is worth noting that the number of rounds was not reported in [51]. Therefore, we calculate the rounds based on Authenticate protocol in figure 6, COTE protocol in figure 19, and MACCHECK protocol in figure 16 in [51]. Table 4.2 shows the complexity of $\mathbb{F}_{2}$ multiplication.

Table 4.2: Complexity of $\mathbb{F}_{2}$ multiplication

| Steps | $(1-2) \mathrm{OT}$ | COTe | Rounds |
| :---: | :---: | :---: | :---: |
| Total | $9 n(n-1)$ | $27 n(n-1)$ | 13 |

## Multiplication in $\mathbb{F}_{p}$

To analyze the complexity of arithmetic multiplication under $\mathbb{F}_{p}$, first we report the complexity of ZK-proof based on figure 1 in [13]. It is worth noting that during this analysis we do not consider the batching in the HE. We report the complexity using $V$ which refer to the auxiliary ciphertext, $\kappa$ the soundness of ZK proof; the complexity is as follows:

- Step Samp-3: this step is done locally by every $P_{i}$ and it requires $2 n V$ encryption operations.
- Step Samp-4: it takes 1 round to broadcast $C$.
- Step Comm-2: it requires $n V$ encryption operations.
- Step Comm-3: this step needs two rounds to broadcast the commitments.
- Step Chall-1: it takes 1 round to generate the random challenge matrix $W$.
- Step Resp-2: it requires 1 round to broadcast the response.
- Step Verify: this step needs $n V$ encryption operations.

The total complexity is shown in table 4.3. Note that Samp, Comm, Chall can be carried in parallel; thus, they require two round. Therefore, the total rounds become three.

Table 4.3: ZK-proof complexity

| Steps | Enc | Rounds |
| :---: | :---: | :---: |
| Total | $n 4 V$ | 3 |

Next, we analyze the complexity of generating the triples based on figure 3 in [13] as follows:

- Init-1: this is local operation which takes $n$ encryption operations.
- Init-2: it takes 1 rounds for commitments.
- Init-3: it requires $2 n \kappa$ encryption operations and 2 rounds.
- Triples-2: this step needs $12 n V$ encryption operations.
- Triples-3: it takes 2 rounds.
- Triples-4: this step requires $12 n V$ encryption operations in addition to two rounds.
- Triples-6: it takes $4 n V$ ciphertext multiplications as well as two rounds.
- Triples-7: this step requires $4 n V$ decryption operations and 1 rounds.
- Triples-9: it takes $4 n V$ encryption operations.
- Triples-10: it needs $12 n V$ ciphertext multiplications.
- Triples-11: this step requires $12 n V$ decryption operations and 1 rounds.

Since $V=(\kappa+2) / \log _{2}(2 N+1)$ and $\log _{2}(2 N+1) \approx 16$, the total complexity of triple generation is illustrated in table 4.4; the table also summarizes the complexity of multiplication in this paper. Due to the fact that our randomized replication only requires to run the comparison $\kappa$ times with the verification step at the end, this leads to efficient multiplication protocol with only one round. While TopGear protocol of the SPDZ compiler requires 11 rounds.

Table 4.4: Complexity of $\mathbb{F}_{p}$

| Steps | Enc | Dec | Mult-ct | Rounds |
| :---: | :---: | :---: | :---: | :---: |
| This paper | $n \kappa$ | $n \kappa$ | $n \kappa$ | 1 |
| Total | $n(2 \kappa+(7 \kappa+14) / 4+1)$ | $n(\kappa+2)$ | $n(\kappa+2)$ | 11 |

## Rabbit Complexity

To analyze Rabbit complexity we are required to first figure out the complexity of edabit which invokes dabit. Therefore, we will start our analysis from dabit going up to Rabbit.

DaBit Complexity: The daBit starts by generating faulty daBits (not yet checked) then check them. The complexity of generating faulty daBit is based on figure 13 in [28] as follows:

- Step 1: this step requires one round.
- Step 2: it takes $n$ of the $\mathbb{F}_{p}$ multiplications.

While the complexity of checking the faulty daBits is based on figure 16 in [28] as follows:

- Step 1-b: it requires 1 round.
- Step 1-c: it takes 1 round.
- Step 3: this step needs 1 of the $\mathbb{F}_{p}$ multiplication in 12 rounds.

Adding the complexity of faulty daBit and checking them leads to the total complexity in table 4.5.

Table 4.5: Total daBit complexity

|  | Mult- $F_{2}$ | Mult- $F_{p}$ | Rounds |
| :---: | :---: | :---: | :---: |
| Total | - | $n+1$ | $11 \log n+14$ |

EdaBit Complexity: To generate edaBit, the parties first produce private edaBits, then check these private edabit for every party. Finally, the parties add the checked private edaBits to all the other parties' private edaBits, created in the same way, to obtain secret-shared global edaBits. We start the analysis by first analyzing the private edabit as follows:

- Generate/share $\ell$ bits: this step takes only one round.
- Generate/share $r$ : it requires one round.
- Generate/share triples: this also needs one round.

It is worth noting that the steps of generating private daBits are independent and can be carried in one round. Next, we analyze the check procedure based on the Cut-and-Choose technique in figure 5 in [28] as follows:

- Step 2: it requires one round.
- Step 4-b: it also takes one round.
- 4-c: this step requires $n^{2} 2^{\kappa /(B-1)} B+n 2^{\kappa /(B-1)} B$ of the $\mathbb{F}_{p}$ multiplications which takes $11 \log n+14$ round.
- 4 -d: it requires 1 round.

The complexity of going from private daBits to global daBits based on figure 3 in [28] is as follows:

- private edabit: it takes 1 round.
- CutNChoose: this step takes $n^{2} 2^{\kappa /(B-1)} B+n 2^{\kappa /(B-1)} B$ of the $\mathbb{F}_{p}$ multiplication in $17+11 \log n$ rounds.
- Step 3: this step requires $(\ell+\log n) \cdot(n-1)$ of the $\mathbb{F}_{2}$ multiplication in $13 \ell \log n$ rounds.
- Step 4: this step needs $n+1$ of the $\mathbb{F}_{p}$ multiplication in $11 \log n+14$ rounds.

Adding up the complexity of private edaBit, checking edaBit and global edaBit gives the total complexity as in table 4.6.

Table 4.6: Complexity of edaBit

| Step | Mult- $F_{2}$ | Mult- $F_{p}$ | Rounds |
| :---: | :---: | :---: | :---: |
| Total | $n \ell+n \log n$ | $n^{2} 2^{\kappa /(B-1)} B+n 2^{\kappa /(B-1)} B+n+1$ | $32+13 \ell \log n+22 \log n$ |

Rabbit Complexity: Now we are ready to present the complexity of Rabbit protocol based on figure 6 in [62] as follows:

- Two edaBits: this step requires $2 n \ell+2 n \log n$ of $\mathbb{F}_{2}$ multiplication and $2 n^{2} 2^{\kappa /(B-1)} B+$ $2 n 2^{\kappa /(B-1)} B+2 n+2$ of $\mathbb{F}_{p}$ multiplication both in $32+13 \ell \log n+22 \log n$ rounds.
- Step 2: it takes 1 round.
- Step 3-1,b: these two steps take $42 \ell$ of $\mathbb{F}_{2}$ multiplication in 234 rounds.
- Step 3-d: it requires $\ell$ of $\mathbb{F}_{2}$ multiplication in $\ell$ rounds.
- Step 3-e: it takes $21 \ell$ of $\mathbb{F}_{2}$ multiplication in 234 rounds.
- Step 4: this step requires $n+1$ of $\mathbb{F}_{p}$ multiplication in $17+11 \log n$ rounds.

The total complexity of Rabbit comparing to the complexity of $\mathrm{SC}_{m}$ is illustrated in table 4.7.

Table 4.7: Rabbit complexity

| Step | Mult- $F_{2}$ | Mult- $F_{p}$ | Rounds |
| :---: | :---: | :---: | :---: |
| $\mathrm{SC}_{m}$ | - | $\kappa(n+\ell n+20 \ell+21)+11$ | $41+2 \log n$ |
| Rabbit | $2 n \ell+64 \ell+2 n \log n$ | $2 n^{2} 2^{\kappa /(B-1)} B+2 n 2^{\kappa /(B-1)} B+3 n+3$ | $518+13 \ell \log n+33 \log n+\ell$ |

### 4.5 Discussion

In this section, we provide a number of points on our work. We elaborate on dealing with smaller share sizes as well as removing the slack in the comparison protocol, and close the discussion with statistical security argument.

## Dealing with Smaller Share Sizes

This section addresses issues related to the share size, especially for authenticated shares. For practical consideration, we limit the size of $p$ to be as small as the input domain, e.g., 32-bit integer. In this case, the authenticated shares only offer 32-bit security at most. If $\kappa=50$ (sufficient for most existing applications), we could increase the size of $p$ to match $\kappa$-bit security. However, if 32 -bit domain is sufficient for the actual input data, $\kappa$-bit shares will increase not only the computation complexity but also incur large communication cost. Here we proposed an efficient solution to ensure the security guarantee of the authenticated shares matches the overall security of the SC protocol. Our idea is to use different share sizes for the authenticated shares.

Recall that $[[a]]$ represents $\left\langle[a],\left[\theta_{a}\right],\left[\delta_{a}\right]\right\rangle$, and each component is generated with the same $p$. To increase the security level, we can generate $\left[\theta_{a}\right]$ and $\left[\delta_{a}\right]$ with large share size. However, we cannot simply select a large prime $q$ and perform computations in
$\mathbb{Z}_{q}$ since the computations are not compatible between two unrelated fields. Instead, let $\mathbb{K}$ denote an extension field of $\mathbb{Z}_{p}$ that is sufficiently large to achieve $\kappa$-bit security. Then the shares of $\delta_{a}$ are generated from $\mathbb{K}$ and $a \cdot \delta_{a}$ is computed over $\mathbb{K}$. As a result, the shares of $\theta_{a}$ also belongs to $\mathbb{K}$. In addition, we need to modify the Input_Rand protocol. In the current implementation, one shared random bit $t_{i}$ is used to perform the secure permutation. Since the shares of $a$ and $\delta_{a}$ are in different fields, we also need to generate shares of $t_{i}$ in $\mathbb{K}$ to permute $\left\langle\left[\theta_{a}\right],\left[\theta_{b}\right]\right\rangle$ and $\left\langle\left[\delta_{a}\right],\left[\delta_{b}\right]\right\rangle$. This change can be easily incorporated into the current implementation. Similarly, we need to modify how to generate and verify the authenticated shares for the rest of the protocol. For instance, the shares of all $\theta$ and $\delta$ values need to be generated from $\mathbb{K}$. At step 5 , verifying $[[\tau]]$ would also be performed in $\mathbb{K}$. Making these changes is straightforward.

## Removing The Slack

It is relatively easy to see that smaller SMC data types minimize communication and computation overhead and improve the overall performance of SMC calculations. As a result, the work in this research enables small SMC data types by eliminating the slack between the inputs and the actual size of the data types utilized in SMC computations.

For example, in previous work [96], the slack is necessary to account for the statistical parameter in the dishonest majority situation. In practice, this statistical parameter is set to at least 40 bits to assure security. As a consequence, the SMC computation uses data types that are at least 40 bits bigger than the input values. therefore, previous work necessitates 128-bit data types for SMC computations, which are required to enable 64-bit computations. Our comparison technique, on the other hand, achieves precise comparison without any slack and hence works with smaller data types. It is worth mentioning that Rabbit also eliminated the slack requirement.

## Achieving Higher Statistical Security

The state of the art Rabbit capitalizes on the idea of a mixed circuit and employs edaBit to accomplish that goal. The edabit utilizes a cut-and-choose approach to assure the consistency of the produced random values. In addition, Cut-and-choose requires statistical security, which is restricted to 40 -bits in recent MP-SPDZ implementation [29]. As a result, the security of Rabbit is restricted by 40-bit security in the dishonest majority setting. Our compiler, on the other hand, is not bound by this constraint. Under the HE SEAL library [30], it can handle up to 60-bit security, which can be upgraded to enable additional bit security if necessary.

### 4.6 Performance Evaluation

We empirically analyze the computational overhead of our proposed protocol against the state of the art comparison protocol (Rabbit) [62]. We implemented Rabbit using the state of the art MP-SPDZ library [29] and we benchmark using the TopGear protocol [13] of the SPDZ compiler. Our protocol uses Microsoft SEAL library to run the FHE of the BFV scheme [30]. Each data entry is secretly shared based on the additive secret sharing scheme for the setting of $2,3,4$ or 5 servers. We used the Chameleon Cloud [119] to run our experiments, and each machine that represents one of the servers has the following specifications:

- Operating system: Ubuntu, Version $=18.04$ LTS (Bionic Beaver).
- Machines hardware: x86_64 Cores: 12; Threads per core 2; Model: Intel®Xeon (CPU E5-2670 v3 @ 2.30 GHz, RAM 128GB.
- The ping between machines was 0.33 milliseconds.

Before presenting the results, we point out the main parameters that affect the security in both Rabbit and our proposed approach. In our solution, besides the compu-
tational security parameter $\lambda$ of the underling encryption scheme, we only have the soundness security parameter $\kappa$ similar to the Snd_sec parameter of SPDZ for the same purpose. SPDZ has two additional security parameters:

- $Z K_{\text {_ }}$ sec: the statistical distance between the coefficients of the ring elements in an honest ZK protocol transcript and the ones produced by a simulation.
- DD_sec: the statistical distance between the coefficients of the ring elements in the distributed decryption protocol and the ones generated from an uniform distribution.

The three parameters are usually set to the same value, e.g., $\kappa$, to achieve $\kappa$-bit statistical security.

In addition to these parameters, Rabbit requires to generate the special random shared value which is associated with it is random shared bits based on edabit [28]. In the case of the edabit, the security parameter is $s(s e c)$ represents the failure probability of the edabit protocol produces at least one incorrect edabit. It is worth mentioning that MP-SPDZ fixes this parameter to only 40 bits. This limits the security of Rabbit to only 40 bits even when setting other statistical security parameters to a higher value. On the other hand, our protocol enjoys up to 60 -bit security.

### 4.6.1 Runtime

We examine the runtime of the secure comparison protocol based on various parameter values. The FHE computational security parameter $\lambda$ was set to 128 , and we set the remaining parameters as follows: $\kappa=S n d \_s e c=Z K_{-} \sec =D D \_s e c=\{40,50,60\}$ to achieve 40,50 or 60 -bit statistical security respectively. To match the same security level, we also vary the plaintext modulus $\log _{2}(p)=\{40,50,60\}$ to match the corresponding security level related to the authenticated shares. Since edabit utilizes a cut and choose technique to ensure the consistency of random generated values,
another parameter can affect the computation overhead is the bucket size $B$ which we set to 5 for all the tests.

Figure 4.1 (produced based on the data given in Table 4.8) shows the run-time for 40 -bit security. Our approach performs around 5 times faster than the Rabbit for different number of parties. It is worth noting that for every new party joining the experiment, the run-time get almost doubled in Rabbit as well as in our protocol.


Figure 4.1: Runtime for 40-bit security

Similarly, Figures 4.2 and 4.3 (produced based on numbers in Tables 4.8) show the runtime where the parameters set to 50, 60-bit security consecutively. Despite the fact that Rabbit security is limited by the edabit security which is fixed to 40 in MPSPDZ, changing the size of the bit security, does not affect our protocol performance and the figures suggest that we still show around 5 times faster that Rabbit in both cases of 50 , and 60 -bit security.

Table 4.8: Runtime for 40, 50, 60 -bits security

| Sec | This paper2 | This paper3 | This paper4 | This paper5 | Rabbit2 | Rabbit3 | Rabbit4 | Rabbit5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 40 | 5.17 | 11.42 | 17.14 | 25.05 | 26.54 | 51.07 | 73.21 | 107.49 |
| 50 | 6.13 | 12.71 | 18.88 | 26.94 | 33.81 | 60.71 | 84.46 | 119.34 |
| 60 | 8.10 | 14.59 | 21.80 | 30.67 | 64.45 | 105.54 | 146.39 | 189.35 |



Figure 4.2: Runtime for 50-bit security


Figure 4.3: Runtime for 60 -bit security

### 4.6.2 Communication Cost and FHE Parameters

We evaluate the amount of data communicated during protocol execution of one comparison. We vary the bit security and the number of parties similar to the previous section. Figure 4.4 (produced based on numbers in Table 4.9) depicts the data sent for 40 -bit security. The figure shows that our protocol requires to send 5 to 14 times less data than Rabbit based on the number of parties.

On the other hand, figures 4.5 and 4.6 (produced based on numbers in Table 4.9) show that our protocol needs to exchange 12 up to 14 times less data than Rabbit for 50 and 60 -bit security consecutively. From all the given figures, we see that every new


Figure 4.4: Data amount transferred among the parties for 40-bit security
added party costs Rabbit to more than double and even quadruple the amount of data to be sent in some scenarios. On the other hand, our protocol shows a consistence growth in the amount of data to be sent which get tripled for 3 parties and keeps reducing for 4 and 5 parties where the amount of data gets increased less than 2 times on average.


Figure 4.5: Data amount transferred among the parties for 50 -bit security

To provide additional insights, Tables 4.10 and 4.11 show different security parameter settings and their effects on the underlying FHE ciphertext sizes. In all the given tables, we fix the computational security parameter $\lambda=128$. We set the plain-


Figure 4.6: Data amount transferred among the parties for 60 -bit security
text modulus to $\log _{2}(p)=\{40,50,60\}$. It is worth noting that the SPDZ utilizes two ciphertext moduli $q_{1}=p_{0} \cdot p_{1}$ and $q_{0}=p_{0}$, where $p_{0}$ and $p_{1}$ are prime numbers. The largest modulo $q_{1}$ is used to generate level one ciphertext. Then the modulus switching is utilized to move from level one to level zero ciphertext which is associated with $q_{0}$. More information on these parameters can be found in $[122,123]$. As show in the table, the ciphertext size is over 100 bit larger than ours on average which is a key factor contributing to their large communication complexity.

Table 4.9: Data amount transferred among the parties for different bit security

| Sec | This paper2 | This paper3 | This paper4 | This paper5 | Rabbit2 | Rabbit3 | Rabbit4 | Rabbit5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 40 | 59 | 191 | 391 | 691 | 346.288 | 1713.28 | 4519.05 | 9912.04 |
| 50 | 89 | 253 | 528 | 904 | 444.955 | 2082.08 | 5396.93 | 11789.6 |
| 60 | 110 | 350 | 687 | 1170 | 621.434 | 2604.79 | 6977.77 | 14205.3 |

Table 4.10: FHE parameter sizes for this paper

| $\log _{2}(p)$ | $\lambda$ | $\kappa(s e c)$ | N | $\log _{2}(q)$ |
| :---: | :---: | :---: | :---: | :---: |
| 40 | 128 | 40 | 8192 | 218 |
| 50 | 128 | 50 | 8192 | 218 |
| 60 | 128 | 60 | 8192 | 218 |

Table 4.11: FHE parameter sizes for TopGear

| TopGear |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\log _{2}(p)$ | $\lambda$ | Snd_sec | ZK_sec | DD_sec | N | $\log _{2}\left(p_{0}\right)$ | $\log _{2}\left(p_{1}\right)$ |  |
| 40 | 128 | 40 | 40 | 40 | 32768 | 136 | 90 |  |
| 50 | 128 | 50 | 50 | 50 | 32768 | 166 | 110 |  |
| 60 | 128 | 60 | 60 | 60 | 32768 | 196 | 130 |  |

## Chapter 5

## Conclusion

In this work, we present two multiparty secure comparison protocols. First SC protocol is secure against malicious minority in which the adversary controls the minority of the parties. The other SC protocol is secure under malicious majority where the adversary controls up to $n-1$ parties. Comparing to the current state of the art, the proposed protocol is much more efficient. To validate our claim, we conducted extensive empirical analyses that confirmed the efficiency of our protocol in both computation and communication. In chapter 3, we present an efficient secure comparison protocol. The protocol requires at least 3 parties with at least 2 honest parties. The protocol can be adopted to guarantee security under malicious minority model using our compiler presented in chapter 4.

In chapter 4, we present an novel approach "randomized replication" that enables $n$ parties to compare two integers $a, b$ in a privacy-preserving manner with collusion up to $n-1$ party. Our approach combines secure multiparty computation as well as fully homomorphic encryption to guarantee privacy against $n-1$ corrupted parties. We analyze the complexity of the proposed approach as well as its security. A comprehensive experimental evaluation shows the effectiveness of the approach in terms of both computation and communication cost.

### 5.1 Future Work

There are several important research directions or tasks that may further improve the quality of the work presented in this thesis as follows:
(a) Mixed protocol: as shown by the existing work, a mixed-protocol implementation (e.g., combining OT extension and homomorphic encryption) is more efficient. We will explore this direction and verify if it benefits our protocol.
(b) Parallelization: our solution is highly parallel. We plan to examine if the runtime can be further reduced by executing the protocol on a GPU.
(c) Communication optimization: in our current implementation, message sending and receiving are sequential. Since many of these messages are independent and can be sent in parallel, using more advanced communication mechanisms will likely improve the run-time.
(d) Transforming other semi-honest SC protocols: there exist many different designs for semi-honest SC. It would be very valuable to provide a systematization of these de- signs along with the proposed transformation to identify the most efficient solutions under various scenarios.
(e) Another important feature of SPDZ is its ability to split the overall computations into offline pre-processing and online computation. Although this is theoretically possible, we were not able to find such an option in Scale-Mamba [124] and MP- SPDZ [29]. Based on the existing claims, it is possible that the online phase itself would be more efficient than our protocol. In this regard, we plan to investigate strategies as SPDZ to separate the computations of the compiler into offline and online phases, and hopefully, the online phase would be much more efficient than our current solution without significantly affecting the overall performance.

## Appendix A

## Numerical Examples of Comparison Protocols

To help in understanding the proposed protocols we provide step by step examples. In this section, we offer two example executions of our protocol from Section 3.4 and section 3.5. In this example we will operate on values to compare $a=10, b=7$ and $r=5$. Clearly in both cases our protocol should return $f=0$ shared among the parties indicating that $a \geq b$. In the following explanation we focus on the main aspects of our approach to the comparison, and leave aside some of the details of the sharing and mapping between sharing groups which we include for security or efficiency. All values will be addressed by the steps in which they occur with the notation in accordance with the variables in the algorithm.

## A. 1 Example for Algorithm 8 from Section 3.4

Given $a=10$ and $b=7$ are secretly shared between $P_{1}$ and $P_{2}$, and it returns two $\operatorname{shares}\left[c_{0}\right]$. For ease of exposition, we discarded the role of $\tau_{i}, \delta$ and $\zeta$ as they are not going to affect the correctness of the protocol. The protocol works as follows:

1. $P_{3}$ generates a random number $r=5$ and its shares in $\mathbb{Z}_{N}$, and sends the shares of $r$ to $P_{1}$ and $P_{2}$ respectively.
2. $P_{1}$ and $P_{2}$ :
(a) Compute $c=2(a-b)=6$
(b) Use the shares of $r$ to mask $c$ as $\eta=c+r=11$ and send the result to the other party.
(c) Reveal $\eta$ and compute secret shares of $e=\eta \oplus r$.
$e=1110$
(d) Derive secret shares of $\gamma_{i}$, as defined in Equation 3.5.
$\gamma_{i}=2143$
(e) Send them $\gamma_{i}$ to $P_{3}$.
3. $P_{3}$ reconstructs $\hat{\gamma}_{i}$, derives the comparison results $f=\eta_{0} \oplus r_{0}=0$, and sends shares of $f$ to $P_{1}$ and $P_{2}$.
4. $P_{1}$ and $P_{2}$ de-randomize $f$ to derive shares of $c_{0}=0$.

## A. 2 Example for Algorithm 9 from Section 3.5

- Input Transformation: Steps 1-5 We subtract a from b and multiply the result by 2 to get the value of $c$. Then we add $r$ to the later value to mask it before we open it. After opening the $\eta$, we add one. The reason for this is to capture the case where $\eta=r$ in which our comparison protocol before adding the one would be incorrect for $c_{0}$ relying on:

$$
h= \begin{cases}1 & \text { if } \eta>r \\ 0 & \text { if } \eta \leq r\end{cases}
$$

Next, steps 6 and 7 focus on producing the bitwise exclusive or of $\hat{\eta}$ and $r$

$$
-e_{i}=01001
$$

It is worth noting that we are trying to observe the most significant bit $i^{*}$ where $\hat{\eta} \neq r$. We red color this bit to draw the reader attention.

- Steps 7 and 8 transform $e^{\prime}$ into $\hat{e}$, such that
$-\hat{e}_{i}=0$ for $i^{*}<i<l$, and
$-\hat{e}_{i} \neq 0$ for $0 \leq i \leq i^{*}$
$-\hat{e}=01112$
- Step 9: The parties execute the Not_Zero protocol and the result is stored in $f$ where

$$
f_{i}= \begin{cases}0 & \text { for } i^{*}<i<l \\ 1 & \text { for } 0 \leq i \leq i^{*}\end{cases}
$$

$$
-f_{i}=01111
$$

- Steps 10-11: The parties locally derive the shares of $\left[g_{i}\right]$, such that

$$
\begin{aligned}
& g_{i}= \begin{cases}0 & \text { for } i \neq i^{*} \wedge 0 \leq i<l \\
1 & \text { for } i=i^{*}\end{cases} \\
& -g_{i}=01000
\end{aligned}
$$

- Step 12: The parties locally derive the shares of $[h]$ :

$$
h= \begin{cases}1 & \text { if } \eta \geq r \\ 0 & \text { if } \eta<r\end{cases}
$$

As discussed early, from step 6 , the computations are performed on $\hat{\eta}$. If $\eta$ were used, it would result

$$
h= \begin{cases}1 & \text { if } \eta>r \\ 0 & \text { if } \eta \leq r\end{cases}
$$

Consequently, this would lead to an incorrect result for $c_{0}$ at the next step.

$$
\begin{aligned}
& -h_{i}=01000 \\
& -h=1
\end{aligned}
$$

- Step 13: The parties derive the shares of $\left[c_{0}\right]$. Since $e_{0}^{\prime}=\hat{\eta}_{0} \oplus r_{0}$ and $\hat{\eta}=\eta+1$, we have $e_{0}=\eta_{0} \oplus r_{0}=1-e_{0}^{\prime}$ and $c_{0}$ can be derived accordingly:

$$
c_{0}=\left\{\begin{aligned}
e_{0}=1-e_{0}^{\prime} & \text { if } h=1 \\
1-e_{0}=e_{0}^{\prime} & \text { if } h=0
\end{aligned}\right.
$$

This matches the result given in Equation 3.2.

## Appendix B

## Secret Sharing Numerical Examples

In this section we provide numerical examples for both replicated additive secret sharing as well as Shamir secret sharing schemes. The examples illustrate dealing two secret data then carry addition and multiplication operation. For simplicity, we set the number of parties to three which satisfies the semi-honest, honest majority and dishonest majority setting requirements.

## B. 1 Replicated Secret Secret Sharing Example

Generating Shares Given two secrets $a=5, b=8$, a dealer wishes to deal his secrets to three parties such that any three shares can open the secret. Specifically, we assume that the dealer sets $p=61$ and progresses by selecting three random values for each secret such that :

$$
\begin{aligned}
& 5=(10+12+44) \quad \bmod 61 \\
& 8=(22+35+12) \quad \bmod 61
\end{aligned}
$$

Then the dealer sends the shares as in table B. 1 such that each $p_{j}$ holds a pair of shares for every secret $\left(a^{j}, a^{j-1}\right),\left(b^{j}, b^{j-1}\right)$ for $a$ and $b$ consecutively.

Table B.1: Shares of $a, b$ distributed to 3 participants

| Party | $P_{1}$ | $P_{2}$ | $P_{3}$ |
| :---: | :---: | :---: | :---: |
| $[a]$ | $(10,44)$ | $(12,10)$ | $(44,12)$ |
| $[b]$ | $(22,12)$ | $(35,22)$ | $(12,35)$ |

Reconstructing the Secret To reconstruct a secret, the parties send the specified shares to an authorized user as described in section 2.3.3. Therefore, the user can sum up the shares to rebuild the secret back:

$$
\begin{array}{ll}
(10+12+44) & \bmod 61=5 \\
(22+35+12) & \bmod 61=8
\end{array}
$$

Addition Addition is done locally, therefore, there is no need for communication between the parties. Every party can locally sum the shares of $[a],[b]$ as in table B.2. To verify that the shares represent $a+b$, we can reopen the share as done in the reconstruction:

$$
(32+47+56) \quad \bmod 61=13
$$

Table B.2: Shares of $a+b$ for participants

| Party | P1 | P2 | P3 |
| :---: | :---: | :---: | :---: |
| $[\mathrm{a}+\mathrm{b}]$ | $(32,56)$ | $(47,32)$ | $(56,47)$ |

Multiplication The multiplication of two secretly shared values requires the parties to generate correlated randomness such that $r^{1}+r^{2}+r^{3} \bmod p=0$. We assume that the parties hold the given shares with the correlated random values as shown in table B.3. Next each party locally computes the pairwise multiplication and

Table B.3: Shares of $a, b$ and correlated randomness $r$ for participants

| Party | P1 | P2 | P3 |
| :---: | :---: | :--- | :---: |
| $[a]$ | $(10,44)$ | $(12,10)$ | $(44,12)$ |
| $[b]$ | $(22,12)$ | $(35,22)$ | $(12,35)$ |
| $r$ | 33 | 25 | 3 |

add the correlated random value as follows:

$$
\begin{array}{ll}
((10 * 22)+(10 * 12)+(44 * 22)+33) & \bmod 61=60 \\
((12 * 35)+(12 * 22)+(10 * 35)+25) & \bmod 61=22 \\
& \\
((44 * 12)+(44 * 35)+(12 * 12)+3) & \bmod 61=19
\end{array}
$$

Table B.4: Shares of $a \cdot b$

| Party | P1 | P2 | P3 |
| :---: | :---: | :---: | :---: |
| $[a b]$ | $(60,19)$ | $(22,60)$ | $(19,22)$ |

Referring back to our example, we should get $5 * 8=40$ which can be checked by reconstructing the shares such that:

$$
(60+22+19) \quad \bmod 61=40
$$

## B. 2 Shamir Secret Sharing Example

Generating Shares Given two secrets $a=5, b=8$, a dealer wishes to deal his secrets to three parties such that any three shares can open the secret. The dealer select a random polynomial of one degree for each secret. Specifically, we assume that the dealer sets $p=61$ and the polynomials are as follows:

$$
\begin{align*}
& f(x)=5+45 x \quad \bmod 61  \tag{B.1}\\
& f(x)=8+50 x \quad \bmod 61 \tag{B.2}
\end{align*}
$$

Tables B. 5 and B. 6 show the dealer view of the shares of both $a$ and $b$ based on equations B.1, B.2.

Table B.5: Deal shares of value $a$

| Index | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| $f(x)=5+45 x \bmod 61$ | 50 | 34 | 18 |

Table B.6: Deal shares of value $b$

| $x$ | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| $f(x)=8+50 x \bmod 61$ | 58 | 47 | 36 |

Next, the dealer distributes the shares such that each index refers to a specified party as shown in table B.7.

Table B.7: Shares of $a, b$ Distributed to 3 Participants

| Party | $P_{1}$ | $P_{2}$ | $P_{3}$ |
| :---: | :---: | :---: | :---: |
| $[a]$ | 50 | 34 | 18 |
| $[b]$ | 58 | 47 | 36 |

Reconstructing the Secret In order to rebuild the secret back from the shares, we generate the Lagrange coefficients as in equation B.3.

$$
\begin{equation*}
\beta_{i}=\prod_{t=1 ; t \neq i}^{n} \frac{-x_{t}}{x_{i}-x_{t}} \tag{B.3}
\end{equation*}
$$

Despite the fact that based on the example setup we can reopen the secret using at least two share. However, in this example we reconstruct the secret using three shares to keep thing consistent with the number of parties given in the system. It is easy to verify that the shares hold the secret by multiplying each share with Lagrange coefficient then sum the values up such that:

$$
\begin{array}{ll}
((50 * 3)+(34 * 58)+(18 * 1)) & \bmod 61=5 \\
((58 * 3)+(47 * 58)+(36 * 1)) & \bmod 61=8
\end{array}
$$

Addition Addition is done without the need for communication between the parties. Every party can locally sum the shares of $[a],[b]$ as in table B.8. To verify that the shares represent $a+b$, we can reopen the share as don in the reconstruction:

$$
((47 * 3)+(20 * 58)+(54 * 1)) \quad \bmod 61=13
$$

Table B.8: Shares of $a+b$ for participants

| Party | P1 | P2 | P3 |
| :--- | :--- | :--- | :--- |
| $[\mathrm{a}+\mathrm{b}]$ | 47 | 20 | 54 |

Multiplication Multiplication under Shamir secret sharing is more involved than other secret sharing schemes as it requires an additional step to reduce the polynomial as explained in section 2.3.2. The first step, parties locally compute their share product as in table B.9.

Table B.9: Local shares multiplication for 3 participants

| Party | $P_{1}$ | $P_{2}$ | $P_{3}$ |
| :---: | :---: | :---: | :---: |
| $[a b]$ | 33 | 12 | 38 |

Next each party can locally generate the Lagrange coefficients as shown in table B.10. Then each party generates a random polynomial of degree one which is used to reshare the local product as illustrated in tale B.11. Before distributing the shares each party multiply the local shares with corespondent Lagrange coefficient $\beta_{i}$, for example $p_{1}$ in column 2 multiplies his share with $\beta_{i}=3$, while $p_{2}$ in column 3 multiplies his share with $\beta_{i}=58$, etc. for the rest of the parties. At this point parties exchange the shares and each party sums up the share as in last row of table B.11.

Table B.10: Lagrange coefficients

| Party | P1 | P2 | P3 |
| :---: | :--- | :--- | :--- |
| $\beta_{i}$ | 3 | 58 | 1 |

Table B.11: Deal shares of local $a b$

| Party | $P_{1}$ | $P_{2}$ | $P_{3}$ |
| :---: | :---: | :---: | :---: |
| $f(x)=33+42 x$ | 14 | 56 | 37 |
| $f(x)=12+34 x$ | 46 | 19 | 53 |
| $f(x)=38+20 x$ | 58 | 17 | 37 |

Table B.12: Distributed shares of $[c]=[a b]$

| Party | $P_{1}$ | $P_{2}$ | $P_{3}$ |
| :--- | :---: | :---: | :---: |
| $[w]=[u] \beta_{i}$ | 42 | 46 | 50 |
| $[w]=[u] \beta_{i}$ | 45 | 4 | 24 |
| $[w]=[u] \beta_{j}$ | 58 | 17 | 37 |
| $[c]=[a b]$ | 23 | 6 | 50 |

Referring to our example, we expect to get $5 * 8=40$. This is can be verified via reconstructing the shares in last row of table B. 11 as such:

$$
((23 * 3)+(6 * 58)+(50 * 1)) \quad \bmod 61=40
$$

## B. 3 Additive Secret Sharing Example

Constructing Shares Following the previous examples, assume that a dealer wants to deal his two secrets $a=5, b=8$ to three parties, such that any three shares can open the secret. The dealer selects two random values to be sent to first and second party. The dealer then adds up the previous random values and subtracts the sum from the original secret. Then the dealer sends the resulted value from the previous step to the third party. Assuming that for $a$ that $P_{1}$ and $P_{2}$ shares are 19 and 31 respectively. Then the share of $p_{3}=(5-(19+31)) \bmod 61$ which equals 16 . For the other secret $b$, let $P_{1}$ and $P_{2}$ shares are 22 and 28 consecutively. Therefore, the share of $p_{3}=(8-(22+28)) \bmod 61$ which gives 19 . Table B. 13 illustrates the distribution of the shares among three parties.

Table B.13: Shares of $a, b$ distributed to 3 participants

| Party | $P_{1}$ | $P_{2}$ | $P_{3}$ |
| :---: | :---: | :---: | :---: |
| $[a]$ | 19 | 31 | 16 |
| $[b]$ | 22 | 28 | 19 |

Reconstructing the Secret To reopen a secret back, the parties send their shares to an authorized user. Therefore, the user can adds up the shares to rebuild the secret back:

$$
(19+31+16) \quad \bmod 61=5
$$

$$
(22+28+19) \quad \bmod 61=8
$$

Addition Addition is carried locally, as a result, there is no need for communication between the parties. Each party can add the shares of $[a]$ and $[b]$ as in table B.14. To verify that the shares represent $a+b$, we can reconstruct the share as done in previous section B.3:

$$
(41+59+35) \quad \bmod 61=13
$$

Table B.14: Shares of $a+b$ for participants

| Party | P1 | P2 | P3 |
| :--- | :--- | :--- | :--- |
| $[\mathrm{a}+\mathrm{b}]$ | 41 | 59 | 35 |
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[^0]:    ${ }^{1}$ Additive attack means that an adversary can add a value to the output of a multiplication.

