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Abstract 

 

        Chemical reaction dynamics studies emerged with the advent of quantum mechanical 

theories in 1920s which have the capability of predicting the atomic motions by calculating 

potential energy surfaces. Experimental studies in this field began to flourish with the 

advances in molecular beam generation and laser beam technologies many years later 

leading to the Nobel prize awarded to Herschbach, Lee, and Polanyi in 1986.  

Later in 1980s, advances in the production of frequency tunable ultrashort laser pulses with 

the temporal resolution of femtoseconds led to the birth of the field of femto-chemistry 

which is the study of molecular dynamics in real time. In the last few decades, various 

spectroscopic techniques exploiting ultrashort laser pulses have been developed to study 

the non-adiabatic dynamics of molecules in real time and space. 

Laser-induced Coulomb Explosion Imaging (CEI) is a powerful probe technique now 

emerging in this field, to unravel the structural changes of molecular systems in real time. 

Extracting structural information from CEI requires imaging of multiple fragments at each 

experimental cycle which allows us to obtain their relative velocity distribution. 

 In this work, we successfully coupled a three-dimensional multi-mass coincidence 

detection technique with CEI to study the dissociation dynamics of complicated polyatomic 

molecules. Covariance imaging, which is a statistical technique yielding correlated 

information, was used to find the related momenta of various pairs of ions and reveal 

different dissociation channels of the parent multi-cation.  
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Using the combination of these techniques, the strong field dissociative ionization of 

chlorocarbonylsulfenyl chloride (CCSC) and methoxycarbonylsulfenyl chloride (MCSC) 

(belonging to thioester family) were studied. 

The ultrafast electron diffraction (UED) technique is a complementary method to ultrafast 

laser spectroscopy, capable of directly resolving the electronic and nuclear dynamics in 

real time and space due to sensitivity to the spatial atomic distribution in the system. 

MeV UED facility is a newly developed apparatus at the SLAC National Accelerator 

Laboratory offering femtosecond time resolution and sub-Angstrom spatial resolution in 

the study of gas phase molecular systems. Using this facility, we performed a time-resolved 

UED experiment to study the UV photodissociation of oxalyl chloride. Previous theoretical 

and experimental studies have suggested non-consistent results for the UV dissociation of 

this molecule which results in four fragments upon absorption a single photon. Here, with 

the initial analysis of diffraction images, and comparison with the theory, we confirmed a 

concerted four-body dissociation channel as the main mechanism. 
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Chapter 1 

Introduction 

 

1.1 Photoinduced Reaction Dynamics 

 

        In molecular reaction dynamics studies, the aim is to understand chemical, physical, 

and biological reactions from a microscopic point of view. These studies provide us with 

the necessary information to not only predict and control reactions but also to validate the 

existing theoretical models4, 5. With the advent of quantum mechanical theories in 1920s6 

which were used to calculate the potential energy surfaces, it has become possible to look 

into the molecular level reaction dynamics as such theories could predict the atomic motion 

by calculating their interaction energies based on the internuclear distances. 

Experimentally, introduction of the molecular beam7  techniques  was the starting point of 

such studies. The molecular beam generation was first experimentally shown by Dunoyer 

in 19118, and later modified by Stern9 which became the basis of later developments in this 

field. The significant advances in the laser beam technologies in the mid 1960s10 and later 

efforts in the generation of ultrashort laser pulses with the frequency tunability and 

stability11, 12led to the unprecedented progresses in the field of chemical reaction dynamics. 

In terms of theory, the most simplified quantum mechanical model describing reaction 

dynamics is the Born-Oppenheimer approximation where the nuclear and electronic 
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motions are treated independently due to much shorter time scale of the latter6. With this 

approximation, the potential energy surface (PES) at a given internuclear distance is 

obtained by simply solving the electronic part of the Schrödinger equation. However, this 

assumption is not valid in the case of electronic degeneracies where two PES intersect13. 

Non-Born-Oppenheimer dynamics such as potential energy curve crossing14, 15, charge 

transfer and 16, 17quantum tunneling18-21 happen at ultrafast time scales, making it 

challenging to be  investigated experimentally as they require atomic scale spatial 

resolution and ultrafast temporal resolution. 

The advent of ultrashort laser pulses with picosecond, femtosecond and attosecond time 

resolution has enabled scientists to unravel the ultrafast photo-induced reaction dynamics 

by taking snapshots of molecular geometrical changes in real time22. In such experiments 

pioneered by Ahmed Zewail,23 who was awarded the Nobel prize for this work in 1999, 

an ultrafast laser beam is used to initiate a non-equilibrium state in the molecular system, 

and the structural changes are subsequently probed in real time. There are various probing 

techniques in the realm of ultrafast spectroscopy, making the study of more complicated 

molecular dynamics possible.  

Ultrafast laser spectroscopy techniques have been successful in revealing the electronic 

dynamics, while the nuclear trajectories and geometrical changes are acquired indirectly 

by analyzing the spectroscopic features with the help of theory. Recent advances in 

diffraction-based spectroscopy techniques have enabled us to resolve such changes in real 

time and space and therefore, have become complementary to the existing laser 

spectroscopy methods. 
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1.2 Strong Field Dynamics 

 

With the advent of ultrashort laser pulses (with the duration of femto- and attoseconds), 

different experimental techniques have been developed to study the dynamics of 

photoinduced processes in atomic and molecular systems in real time. The electric field 

strength associated with an ultrashort laser pulse is comparable to the atomic and 

molecular Coulomb binding forces which leads to many interesting nonlinear phenomena 

such as high harmonic generation (HHG), above threshold ionization (ATI), multiphoton 

ionization (MPI) and tunnel ionization.24-27  

In multiphoton ionization (MPI), electrons are excited from a bound state to the 

continuum through absorption of multiple photons simultaneously (Figure 1.1(a)). This 

phenomenon was modeled by Fabre et al.28 using the lowest order perturbation theory 

where the ionization rate is calculated through following equation: 

                                                               Γ𝑛 = 𝜎𝑛𝐼
𝑛                                                   (1.1) 

Here σn is the generalized cross section, n is the minimum number of photons required 

for excitation from the initial state to the free state (continuum) and I is the intensity of 

the beam. 

Above threshold ionization (ATI) first investigated by Agostini et al.29  happens when the 

ionizing photoelectrons absorb more photons required for ionizations due to the Inverse 

Bremsstrahlung (IB) effects in the vicinity of the nascent ion field (Figure 1.1(b)).  

At higher beam intensity, the field is capable of distorting the atomic and molecular PES 

and creating a finite barrier energy where the tunnel ionization occurs.30, 31 In this case, 
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the electric field of the beam is comparable with the atomic or molecular potential field 

and cannot be considered as a small perturbation to the system anymore. Tunnel 

ionization has been shown experimentally32. Theoretically we can use Keldysh 

parameter33 to determine if tunnel ionization takes over based on the laser beam 

characteristics: 

 

                                                          𝛾2 = 2𝜔2 𝐼𝑃

𝐼
                                               (1.2) 

Here, IP is the ionization potential, ω is the field frequency and I is the laser pulse intensity. 

For γ>1 multiphoton dynamics is the main ionization mechanism while for γ<1 tunnel 

ionization dominates. In other words, for the tunneling to be the dominant mechanism, 

the tunneling time through the barrier needs to be shorter than the laser field wave 

period34. 

High Harmonic Generation (HHG) first experimentally observed by Ferray et al.35 is a 

result of ATI, where the produced free electrons recollide with their atomic core after 

being accelerated in the strong laser field. As a result of this return of electrons and 

transition to the ground state, high order harmonics of the driving field are emitted. The 

most popular model for HHG introduced by Corkum et al.36, 37 is based on a semiclassical 

approach called the “recollision” model that explains this nonlinear phenomenon in three 

steps: 1. Release of electron wave-packet into the continuum  2. Acceleration of electrons 

in the strong field away from the atomic core 3. Return of part of the electron wave packet 

to the ionic core with high kinetic energy after half an optical cycle which results in 

energy release in the form of high harmonics of the fundamental beam. The driving field 
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needs to be short enough so that the electron transition to the continuum state happens 

during one or two optical cycles.38 High harmonic spectra produced from multi cycle 

laser beams show a sudden decrease of the conversion efficiency for a few low order 

harmonics and a plateau of equal intensity with small variations for the rest of high 

harmonics until reaching to a saturation intensity where a sharp cut-off is observed. 

Lewenstein et al.39  

confirmed this model by taking quantum mechanical approaches. The highest harmonic 

energy can be obtained by the following expression developed from numerical 

calculations by Krause et al.40:  

Figure 1.1: (a) at high laser intensities around 100 TW/cm2 multiphoton 

ionization is the dominant ionization mechanism (b) at higher 

intensities the potential energy surface is distorted enough for the 

tunnel ionization to take place and (c) after a threshold inetnsity, the 

barrier gets small enough such that the state is no longer bound and 

over-the-barrier ionization dominates. Adapted with permission from 

M. Protopapas, C. H. Keitel and P. L. Knight, Rep. Prog. Phys. 60, 389 

(1997)  .©IOP Science. 
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                                                        𝐸𝑚𝑎𝑥 = 𝐼𝑃 + 3.17𝑈𝑃                                                 (1.3) 

 

Where IP is the ionization potential of the atom and UP is the pondermotive (quiver) 

energy which is the averaged energy of an electron oscillatory motion gained in the laser 

field.  

As the peak intensity of the pulse increases, the distortion of the potential surfaces 

continues until the over-the-barrier ionization (OTBI) phenomenon dominates where the 

initially bound state becomes dissociative (Figure 1.1(c)). The critical laser beam 

intensity for OTBI is estimated by41: 

 

                                              𝐼𝑂𝑇𝐵𝐼[
𝑊

𝑐𝑚2] = 4 × 109(𝐼𝑝[𝑒𝑉])4𝑍2                                (1.4) 

where Z is the charge state of the atom and IP is the ionization potential. If the saturation 

of ionization intensity (Isat) for a given pulse duration is smaller than IOTBI for a given 

atom, then the ionization mainly happens through normal MPI due to slow rise of pulse 

intensity to the peak.41  

“Coulomb Explosion” (CE) first introduced by Carlson and White42 as employed here is 

the phenomenon during which the molecular potential energy surface is distorted in the 

presence of a strong electric field associated with ultrashort laser pulse and subsequently 

several electrons escape from the molecule. Various ionization mechanisms have been 

proposed to explain CE including tunnel ionization and over-the-barrier ionization. 

Initially CE was induced by accelerating molecular ions (flying with a few percent the 
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speed of light) toward an ultrathin foil leading to ejection of several electrons and creation 

of positively charged particles that repel each other strongly. The repelling fragments are 

then projected onto a time and position sensitive two-dimensional detector to acquire their 

relative momenta and determine the static structure of the system accordingly. This 

spectroscopic technique is called “Coulomb Explosion Imaging” (CEI). Most commonly 

now CE is induced using tabletop intense ultrashort laser pulses where multiply charged 

parent cations are produced and rapidly dissociate due to repulsion coulombic forces 

among their constituents’ charged fragments (Figure 1.2). Coulomb explosion typically 

happens faster than the molecular rearrangement 43 making it a powerful technique for 

extracting the static and dynamical structures of the system of interest. There are different 

theoretical models introduced to simulate laser-induced Coulomb explosion in molecular 

systems including coherent electron motion model where the initially ionized electrons 

cause further ionization through electron impact ionization. 44 In the ionization ignition 

mechanism model, the ionization is assumed to happen at higher ionization states of the 

molecule. Here the main mechanism is the barrier suppression. 45 Laser-induced CEI 

technique is commonly used to reveal the static structure of complicated molecular 

systems, unravel the multi-channel dissociation dynamics, and monitor the structural 

changes of polyatomic molecular systems in an ultrafast pump-probe experiment. 

To infer such information from CEI we need to first acquire the relative momenta of 

fragments produced from the same dissociation channels. Therefore, it is essential to use 

experimental techniques capable of acquiring the velocity distribution of multiple 

fragments at each experimental cycle. 
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Figure 1.2: Coulomb Explosion Imaging (CEI) of 

chlorocarbonylsulfenyl chloride. 
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Chapter 2 

Experimental Methods 

 

2.1 Laser-Induced Plasma Mass Spectrometry 

     The apparatus in these studies consists of a source chamber, main chamber and a time-

of-flight (TOF) drift tube at the end of which a microchannel plate (MCP) detector coupled 

to a phosphor screen is mounted (Figure 2.1). The whole apparatus is under high vacuum 

using turbomolecular pumps (Varian,T-551 and Osaka,TG1300MCW) backed by a dry 

scroll pump (Edwards, nXDS 20i). These experiments were carried out under vacuum at a 

base pressure of 10-7 Torr. The source chamber which is equipped with a pulsed 

piezoelectric valve and skimmer was not used in this experiment. For the laser-induced 

Source	Chamber	

Reaction	Chamber	

Drift	tube	

Detector	

Alignment	Block	
Laser	Inputs	

Figure 2.1:  The experimental setup used in laser-induced 

plasma studies. 
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plasma mass spectrometry studies we used a Nd:YAG laser (Quantra-Ray DCR 3, Spectra 

Physics) which provides up to 1 J/pulse (10 Hz repetition rate) at 1064 nm with a pulse 

duration of 8 ns. The laser has an optional frequency conversion unit to provide the second 

and third harmonics of the fundamental (532 and 355nm respectively). The laser beam is 

then sent to a set of folding mirrors into a periscope to raise the beam above the ion optic 

assembly within the apparatus. The main chamber of the apparatus is where the plasma is 

formed and accelerated into the TOF drift tube region using a modified Wiley-McLaren 

accelerator46 composed of four electrodes shown in Figure 2.2. The distances between the 

electrodes are the same as those described by Townsend et al.47 for direct current (DC) 

sliced velocity map ion imaging (employed in other experiments) and are noted in the 

figure. The flight time of the generated ions can be acquired using Wiley-McLaren 

equations shown below: 

𝑈 = 𝑈0 + 𝑞𝑠𝐸𝑠 + 𝑞𝑑𝐸𝑑                                                   (2.1) 

𝑇 = 𝑇𝑠 + 𝑇𝑑 + 𝑇𝑙                                                             (2.2) 

𝑇𝑠 =
√2𝑚(𝑈0+𝑞𝐸𝑠)

𝑞𝐸𝑠
                                                              (2.3) 

𝑇𝑑 =
√2𝑚

𝑞𝐸𝑑
[√𝑈 − (𝑈0 + 𝑞𝑠𝐸𝑠 + 𝑞𝑑𝐸𝑑)]                                (2.4) 

𝑇𝑙 = 𝐿√
𝑚

2𝑞𝑈
                                                                    (2.5) 

Here, U0 and U are the initial translational energy and the post acceleration total translation 

energy of the particle, q is the elementary charge, s is the distance from the position where 

the ions are extracted to the extractor electrode, d is the distance between the extractor 
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electrode and the grounded electrode and L is the length of the field free region of the flight 

tube. Es is the strength of the electric field at position s and Ed is the potential of the 

extractor electrode. Finally, Ts, Td, Tl and T are the times the particle spends traveling from 

the acceleration region to the extractor electrode, from the extractor electrode to the 

grounded electrode, from the grounded electrode to the detector, and the total flight time 

respectively. The electrodes were constructed of a mirror-polished stainless steel and a thin 

nickel mesh (Precision Eforming, MN12, 45 lines per inch with 88% transmission) used to 

cover the orifice of each electrode except for the repeller to provide a uniform electric field 

for higher mass resolution. The plasma density is reduced in two steps from the ablation 

region to the acceleration region.  

 

As shown in Figure 2.1, the first electrode features a single aperture (of 75 ± 20 μm in 

diameter) in the center of the plate that reduces the initial density. Taking inspiration from 

Nakajima et al.48 a “pepper pot” style grid consisting of 9 holes (3 ×3, 1mm spacing, 50 ± 

20 μm in diameter each) was fashioned on a 0.004 inch thick plate of stainless steel 

Figure 2.2: The ion optic assembly layout. The red line 

indicates the path of the ablation laser. The blue circle indicates 

the center of the accelerator volume. 
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mounted on the repeller. The diameter of each aperture was confirmed by optical 

microscopy. During the acceleration, the two middle electrodes of the assembly (repeller 

and extractor electrodes) are pulsed to 1500 V and 1220 V respectively from ground while 

the other electrodes are grounded for the entire experiment. The electrodes were pulsed 

using a high voltage pulser (DEI, PVX-4140, rise time~100 ns), for 50 μs to provide a 

constant energy impulse to accelerate the ions. Additionally, resistors of 150 and 50 Ohms 

were placed inline from the pulser to these two electrodes. For the target, a 25mm×25mm 

× 1mm gadolinium sheet (693723, Sigma-Aldrich), aluminum foil (99.9%) and natural 

uranium plates (425-349-30, Goodfellow) were used. No additional cleaning or polishing 

of the surfaces was performed aside from that of the ablation itself as discussed for the 

uranium surface below. In each experiment the target plate was mounted in the PEEK 

(Polyether Ether Ketone) assembly onto a motorized 2D translational stage within 2mm of 

the entrance electrode of the accelerator located in the reaction chamber. The light was 

focused onto the target using a 30 cm AR (Anti Reflection) coated fused silica lens through 

a pair of externally mounted irises prior to entering the chamber through a 1-inch diameter 

2mm thick fused silica window. To allow the light to pass through the ion optics, 0.5 cm 

diameter holes were cut into the electrodes at an angle of 27° to the electrode surfaces. 

Based on our focusing conditions, we estimate the highest power density of our 8 ns pulsed 

laser beam to be ~5 × 1011 W/cm2 at the target, assuming a diffraction limited beam spot at 

the focus. Due to the geometry of the experiment, the laser does not produce ions directly 

in the accelerator region, therefore any ions detected must be formed either during the 

ignition event in the laser focus or from collisions with the plasma as it expands. They also 
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can result from electron impact ionization during the initial acceleration as the electrons 

are torn from the neutral plasma. 

Once produced, the plasma travels from the target into the assembly in a field-free 

condition. After some time delay (extraction delay), the accelerator is pulsed to accelerate 

the ions into the TOF drift tube. The ions were ultimately detected using an 40mm dual 

microchannel plate (MCP) imaging detector (Beam Imaging Solutions) with the front plate 

grounded and the back plate biased to 1900-2200 V. The time-of-flight was recorded 

directly from the MCP using a home-built signal decoupler fed to a 250 MS/s digitizer (NI, 

PCI-5114). The data acquisition was controlled using the NI Scope software on LabView 

2017. The mass spectrum was then recorded and averaged typically for 50 laser shots at 

each delay. Furthermore, in order to investigate the effect of the field-free propagation 

time, the delay of the HV switch relative to the laser Q-Switch was controlled by a delay 

generator (BNC). The change of the delay and acquisition of the mass spectrum was then 

automated using a program written in LabVIEW by Dr James O.F Thompson. 

 

2.2 Coincidence Momentum Spectroscopy 

The experimental setup in these experiments is based on a conventional Velocity Map 

Imaging (VMI) spectrometer modified to do multi-mass photo-ion coincidence momentum 

imaging. Here, we successfully coupled Coulomb explosion imaging technique to multi-

mass coincidence momentum spectroscopy. The coincidence detection technique utilized 

in these experiments was initially developed by Lee et al.. 49 The apparatus consists of a 

source and a reaction chamber along with a Time-of-Flight (TOF) tube all of which are 
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under high vacuum. Turbo molecular pumps (Agilent technologies, TV551 NAV, 

Osaka,TG1300MCW, Edwards EXT255H) backed by a dry scroll pump (Edwards, nXDS 

20i) were used to generate high vacuum in the chambers (~10-7 in the source and ~10-9 in 

the main chamber). In the Coulomb Explosion experiments an additional liquid Nitrogen 

cold-finger was installed to further decrease the main chamber’s pressure.  The reaction 

chamber is equipped with an ion optics assembly consisting of a repeller, extractor and 

additional electrodes in order to focus the produced ions onto a position sensitive detector 

which is mounted at the end of the TOF tube. The ion optics assembly used in these 

experiments has a direct current (DC) slicing configuration which will be discussed further 

in this chapter. Here, The Coulomb Explosion experiments have been performed in the gas 

phase where the molecule of interest is first seeded in He (carrier gas) and then is 

introduced into the source chamber through a pulsed piezoelectric disc valve50 and passes 

through a skimmer (Beam Dynamics, Inc.) with an orifice size of 0.2 mm to be collimated 

before entering the reaction chamber. The two chambers are separated by an aluminum 

flange onto which the skimmer is mounted. The produced molecular beam in the reaction 

chamber is intersected perpendicularly with a focused pulsed laser beam in the interaction 

region (between repeller and extractor electrodes) and goes through 

dissociation/ionization. The laser pulses in these studies are the output of an ultrafast 

Ti:Sapphire (KMLabs, Wyvern-1000) which will be discussed further. The produced ions 

are then extracted and sent toward a dual microchannel plate (MCP) detector coupled to a 

phosphor screen (P47). As the ions impinge on the detector, their positions are recorded by 

a CMOS camera. The TOF information is simultaneously collected by a photomultiplier 

tube (PMT) and transferred to a high-speed digitizer where the full waveform of each PMT 
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trace is acquired and analyzed. The detection procedure will be discussed in more detail 

below.  

 

2.3 Ultrafast Laser System 

We use a Ti:Sapphire (Ti:Al2O3) ( Titanium-doped sapphire) laser system (KMLabs, 

Wyvern-1000) to study strong field ionization dynamics of molecules. Ultrashort laser 

pulses (in the range of femtosecond and picosecond) are normally generated through solid 

state lasers where a continuous wave (CW) mode-locking technique is used to lock several 

longitudinal modes in phase and generate high peak intensity pulses.51-53  Such pulses can 

be generated through either active mode-locking54, 55 where an electro-optic or acousto-

optic modulator is used for energy transfer to adjacent modes or passive mode-locking56, 57 

where Self Amplitude Modulation (SAM) leads to the phase locking of the modes. 

Ti:Sapphire laser systems first introduced in 1986 has dominated the field of ultrashort 

pulse generation due to their huge gain medium and wavelength tunability.58 

Figure 2.3: Beam path inside the Griffin-W oscillator. SM: steering mirror, L: lens, CM: curved 

mirror, TS C: Ti:Sapphire crystal, FM: fold mirror, P: prism, EM: end mirror, OC: output coupler. 
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 In our Ti:Sapphire laser system the oscillator (Griffin-W) which is integrated inside the 

KMLabs Wyvern amplifier system (Figure 2.3) generates the ultrashort pulses through a 

Kerr-lens Mode-locking (KLM) technique where there is no need to use an external fast 

saturable absorber (a device with lower loss for higher pulse intensities)51, 59.  Rather the 

self-focusing of the beam in the gain medium is exploited. In such self-mode-locking 

technique, the high intensity part of the beam gets self-focused through Kerr lens effects 

while the low intensity part remains unfocused, then the beam is passed through an aperture 

where the unfocused low intensity beam is attenuated and therefore shortening of the pulse 

is achieved.52 The oscillator is pumped by a diode laser with 3-3.5 Watts of CW 532 nm 

beam with a clean TEM00 mode.   

The Chirped-Pulse Amplification (CPA) technique60 introduced in 1985 is used to amplify 

ultrashort pulses coming out of the CW mode-locked oscillators. In this technique the pulse 

is temporally stretched before entering the amplifying medium in order to prevent the 

Figure 2.4: Ti:Sapphire amplifier system layout (KMLabs, Wyvern 1000). M: mirror, WP: wave 

plate, TFP: thin film polarizer, FR: Faraday rotator, G: grating, CM: cavity mirror, PC: Pockels 

cell, DM: dichroic mirror, RM: roof mirror. 
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potential damages caused by high intensity pulses to the gain medium or other optical 

components inside the cavity. In our KMLabs laser system (Figure 2.4), the oscillator pulse 

train with a repetition rate of ~80 MHz with sub-picosecond temporal width and ~50 nm 

bandwidth enters the amplifier system. The initial short low energy pulse from the CW 

mode-locked oscillator is stretched temporally through a single-grating stretcher design. A 

combination of a half-wave plate and a Pockels cell (a device consisting of an electro-optic 

crystal) is used to trap inside and reject pulses from the cavity. The amplifying crystal 

(Ti:Sapphire) is mounted inside a cell under high vacuum (~10-10 Torr) using an ion pump 

and kept at low temperature (~ -220°C) using a cryo-compressor in order to maximize the 

damage threshold.  The amplified pulse is then sent toward a so-called Treacy compression 

system61 containing two gratings and a roof mirror to be compressed back to the initial 

pulse duration. 

 

 

2.4 Optical Autocorrelator 

Since there is no optoelectronic device (e.g. photodiodes) with fast enough response to be 

able to measure the temporal behavior of ultrashort laser pulses, the pulse itself is used for 

such measurements through autocorrelation.  

Various methods have been developed since the advent of ultrashort pulses 

(picoseconds/femtoseconds) to measure the pulse duration directly and indirectly. Two 

Photon Fluorescence (TPF) is one of these methods first introduced by Bell Telephone 

laboratories scientists62. In the TPF method the beam is divided into two identical pulses 
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and sent through an organic dye cell in opposite directions. The emitted fluorescence is 

proportional to the square of the input pulse peak intensity, showing a maximum at 

positions where the two pulses are coincident in time. Therefore, a photograph of the 

fluorescence track provides information about the pulse autocorrelation.63 High 

background interfering with the measurement is the main drawback of this technique. 

The more commonly used autocorrelation method which shows higher contrast and 

accuracy compared to TPF is based on a nonlinear optical correlation where the spatial 

distribution of second harmonic generation (SHG) through overlapping two replicas of the 

beam inside nonlinear crystal (Barium borate (BBO) or Potassium dihydrogen phosphate 

(KDP)) is used to acquire the temporal width of the fundamental pulse. A noncolinear 

geometry in BBO or orthogonal polarization of two pulses in KDP is used in order to 

produce background-free signal. The idea of designing an optical autocorrelator is to infer 

the temporal behavior of the fundamental pulse from the intensity autocorrelation which is 

measurable by a detector (spectrometer or camera).63-66 Both TPF and SHG methods are 

only used to get a good estimate of the pulse duration but they do not provide any 

information about the pulse shape.  

The second order intensity autocorrelation can be obtained from the following equation:67 

 

                                             𝐴(𝜏) = ∫ 𝐼(𝑡). 𝐼(𝑡 + 𝜏)𝑑𝑡
+∞

−∞
                                                (2.6) 

 

Where I(t) is the intensity distribution of the pulse as a function of time.  
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Here, in our lab we set up a noncollinear SHG autocorrelator (Figure 2.5) where two 

identical beams were produced through a 50% beam splitter and sent through two separate 

optical paths with one containing a motorized translational stage in order to change the 

delay between pulses. The beams are then focused inside a thin (100 μm thickness) BBO 

crystal through 10 cm lenses. Here, having the noncolinear geometry enabled us to block 

the produced SHG from individual pulses as they were traveling in different directions, 

therefore the integrated SHG signal (emitted along the bisector of the crossover angle68) is 

only observed when the two beams coincide inside the BBO and it has a maximum intensity 

when the delay between two pulses is zero and vanishes at large delays (depending on the 

temporal width of the input pulse). Then the second harmonic beam (400 nm) is sent 

through a filter which blocks the remaining fundamental and is subsequently observed by 

a detector (spectrometer) to measure the autocorrelation intensity at each delay. A program 

written in C# by Dr Graham Cooper was used to automatically move the stage and record 

the signal intensity at each stage position. Then the output data was used to plot the 

autocorrelation intensity as a function of delay (stage position). The autocorrelation 

intensity must be symmetric with respect to delay (regardless of the original pulse shape) 

and any non-symmetrical feature is indicative of a misalignment in the autocorrelator.67  

Figure 2.5: Optical design of a single shot intensity autocorrelator based 

on second harmonic generation. M:mirror, L: lens, BS: beam splitter, 

TS: translational stage. 
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                                                               𝐴(𝜏) = 𝐴(−𝜏)                                                            (2.7)  

Depending on the pulse shape, the pulse duration can be inferred from the Full Width at 

Half Maximum (FWHM) of the spatial intensity distribution.69 For sech2 pulse shapes the 

pulse duration is ~0.65 times of the autocorrelation intensity width while for Gaussian 

shape pulses this factor is ~0.71.68  We fit the autocorrelation signal with a Gaussian curve 

and calculated the FWHM based on it (Figure 2.6). According to this plot and assuming 

that the output of our tabletop Ti:Sapphire laser system has a Gaussian pulse shape , the 

temporal width of the pulse is ~90 fs.  

 

2.5 Hollow Core Fiber Compression Setup 

Various temporal pulse compression techniques have been devised70-74 mainly with the 

purpose of achieving higher temporal resolution in ultrafast spectroscopy experiments and 

high harmonic generation. To acquire few cycle pulses, it is necessary to have an external 

optical pulse compressor as the output of a typical CPA system possess a limited frequency 

Figure 2.6:  Intensity autocorrelation of an ultrashort pulse fit with a 

Gaussian curve. 



 

21 
 

bandwidth.  Propagation of high intensity laser pulses through a medium lead to various 

nonlinear phenomena such as self-focusing, self-phase modulation (SPM) and self-

steepening of the pulse governed by nonlinear refractive index of the medium induced by 

the strong field and varying with the beam intensity. The polarization density of a given 

material is proportional to the electric field of the laser beam: 

                                                                      𝑃 = 𝜀0𝜒𝐸                                                        (2.8)  

Where E is the electric field associated with a laser source, ε0 is the permittivity of free 

space and χ is the susceptibility.75 When the laser beam intensity increases such that its 

electric field becomes comparable with the Coulombic forces between atoms within the 

medium, the polarization is no longer linear and it can be described with a Taylor expansion 

of the above term:76 

                                            𝑃(𝑡) = 𝜀0(𝜒
1𝐸(𝑡) + 𝜒2𝐸2(𝑡)+. . . . )                                       (2.9) 

Where χn is the nth order susceptibilities. A non-zero χn terms shows we have a (n+1)th order 

nonlinearity in the system. As an example, SPM is a second order nonlinear phenomenon 

leading to a symmetric spectral broadening of the pulse, while a self-steepening is a third 

order optical nonlinearity providing asymmetric broadening of the frequency spectrum.77 

The total refractive index of a medium through which the high intensity laser beam 

propagates is calculated through the following equation: 

                                                           𝑛 =  𝑛0 + 𝑛2𝐼                                                        (2.10)  
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where I is the laser beam intensity, n0 and n2 are the linear and second-order nonlinear 

refractive indices of the material respectively. The nonlinear refractive index of gasses is 

dependent on the gas type and the pressure.78   

There are two common steps in any pulse compression technique: 1. Spectral broadening 

of ultrashort pulses in hollow core fibers, hollow capillary, standard single and multi-mode 

fibers, photonic waveguides, or filaments created in a gas-filled cell driven by SPM. 2. 

Subsequent dispersion compensation of the broadened spectrum through optical elements 

with negative dispersion such as diffraction gratings, prism pairs and chirped mirrors. 79  

Initially frequency-chirped pulses were temporally compressed through SPM in single 

mode optical fibers followed by optics producing negative dispersion in the pulse. 

Although, this technique has shown promising pulse compression results down to a few 

femtoseconds80-82, it is limited to relatively low input intensity ( a few nanojoules/pulse) 

due to the potential damage to the fiber and higher order nonlinearity which adversely 

affect the SPM.83 Hollow core fibers (HCF) filled with noble gases are an alternative pulse 

compression technique first introduced by Nisoli et al.83 and have been used widely 

subsequently.84-86 Such a setup not only supports high energy throughput (several μJ/pulse) 

but also it is easier to control the nonlinearity by choosing the gas type and pressure. A 

long enough fused silica capillary guarantees the exclusive propagation of the fundamental 

mode.87  

Noble gases are normally used in HCF compression setups due to their high ionization 

potential which is necessary to avoid ionization-induced dispersion and loss of intensity.  

They also show high nonlinearity required for SPM. HCF filled with molecular gasses has 

been also investigated mainly with the motivation of compressing lower energy input 
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pulses with longer duration.88-91 The delayed nonlinearity arising from rotational and 

vibrational excitations (the laser induced alignment and bond stretching92) of such gases 

can lead to stronger nonlinear phenomena in the case of longer pulses (>100 fs). The 

nonlinearity of molecular gasses of linear molecules mainly arises from the rotational 

excitation.88 In such cases, the nonlinear refractive index contains instantaneous (arising 

from Kerr effect) and delayed (arising from rotational excitation) components. The delayed 

rotational nonlinearity temporally overlaps with the multi-cycle pulses (<100 fs) resulting 

in higher spectral broadening. Beetar et al.90 has examined the propagation of multi-cycle 

laser pulses (~280 fs) in various linear molecular gasses and Ar. Their results showed that 

the strong field-induced alignment in such media leads to enhanced nonlinearity which acts 

in favor of spectral broadening.  

Filamentation based techniques are simpler methods of compressing ultrashort pulses 

which are solely based on electronic Kerr nonlinearity. Here, unlike HCF based method, 

multiphoton ionization is exploited to acquire few cycle pulses from ultrashort input pulses. 

As the optical pulse power propagating in a medium exceeds a critical threshold ( 

𝑃𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 =
𝜆2

8𝜋𝑛0𝑛2
 ) which is dependent on the beam wavelength, and the material refractive 

indices, the beam starts to self-focus due to Kerr lens effect.93 Once the self-focusing of 

the beam overcomes the linear diffraction, a plasma filament is produced due to multi-

photon ionization which defocuses the light and the dynamic equilibrium between self-

focusing and defocusing continues until defocusing overcomes and the filament stops. 

Filamentation leads to spectral broadening 38, 94-96 as a result of self-phase modulation and 

subsequent self-compression of the pulse without the need of using any external optical 

components for negatively dispersing the pulse. Filamentation in a gaseous medium is used 
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as a self-optical wave guide where the input pulses with a temporal width of a few tens of 

femtosecond with sufficiently high intensity can generate pulses close to one optical cycle 

limit94 (transform-limited pulse). Although, self-compression of the ultrashort pulses in 

gas-filled cells through filamentation sounds to have a simple experimental implementation 

in terms of less sensitivity to the beam alignment and not using any external optical 

compressors, due to the output beam instabilities arising from the multi-filamentation97 and 

better spatial modes of the output beam resulting from the gas-filled hollow core fibers, 

still in many cases HCF based methods are being used.  

Here in our lab we used a flexible fused silica hollow core fiber with Polyimide coating 

(500 μm internal and 794 μm external diameter) as the wave guide filled with various 

molecular and atomic gases (Ar, N2, SO2, CO2) with the goal of compressing the output of 

our Ti:Sapphire laser system (~100 fs) for future time-resolved pump-probe experiments.  

 The compression setup shown in Figure 2.7 is inspired by a design suggested by Wen Li. 

The fiber (Polymicro Technologies) is mounted using a couple of reaction column tees 

Figure 2.7: The layout of a hollow core fiber compressor setup. M: mirror, 

L: lens, P: Periscope, CMP: chirped mirror pair, CM: curved mirror. 

Figure Figure 2.8: Spectral broadening of the input pulses using different gases. 
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(Valco Instruments) mounted on three-dimensional translational stages. The pulse enters 

and exit the setup through two 1 mm thick fused silica windows. In order to avoid 

multiphoton ionization and self-focusing of the beam in the fiber entrance which negatively 

impact the coupling of the beam with it, we have used a gradient pressure of gas in the 

system by applying vacuum (~ 1 Torr) in the entrance while gas enters from the other side  

of the setup. Different length of the fiber was used to get the optimum length for best 

coupling while getting enough intensity throughput. We got the highest spectral broadening 

along with a decent Gaussian profile output beam when using a length of 70-90 cm of the 

fiber and a gas pressure of 15-20 psi of CO2.  The spectral broadening resulted from 

different gas types is shown in Figure 2.8. The next step is using a set of chirped mirrors 

to temporally compress the broadened pulse down to a few optical cycles. By fitting a 

Gaussian model to each spectrum and subsequent Fourier transformation we get the 

transform limited duration for each pulse summarized in Table 2.1. 

 

 

Gas type Spectral width (FWHM) 

(nm) 

Temporal width (fs) 

(Transform-limited) 

Vacuum 17 55 

Ar 26 36 

N2 63 15 

SO2 81 12 

CO2 86 10 

Table 2.1:  Spectral and Transform-limited temporal width of broadened pulses. 
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2.6 Pulsed Molecular Beam 

In the gas phase experiments the sample of interest is first seeded in a carrier gas to 

minimize clustering. In the cases where the sample is in liquid phase, the carrier gas (He) 

is passed through a bubbler containing the degassed liquid sample and then enters the 

source chamber with a backing pressure of about 500 Torr through a pulsed piezoelectric 

disc valve with an opening time of ~30 μs. The source chamber is at a rest pressure of about 

10-7 Torr.  As the collimated gas beam enters the reaction chamber which is at much lower 

pressure (6×10-9 Torr) through the skimmer orifice, it expands supersonically. The result 

of such adiabatic expansion is an internally cold molecular beam with narrow velocity 

distribution and minimum intermolecular interactions.  

 

2.7 Velocity Map ion Imaging (VMI) 

The photofragment imaging technique initially was introduced by Chandler and Houston98 

in 1987 where the recoil velocity and angular distribution of fragments produced in a 

photo-induced process is acquired by sending them toward a two-dimensional position 

sensitive detector at the end of a TOF tube. The detector is coupled to a phosphor screen 

which is illuminated as charged particles hit the detector and subsequently imaged using a 

video camera at each laser shot. In this technique, full three-dimensional velocity 

distribution of photoproducts is reconstructed from two-dimensional ion images using 

mathematical methods such as inverse Abel transform. The advantage of such techniques 

over previous TOF and mass spectrometry techniques, is that they provide the position of 
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ions at the detector along with their TOF information enabling us to acquire the full velocity 

distribution of fragments for a given state of interest.  

However, the original imaging techniques were limited in terms of translational energy 

resolution due to using a couple of grids as extractor electrodes which was adopted from 

the Wiley McLaren Time of Flight accelerator46 to provide  parallel and uniform electric 

field lines. The distortion in the ion trajectory caused by the grids as well as projection of 

the whole ionization volume on the detector by the parallel field lines lead to a blur ion 

image with low velocity resolution. To address such technical issues, Eppink and Parker 

introduced the Velocity Map ion Imaging (VMI) technique 99 where they used open 

aperture electrostatic lenses. Such an ion optic assembly creates an electrostatic immersion 

lens which maps all fragments with the same initial velocity onto the same point on the 

detector regardless of their initial position in the ionization region. This configuration 

enhanced the velocity resolution by one order of magnitude and deblurred the images. Also, 

the transmission of ions in such configuration is 100%, unlike using grids as extraction 

electrodes.  

Although, VMI technique has significantly enhanced the resolution of photofragment 

images, the necessity of having a cylindrical symmetry parallel to the imaging plane to be 

able to use the Abel inverse transform method for full momentum reconstruction purposes, 

limits the applicability of this technique to a certain type of experiments where both pump 

and probe laser beam polarizations are parallel to the detector plane. Also, using such 

mathematical methods introduces artifacts to the reconstructed images specially along their 

symmetry axis. In 2001 Gebhardt et al.100 introduced Slice Imaging technique to directly 

acquire the equatorial slice of Newton ion sphere which includes the full translational 
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energy information. In this experimental technique, a pulsed electric field is used in the 

acceleration region after a field free expansion leading to a temporal stretching of the ionic 

cloud along TOF tube by several hundred of nanoseconds. Thus, applying a narrow time 

gate of about 10-25% of the longest stretch of the Newton sphere at the MCP detector 

allows for an exclusive imaging of the ion cloud central slice. Such images provide us with 

the full angular and recoil velocity distribution of the photofragments. Therefore, there is 

no need of using inversion methods to reconstruct the three-dimensional images. The slice 

of interest can be easily found by changing the timing of MCP until we get the images with 

largest radius. Although slice imaging was a significant progress in ion imaging field, due 

to using a fine grid as an extractor and pulsing the electric field in the acceleration region, 

the intrinsic high velocity resolution of the conventional VMI method was reduced. In 

2003, Townsend et al.47 introduced a new approach called “direct current (DC) Slice 

Imaging” where a lower voltage ratio between repeller and extractor was used to stretch 

the ion cloud temporally without the need of using a pulsed electric field. Since the lower 

electric field strength in the acceleration region could slightly reduce the velocity 

resolution, they added a couple of additional ion lenses to refocus the ion beam and thus 

recover the velocity resolution. According to their ion trajectory simulations in such ion 

optic design, the stretching mainly occurs between the repeller and first ion lens which 

makes it possible to be adapted to the instruments with shorter TOF tubes and smaller MCP 

detectors. With this new ion optic configuration the VMI method became more universal 

and applicable to most atomic and molecular fragments with any translational energy 

release.101  
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After acquiring images, the velocity of each component is extracted using a radial spectra 

to velocity calibration factor that is obtained by velocity map imaging of a well-studied 

fragment with known energetics. 

The angular distribution of each component in a photofragment image can then be extracted 

by fitting the component to the following equation:102 

                                                      𝐼(𝜃) = 1 + 𝛽𝑃2(𝑐𝑜𝑠(𝜃))                                                     (2.11) 

Where P2 is the second order Legendre polynomial calculated by the following expression: 

                                                         𝑃2 =
1

2
(3𝑐𝑜𝑠2(𝜃) − 1)                                                       (2.12) 

Here θ is the angle between the fragment’ recoil direction and the laser beam polarization 

axis and β is the anisotropy parameter having two limiting values of -1 and +2 for pure 

perpendicular and parallel distribution respectively. A β value of zero correspond to an 

isotropic distribution of fragments which is an indicator of slow dissociation process 

compared to the molecular rotational period.103   

 

2.8 Three dimensional Multi-Mass Coincidence Detection Setup 

As discussed in previous sections, we have modified a conventional velocity map ion 

imaging spectrometer in our laboratory to acquire 3D multi-mass photo-ion images using 

a coincidence detection method initially introduced by Lee et al.49.  

In this approach, charged photofragments are focused onto a MCP detector using a VMI 

ion optic assembly in a DC slicing configuration47. The MCP detector acts as an electron 

multiplier where the intensity of each particle’s hit is increased by several orders of 
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magnitude104. As the ions impinge on each detector’s channel, the emitted electrons are 

ejected from the opposite side of the plates hitting a phosphor screen (P47) coupled to them 

which subsequently generates visible emissions (peaking at 400 nm). These bright spots 

on phosphor screen are observed by a CMOS camera (Basler ac-A720-520 um) and a 

single-anode Photo-Multiplier Tube (PMT) connected to a high-speed digitizer (NI PCI-

5114) to collect positional and temporal information of ion spots respectively. Both camera 

and the digitizer are connected to the same computer. The data acquisition and analysis are 

performed through a program written in LabVIEW (National Instruments, version 2013, 

64 bit) by Lee et al.49 and modified based on our experimental requirements by Dr. Graham 

A. Cooper. In the data collection section, each camera frame is analyzed and the location 

of ion events which have an intensity higher than a specified threshold (the threshold is set 

based on the dark current) is centroided (center-of-mass calculations101 written in C 

language and compiled as DLL) and recorded at each laser shot along with its intensity. 

The MCP timing gate (pulsed using DEI PVX-4150 pulse generator) can be set narrow 

enough to only acquire the central slice of one ionic fragment Newton sphere or wide 

enough to include all the produced ionic fragments at each laser shots. We have performed 

the experiments at both modes to acquire 3D coincidence multi-mass images or individual 

ionic fragment images. 

The data acquisition program simultaneously records the TOF spectrum transferred from 

the PMT to the digitizer at each laser shot and a peak detection algorithm is used to find 

the location and amplitude of peaks for each spectrum. To make the coincidence algorithm 

more efficient the digitizer is triggered (synchronized) with the camera while the camera, 

the valve and the MCP are triggered with the laser system working at 1 kHz, although the 
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experiments were performed at 250 Hz due to the inability of the computer to keep up with 

the data collection at higher repetition rates.  

After the acquisition data step, these data are inputted in an analyzing program where the 

number of events recorded by the camera and digitizer are compared on a shot-by-shot 

basis. The laser shots in which the number of recorded events is not equal for both sides 

(false coincident events), are skipped, otherwise, they are kept for further analysis (true 

coincident events). The correlation between the ion spot intensity recorded by the camera 

and the peak amplitude recorded by the digitizer is used to associate each TOF peak with 

an ion spot detected by the camera. If the matching between camera signal intensity and 

the digitizer peak amplitude shows a strong correlation, we move on to the next step which 

is the reconstruction of 3D multi-mass momentum images from the list of true ion events. 

This list of ion events includes 2-dimensional positional (X-Y spot coordinate on the 

detector) and temporal (arrival time of the ion at the detector) information of each event. 

Acquiring multi-mass images is the necessary step in studying the fragmentation path of 

polyatomic molecules. To determine the dissociation dynamics of the system, it is crucial 

to find the correlation between the recoil velocity vectors of various pairs of ions produced 

from the same dissociative ionization/Coulomb Explosion event. Coincidence detection 

techniques have been the principal method in determining such correlations where the full 

momenta distribution of photofragments (photoelectron-photoelectron (PEPECO), 

photoelectron-photoion-photoion (PEPIPICO), photoion-photoion (PIPICO)) are detected 

in coincidence while the number of fragmentation events is kept lower than one to ensure 

that all fragments are produced from the same process.105-108 For instance in an electron-

ion coincidence experiment, a double sided TOF mass spectrometer is used where the 
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electrons and ions produced from the same fragmentation event are detected using two 

separate position sensitive detectors at opposite sides of the spectrometer. The ions at each 

laser shot are extracted and sent toward the ion detector after a delay of td only if an electron 

is detected in that specific cycle. The time delay td is short enough to assume that the 

extracted ion is produced alongside the detected electron from the same process. 

Two-dimensional coincidence maps are then generated where the TOF spectra (or any 

variable of interest) of the electron-ion pair (ion-ion, electron-ion-ion) are plotted with 

respect to each other. These 2D maps reveal useful information on the dissociation 

dynamics which are not accessible from 1D TOF spectrum. The dissociation mechanism 

can be inferred from the structure of the cross peaks on the 2D coincidence maps. Peaks 

with a slope of -1 represent a two-body or a concerted dissociation pathway while a 

deviation from this slope is a result of a third fragment ejection or vibrational bending and 

stretching of the excited molecule.108 This dependence of the cross peak slope and shape 

to the fragmentation mechanism will be explained later in this section. 

In a coincidence experiment, as the number of events per experimental cycle increases, the 

number of false coincidences (coincidences/misassignment of uncorrelated fragments 

produced from different processes) increases. The background noise arising from such 

false coincidences blur the coincidence maps and makes it impossible to extract any useful 

information from them. Therefore, the key experimental condition for a coincidence 

experiment is to keep the number of events lower than one at each laser shot. Due to low 

count rate in coincidence techniques, it is important to operate the experiment at high 

repetition rates (several kHz) to accumulate the data and make the correlations statistically 
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meaningful otherwise the data acquisition time is comparatively long.109 Also it is more 

favorable to use coincidence techniques for processes with large cross sections. 

In strong field ionization where multiple fragmentation happens at each laser shot, the 

coincidence technique is unable to resolve the correlations. In such high-count rate regime, 

covariance map analysis is used.  

The Covariance analysis is a statistical method that measures the linear correlation between 

two random variables. Originally, Frasinski et al.110 applied this method to multiphoton 

multiple dissociative ionization data to determine the correlation between various TOF 

mass peaks with the motivation of removing the background noise arising from the false 

coincidences. In this method, the covariance values between all pairs of TOF peaks 

acquired at each laser shot are calculated and averaged over total number of laser shots (by 

calculating the covariance between the TOF spectrum and itself) yielding a covariance 

matrix which is then plotted as a 2-dimensional covariance map:107, 110  

 

𝐶𝑜𝑣(𝑋, 𝑌) = 〈(𝑋 − 〈𝑋〉)(𝑌 − 〈𝑌〉)〉 = 〈𝑋𝑌〉 − 〈𝑋〉〈𝑌〉 = 

                                 〈𝑋(𝑥)𝑌(𝑦)〉 − 〈𝑋(𝑥)〉〈𝑌(𝑦)〉                                                 (2.13) 

=
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In this equation X and Y are the signals of interest, x and y are the coordinates of the 

covariance map (random variabl es), the angled brackets represent the mean (expectation) 

value of observables (over N laser shots). According to this equation, the covariance 

analysis calculates the difference between the correlated 〈𝑋𝑌〉 and uncorrelated 〈𝑋〉〈𝑌〉 

products. A positive or negative covariance between two mass peaks implies that the 

fragments corresponding to the peaks are produced from the same dissociation channel. 

Both axes in a 2D covariance map can represent the same variable (same TOF spectrum) 

which is called auto-variance (with a mirror symmetry) or two TOF spectra recorded 

simultaneously.110 Figure 2.9 is an example of an “auto-variance” map constructed from 

TOF spectrum acquired in a Coulomb Explosion experiment of CO molecules. The positive 

feature in the diagonal line of an auto-variance map is called “auto-covariance” (variance) 

which arise from the fact that each TOF peak is covariance with respect to itself. On the 

other hand, each non-zero cross peaks represent a correlation between fragments 

corresponding to the TOF peaks and consequently a fragmentation channel.  

Figure 2.9: 2D TOF Covariance map of a laser-induced Coulomb 

explosion of CO. Adapted with permission from L. Frasinski, K. 

Codling and P. Hatherly, Science 246 (4933), 1029 (1989).©Sceince. 
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As explained for a coincidence map, here also the cross peak’s structure gives information 

about the fragmentation channel. The velocity of the photofragments along the TOF axis 

(Vz) has two components: one given by the acceleration field (determined by the central 

location of the TOF peak) and one from the fragmentation process (determined from the 

TOF width):107, 110 

                                                          𝑉𝑧 =
2𝑞𝑈

𝑚
+ 𝑉0𝑐𝑜𝑠(𝜃)                                                   (2.14) 

 

Where U is the electric potential in the acceleration region, m and q are the photofragment 

mass and charge respectively, V0 is the initial velocity of the particle given by the 

fragmentation process, θ is the angle between initial velocity and the TOF axis.  

By a realistic assumption that the first term is much greater than the second term the width 

of each TOF peak can be calculated from the following equation: 

                                                             ∆𝑡 =  
𝑥𝑚𝑉0

2𝑞𝑈
𝑐𝑜𝑠(𝜃)                                                   (2.15) 

Where x is the ion flight distance. This equation shows that each peak has a width which 

is linearly proportional to the ion initial momentum along TOF axis.  Therefore, the slope 

of cross peaks on TOF covariance maps gives the relative initial momenta of the 

corresponding pairs of ions along z axis (TOF axis). For example, momentum conservation 

requires a pure two-body dissociation process to produce two fragments with the same 

momentum magnitude flying in opposite directions resulting in a cross peak with a slope 

of -1 for such processes. In the case of three-body dissociation depending on the process 

mechanism a deviation from the two-body dissociation cross peak shape is observed. In 
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the case of concerted mechanism where the bonds rupture occurs simultaneously, the 

produced neutral fragment possess very little momentum and this has negligible effects on 

the charged fragments’ trajectories.111 In this case the cross peak still is similar to a two-

body dissociation channel with a slope close to -1. In the case of two step mechanism 

(deferred and initial charge transfer) the deviation of the cross peak from a pure two-body 

dissociation gets more significant. 

Although TOF Covariance mapping gives new insight into the reaction dynamics by 

providing the correlation between fragments’ momenta along z axis, it does not give any 

information regarding the relative ions’ momenta along other coordinates. To exploit 

covariance map analysis further, it has been coupled to 2D velocity map ion imaging.112-

1172D Covariance imaging first showed by Slater et al.114 has the potential of unraveling 

the multi-body dissociative ionization dynamics of complicated molecular systems. In this 

case the random variables are defined as the signal intensity changes of pixels in the two 

ionic fragment images whose correlations are investigated. One of the ions is assigned as 

a “reference” ion and the other as the “partner” ion. The covariance between signal 

intensity of each pixel in the reference ion image and all pixels in the partner ion image are 

calculated yielding covariance matrices for each pixel. By rotating and confining all 

covariance maps along a specified axis and summing them together (reducing the 

dimensions for simplicity), a recoil frame image is created where the velocity vector of the 

partner ion is shown with respect to the recoil direction of the reference ion. Depending on 

the structures we see in such covariance images we can infer the fragmentation dynamics 

with more details compared to what we could extract from conventional velocity map ion 

images and 2D TOF covariance maps.118 If two ions are correlated then we expect to see 
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positive and negative features in the covariance image. The reason we see negative regions, 

is the fact that the covariance analysis calculates the signal variation in each pixel of the 

partner image with respect to mean when a signal in a specific pixel of the reference image 

is observed. Therefore, in the recoil frame covariance image in which the velocity vector 

of the reference ion image is rotated and restricted along a single axis, the probability of 

having signals arising from the partner ion in some specific area of the covariance image 

increases with respect to mean while other regions has less intensity than the mean.107, 119, 

120 Zhaunerchyk et al.121 developed a method to correct for false correlations arising from 

fluctuating experimental parameters (partial covariance mapping) and showed the validity 

of the three-fold covariance mapping for variables with Poisson statistics (the variation of 

fragmentation events at each laser shot) by simply extending the two-variable equation. 

Their theoretical results showed that the four-fold covariance analysis based on the same 

extension is not valid.  

Later Pickering et al.118 extended the covariance imaging to three-fold correlations based 

on the Zhaunerchyk et al. formulation. Three-fold covariance can be calculated through the 

following equation: 

 

𝐶𝑜𝑣(𝑋, 𝑌, 𝑍) =< 𝑋𝑌𝑍 > −< 𝑋𝑌 >< 𝑍 > −< 𝑋𝑍 >< 𝑌 > 

                                                     < 𝑋 >< 𝑌𝑍 > +2 < 𝑋 >< 𝑌 >< 𝑍 >                                (2.16) 

< 𝑋𝑌𝑍 ≥
1

𝑁
∑𝑋𝑖(𝑥)𝑌𝑖(𝑦)𝑍𝑖(𝑧)
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Where N is the total number of laser shots, X,Y and Z are the observables (signal intensity 

of each pixel in this case), x,y and z are the pixel coordinates. Here, similar to two-fold 

covariance imaging, one ion is assigned as a reference ion and one as a partner, while the 

third ion is designated as a “constrained” ion. Again, a recoil frame covariance image where 

the velocity vector of the partner ion is plotted with respect to the reference ion is created 

where the third fragment is confined to recoil in a specific area of the image. This artificial 

2-fold vector restriction (“reference” ion and the “constrained” ion) in three-fold 

covariance imaging can provide meaningful information regarding the fragmentation path 

and the molecular structure. If the structure observed in such images depend on the recoil 

direction of the third fragment it is indicative of a three-fragment correlation. 

 

2.9 Time-Resolved Ultrafast Electron Diffraction (UED) 

We have carried out a remote gas phase time-resolved experiment using MeV Ultrafast 

Electron Diffraction (UED) facility at the SLAC National Accelerator Laboratory (part of 

Linear accelerator Coherent Light Source user facility (LCLS)) to study the UV 

photodissociation dynamics of oxalyl chloride ((COCl)2). The experimental setup shown 

in Figure 2.10 is described in this section.  

In order to investigate the dissociation dynamics of oxalyl chloride at short and long time 

scales two sets of experiments at low and high electron charge modes were performed. In 

high charge mode, each electron bunch contains 20-30 k electrons (~2-5 fC) providing a 

total temporal resolution of ~500 fs while in low charge mode this reduces to 5-10 k 



 

39 
 

electrons (~0.5-2 fC) with ~200 fs time resolution. The electron beam is propagated with a 

relativistic energy of 4.2 MeV and little energy spread of 3-4 ×10-4 rms.  

The gaseous oxalyl chloride enters the high vacuum chamber through a 500 μm orifice 

flow cell which is heated to 77° C to avoid the line clogging. A mass flow controller in the 

gas line is set below ~1 Torr to prevent the vacuum from tripping. 

Part of the output of an 800 nm Ti:Sapphire laser system with temporal width of ~70 fs 

produces forth harmonic generation (200 nm, ~100 fs, ~300 μm) which is then used as the 

pump beam to induce excitation in the molecular gas. The third harmonic of the beam (266 

nm) is used as the trigger pulse for S-band photocathode RF electron gun described 

elsewhere 122. The laser and electron beams are propagated with a small angle of ~5° to 

(a) 

(b) 

Figure 2.10: (a) MeV UED beamline Schematic Adapted with permission from UED, SLAC, LCLS. (b) 

incoupling mirror (c) interaction region inside the sample chamber. (d) electron detector (P43 phosphor screen) 

coupled to a charge-coupled device (CCD) camera. 

Gas beam 

4.2 MeV Electron beam 

200 nm laser beam 

(c) 

(d) 
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minimize the velocity mismatch. The experiment was carried out at a 360 Hz repetition 

rate. The s (momentum transfer) to pixel calibration and time zero between laser and 

electron beam were obtained from well-known diffraction patterns of a single bismuth 

crystal. 

A varying delay between pump and probe electron beams is applied to study geometrical 

changes in the excited oxalyl chloride molecules. High charge mode data sets were 

acquired at the pump powers of 10, 16 and 25 μJ (the power measured before the window). 

Here, since we are interested in single photon absorption dynamics, the data analysis is 

focused on lower powers data sets (10 and 16 μJ) where no signs of multi-photon 

contribution were observed in the diffraction data. All images in low charge modes were 

recorded at 16 μJ of the pump power. 

 In high charge mode, on average 40 delay points (up to 300 ps) with 200 fs-500 fs-5 ps-

10 ps and 100 ps time steps with an approximate exposure time of 12 minutes for each 

delay were scanned. In low charge mode same number of delay points (up to 5 ps) was 

scanned. 

The diffracted electrons at each delay are projected onto a phosphor screen (P43) and 

imaged using a charge-coupled device (CCD) camera. A small hole is drilled in the center 

of the detector to let the non- scattered highly focused electrons through and avoid the 

potential damage to the detector.  

The pair distribution function (PDF) is then extracted from the acquired diffraction images 

which reflect structural changes of the system.   
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Chapter 3 

Time of Flight Mass Spectrometry of Laser-Induced Plasmas 

 

3.1 Introduction 

       Laser ablation plasmas have been investigated widely during last few decades. One of 

the main goals of these studies has been to develop laser ablation methods and laser induced 

plasma spectroscopy as a tool for elemental analysis123-128. An important application of 

studies in which laser ablation based analytical techniques have been used is to nuclear 

forensic investigations129-131. Laser ablation based mass spectrometry techniques are 

among the chief analytical approaches used in nuclear forensic investigations because they 

can provide highly accurate elemental and isotopic information while requiring less mass 

compared to alternative analytical methods available for such studies132. Direct 

characterization of actinide laser ablation plasmas has rarely been pursued, although it can 

provide conditions approaching those of a nuclear fireball. Such studies thus offer a tool 

for investigating reactions and condensation of materials relevant to nuclear forensics 

investigations.  

Given that the internal temperatures of a plasma can be on the order of hundreds to many 

thousands of kelvins133-137, understanding the dynamics of such systems can be 

challenging. Additionally, laser induced plasmas typically have a non-Boltzmann energy 

distributions, adding further complexity to any modeling of the plasma system138. Even 

though laser ablation is used in a number of fields, there are still significant gaps in the 



 

42 
 

understanding of how these ablation events progress. Plasma properties are typically 

experimentally studied either through optical emission spectroscopy or mass spectrometry 

methods. In optical emission spectroscopy methods, the produced plasma is studied 

directly during its ignition and initial expansion by recording the light emitted from the 

plasma which provides a fingerprint for both the species in the spectra and electronic 

temperature139-141, while in mass spectrometry methods the plasma is studied using debris 

or soot collected from the plasma, providing insight into the species ultimately formed after 

the plasma has cooled142-144. Optical emission studies of the laser induced plasma are 

referred to as laser-induced breakdown spectroscopy (LIBS). There are a number of 

examples of this technique used to study the ablation of transition metals 145, inorganic 

materials146 and alloys147. Although the focus is generally on atomic species, recently, 

Russo et al. have utilized LIBS to identify many spectral lines of diatomic molecules148. 

Through this, they were able to use the isotopic shift of these emission lines to characterize 

the abundance of different isotopes present in the plasma. However, this is only possible 

in plasmas with a well-characterized target and a small number of elements present due to 

the inevitable spectral congestion that would occur in a complex plume when detecting 

molecular emission. In the mass spectrometry technique, post ablation debris of the plasma 

is studied to understand its composition. Typically, this involves collecting the particulates 

from the plasma into a free jet or a molecular flow, cooling the particles in the process, and 

transporting the material to a mass spectrometer149. The most commonly used approach is 

laser ablation inductively coupled plasma mass spectrometry (LA-ICPMS) 150-155. In 

comparing the two methods briefly, the principal difference is that such mass spectrometry-

based methods do not provide any direct diagnostic information regarding the initial 
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plasma conditions, although they can give efficient elemental composition and isotopic 

ratio information. In contrast to this, optical emission-based methods can identify the 

conditions of the plasma. Furthermore, in nuclear forensic studies, using a portable LIBS 

unit is more time efficient and less expensive than a mass spectrometric approach156. 

However, such methods have lower detection sensitivity compared to mass spectrometry-

based methods and show difficulty in identifying isotopic information of the species inside 

the plasma. The other significant drawback of LIBS methods is that they are limited to 

identifying the composition at early part of the plasma (around a few hundred ns), while 

the dynamics of the plasma evolution continues over a much longer period of time.  

To overcome this, typically modern instruments combine both of these techniques together 

and work in tandem157, which is extremely successful given the non-invasive nature of the 

emission spectroscopy detection. Nevertheless, there are some issues with this dual 

functionality set-up. Firstly, there is a cost to setting up a dual function spectrometer such 

as the iCCD cameras required for the capture of the LIBS emission and the vacuum system 

required for the mass spectrometer. Secondly, where the interest is in hot plasmas, 

conventional explosives or indeed a nuclear fireball, line broadening happens and results 

in a loss of information due to the overlapping of spectral features.  

In this work, we present an alternative approach using a modified Wiley-McLaren Time of 

Flight (TOF) mass spectrometer46, 158 to directly extract ions formed in the plasma during 

the ablation event. This setup is capable of overcoming many of the aforementioned issues 

whilst maintaining the principal advantage of LA-ICPMS which is observing dynamics in 

the plume over a much longer time period. With this instrument we were able to probe the 

plasma directly and extract translational energy distributions of the plume alongside its ion 
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composition. There are a number of challenges in attempting to extract ions directly from 

a plasma in this way. The biggest issue is that the plasma is so dense that high voltage 

extraction of ions causes massive space charge effects. This leads to a reduction in mass 

resolution of the spectrometer and can lead to potential damage of the ion detector. Also, 

as there is no resistance to the plasma expansion, the plasma maintains extremely high 

initial particle velocity which can blur the mass spectra. These technical challenges must 

be overcome to facilitate accurate ion detection, and the solutions we employed are 

discussed here. In this work, we used the aforementioned laser ablation-based mass 

spectrometry method to produce a high temperature uranium (U) plasma in order to gain 

insight into the chemistry of a nuclear fireball. Characterization of a U plasma using high 

laser power can provide useful nuclear forensic information: Isotope ratio characterization, 

and quantitative and qualitative analysis of radioactive samples. These signatures have 

been studied using LAICP-MS and LIBS techniques159-161, however, these approaches do 

not probe the conditions of the expanding plume directly. In the present study, we extracted 

the plume through small apertures to gain direct access to the conditions in the plasma. 

Although this approach did not yield mass resolution adequate for isotope ratio analysis 

under high power ablation, it is complementary to the more established techniques in 

gaining direct access to ion charge state and translational energy distributions. Here, we 

first calibrated our mass spectrometer using Al and Gd solid samples and then performed 

the same experiment on U to investigate the hot actinide plasma properties.  
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3.2 Experimental Methods 

The experimental apparatus has been introduced in previous chapter. Briefly, a mass 

spectrometer consisting of a main chamber where the laser ablation occurs and a TOF tube 

at the end of which a MCP/Phosphor detector is mounted, was used. An ion optic assembly 

with slightly modified Wiley-McClaren configuration (Chapter 2, Figure 2.2) is mounted 

in the main chamber to directly extract the produced plasma. The accelerator is pulsed after 

some time delay (extraction delay) to extract different regions of plasma (shockwave, 

reflected shock and the thermalized regions) and accelerate it into the TOF tube (Figure 

3.1). The target is mounted in the main chamber on a two-dimensional translational stage 

to be evenly ablated as irradiated by the focused output of a ND:YAG laser system.  

The TOF spectrum at each laser shot is collected directly from the MCP back plate through 

a home-built signal decoupler and transferred to a high-speed digitizer.  

Figure 3.1: (left) The ion optics assembly and the target mount. Different regions of the plasma are shown 

at a given delay after irradiation. (right), The solid target mounted in the vacuum chamber on a two-

dimensional translational stage below the ion optic assembly. 
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3.3 Results and Discussion   

3.3.1 The Spectrometer Performance  

To determine the overall performance of the spectrometer we performed laser ablation 

experiments on Al using 1064 nm at 30 mJ/pulse. The TOF spectrum of the Al target at an 

extraction delay of 6 μs is shown in Figure 3.2. The mass spectrum has been cropped to 

show only the singly charged Al+ peak, however, the doubly charged Al2+ peak is present 

and found at 5.8 μs. The temporal width of the Al2+ peak is larger than typical single isotope 

mass peaks acquired from Wiley-McLaren spectrometer. The origin of this width can be 

understood by considering the dispersion of the initial translational energy of the particles 

within the accelerator acquired from the ablation process, and the range of velocities of the 

ion packet formed over the full length of the acceleration region. To model this, we 

reproduced our accelerator using SIMION 8.2162. In these simulations (Figure 3.3), we 

recorded the arrival time of a number of Al ions starting from 22 different positions within 

the accelerating volume in 1mm increments between the 2nd and 3rd electrodes (repeller 

Figure 3.2: TOF mass spectrum of Al.  The spectrum 

shown in black is the experimental spectrum and the 

spectrum shown in red is that produced from the 

SIMION simulations.   
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and extractor). The ions at each position were given a distribution of initial translational 

energy in the z-direction (along the TOF axis) centered on the energy required to reach 

their starting position within the accelerator in 6 μs.  The FWHM of this distribution was 

also equal to the same translational energy (i.e., 100% spread) in order to model dispersion 

of ion energies within the accelerator. These (440 in total) ion trajectories were recorded 

and counted in bins of 20 ns. This built up a TOF profile of the Al ions in the plasma within 

the accelerator. A 5-point moving average smoothing was applied to account for the 100 

ns rise time of our accelerator field ramping. The simulation, shown as the red curve in 

Figure 3.2, is in fair agreement with the experimental data. 

 

 

3.3.2 Gadolinium Ablation Results 

In order to demonstrate the abilities of the apparatus and characterize the TOF mass 

spectrometer, we chose gadolinium (Gd) metal as the target. Gd was chosen due to its large 

number of isotopes at a high mass-to-charge ratio (around m/z = 157). This metal has also 

Figure 3.3: Ion trajectory simulation using SIMION 8.2. the red lines represent the 

trajectories with the positions of ions sampled (black dots) every 0.5 μs. 
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been studied before using a combination of direct plasma extraction mass spectrometry and 

laser induced breakdown spectroscopy at vastly lower ablation energies than employed 

here163.  Song et al. mounted a Gd plate directly onto the accelerator of the TOF mass 

spectrometer, in a manner similar that of most MALDI (Matrix- assisted laser 

desorption/ionization) type instruments. They demonstrated the ability to maintain isotopic 

resolution at this high m/z ratio under very low power of laser ablation and DC extraction 

of ions. However, in their study, the mass resolution was compromised even at moderate 

laser powers, and they did not investigate the plasma conditions at high power. Before 

recording the gadolinium TOF mass spectrum we investigated the mass loss of Gd via laser 

ablation at our high-power condition (30mJ/pulse) to estimate the particle density within 

our accelerator. To do so, the sample was ablated a number of times for an hour and the 

total mass removed was recorded. The mass loss was determined to be 63.1 ± 8.6 ng per 

laser shot. This is on the same order as that reported by Wen et al.164 for a copper surface 

under similar ablation conditions, except that plume expanded against gases at atmospheric 

pressure. However, they noted the volume of material ejected was found to be independent 

of gas for He, Ne and Ar, so we do not expect this to be different for expansion into the 

vacuum. Our determination corresponds to 2.4 × 1014 atoms (or 0.4 nmol) ablated in a 

single shot. Assuming a hemispherical expansion, and that all the removed mass went into 

the initial plume, we calculate that the total density of the plasma before the first slit is ~1.4 

×1016 atoms/cm3. We estimate that the total amount of material that passes through the first 

slit is approximately 4×1010 atoms per laser shot (about a 6 order of magnitude reduction 

in total number). Furthermore, we estimate that through the second slit (the pepper pot grid) 

the number of atoms is further reduced another factor of 103 to 4 ×107. At these reduced 
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densities we do not observe any Coulomb repulsion when extracting the ions from the 

plasma using the accelerator. To characterize our modified TOF mass spectrometer we 

performed a laser ablation experiment on a Gd sample using 1064 nm, 30 mJ/pulse. Figure 

3.4 shows the extraction delay dependent TOF mass spectrum of the Gd plasma. The 

spectrum was recorded at delays from 0 to 60 μs in 0.5 μs steps. In addition to the two main 

expected signals at m/z = 158 and m/z = 79 of Gd+ and Gd2+, there are a number of 

additional peaks in the data that vary as a function of extraction delay. These additional 

signals are identified as background gases ionized in the chamber by plasma species. This 

is most likely through either collisional ionization from charged species within the plume 

or from electron impact ionization during the acceleration process (with a maximum 

available energy around 300 eV). These signals generally appear at delays consistent with 

the thermalized region of the plasma except for m/z = 18 (water) and 40, which persist for 

much longer times. We assign m/z= 40 to argon, which is used in the production of Gd. 

This mass was also seen by Song et al. in their Gd ablation and curiously assigned to 

potassium without comment163.  

Figure 3.4: Extraction delay-dependent time-of-flight mass spectrum of gadolinium laser 

ablation plasma.   
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It seems that it is trapped in the foil giving signals that persist to much longer times than 

other background signals such as m/z = 28. It is interesting that the water signals also show 

a much longer appearance profile much like argon, perhaps suggesting some is also trapped 

in the sample. The data shows that prior to acceleration in the mass spectrometer, the Gd 

ions have three distinct arrival times centered at 5 μs, 12 μs and 42 μs, indicating a 

distribution of ion velocities within the plasma plume. We suggest that these three regions 

correspond to those ions found within the hot initial shockwave layer of the plasma (5 μs) 

which may be followed by a reflected shock from the back of the first electrode and some 

attenuation. Finally, there is the colder thermalized part of the plasma (42 μs). This cooling 

we suggest comes mainly from collisions within the plume itself behind the first aperture. 

The identification of the regions as either shockwave or partially thermalized is further 

supported by the data. The early time region (around 5 μs) has an intense non-Boltzmann 

distribution of Gd+ and Gd2+ ions that would indicate a region of the plume that is extremely 

hot/energetic. It also has very high translational energy. The late time region identified as 

the thermalized core of the plume is supported by comparing the average translational 

kinetic energy of the Gd+ to that of the background and will be discussed later in this 

section. Based on our initial measurement of the accelerator performance using the Al 

target, we would expect a significant reduction in the width of the G+ peak as a function of 

extraction delay as the colder parts of the plume have lower translational energy dispersion 

shown exactly in Figure 3.5. Figure 3.5(a) shows the Gd+ channel at 5 μs whilst 5(b) depicts 

the TOF signal at 45 μs. The data does not show any clear indication of the various isotopes 

of Gd, 154Gd (2.18%), 155Gd (14.80%), 156Gd (20.47%), 157Gd (15.65%), 158Gd (24.84%), 

and 160Gd (21.86%), but a small shoulder in Figure 3.5(b) spectrum is from 160Gd. Previous 
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laser ablation studies of Gd have been able to identify these isotopes but with a different 

configuration mass spectrometer at significantly lower power, 1.2 MW/cm2 previously 

compared to our 500 GW/cm2. Once again, however, the simulations of the Gd+ TOF 

spectrum are in fair agreement with what we record. The simulations were run in the same 

manner as for Al described above, but in this case, we ran the simulation for each isotope 

separately and scaled the results by their abundance within the sample. Therefore, we infer 

that the translational energy distribution within the Gd+ at 5 μs and 45 μs are 40.6 eV, and 

0.5 eV, respectively, roughly matching the spread of the translational energy of the 

particles within the accelerator based on the arrival time. The simulations do suggest that 

we should be able to resolve the 160Gd isotope partially at 45 μs extraction delay, which 

appears as a shoulder in the experimental data. In addition to determining the spread of the 

translational energy within the accelerator using the width of the mass spectrum, the data 

in Figure 3.4 can also be used to determine the translational energy distribution of the 

plasma directly, by measuring the Gd+ signal as a function of extraction delay. As we know 

the path length of the plasma prior to acceleration, we can calculate the velocity required 

for the ions to arrive in the accelerator at different times; this is in fact the same basis used 

for determining the translational energy distribution given to the ions in different regions 

Figure 3.5: TOF mass spectra of Gd+ at delays of (a) 5 μs  and (b) 45 μs between laser ablation and ion 

extraction.  The spectrum in black shows the experimental TOF and the simulation is in red. 
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in the accelerator in our SIMION simulations above. For Gd+, the translational energy 

distribution obtained directly based on the field free flight times (i.e., extraction delay), and 

the one based on the peak width of the mass spectra, are in good agreement. In these 

simulations, we use a single ion position within the accelerator, the one at which the 

focusing of the ions onto the detector is optimized for our applied potentials, as our position 

to calculate the subsequent time of flight of the Gd+ ions using the Wiley McLaren 

equations. The use of a single ion position is both to simplify the analysis of the SIMION 

trajectories and also to focus on the ions which will be readily detected by our apparatus. 

This is due to a) ions accelerated in regions away from the central volume will either not 

focus as tightly and been seen as a structureless background to the mass spectrum and b) 

due to the geometric constraints of the electrodes, ions are unlikely to have much transverse 

momentum to take them away from the central axis of the spectrometer. Additionally, in 

order to correctly fit the experimental data, we must apply a scaling factor of 0.75 to the 

calculated TOF. This correction may be due to plasma screening the full effective field of 

the accelerator, leading to a longer ion TOF (and contributing to some additional blurring 

of the TOF as mentioned above). The results of this simulation are shown in Figure 3.6. In 

panels 3.6(a) and 3.6(b) the experimental and simulated data are shown, while in panel 

3.6(c) the translational energy distribution of the Gd+ over the entire plume expansion is 

depicted. The simulation shown in this figure was produced by modeling the arrival time 

distribution in the field-free TOF axis with three Gaussians to correctly capture the 

intensity distribution of the particles. One of the key features of the simulation is a predicted 

curvature in the arrival time of the Gd+ particles in the early time window. This bend arises 

from the fact that for the Gd+ ions to arrive in the accelerator within such a short time, the 
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initial translational energy of the particles U0 must be comparable to the translational 

energy given to them after acceleration. This curvature in fact, is a direct measure of the 

change in translational energy as a function of the field-free plasma flight time. Using this, 

a translational energy spectrum of the Gd+ particles within the plasma is obtained and 

shown in panel 3.6(c). A scaling factor of t3 was incorporated to correct for the Jacobian in 

the transformation of the intensity as a function of time to intensity as a function of 

translational energy. The translational energy distribution spectrum shows two main peaks. 

These are located around 0.55 eV and 6 eV, but the latter extends to well beyond 50 eV. 

After converting from energy to temperature, assuming this energy is placed in only a 

single translational degree of freedom, these regions correspond to translational 

temperatures of 1.2×104 K, 1.4×105 K and 8.1×105 K. Wen et al. simulated ablation of a 

Figure 3.6: (a) TOF mass spectrum of the Gd+ channel acquired at 30 mJ/pulse using a 1064 nm laser 

source. (b) Simulation of this data using the Wiley-McLaren equations. (c) Translational energy 

distribution of the Gd+ channel over all extraction delays with the experimental distribution in black 

and the simulation in red.  The inset in (c) shows the same distribution and fit between 0 and 10 eV.   
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copper surface against argon at atmospheric pressure under very similar laser conditions to 

those reported here. They observed the peak temperatures at the contact surface of the 

plume with the background gas to be 3×105 K, on the same order as that observed here. 

However, they found that this was somewhat in excess of experimental measurements, and 

assigned the discrepancy to omission of energy dissipating processes such as ionization165, 

166. It is important to note that we do not see any evidence of ion cluster formation in any 

of our measurements. We believe that this is due to the fact that the plasma is too hot 

(translationally) and no such stable clusters are being formed under the conditions of our 

study. However, we have not employed any post ionization methods (such as an additional 

laser pulse to ionize neutrals in the plasma) in our current data, so we cannot infer any 

information about neutral cluster formation within the plasma that could be occurring as 

the plasma cools down. 

3.3.3 Uranium Ablation Results 

We now turn to the uranium plasma, which is the focus of these studies. To characterize 

the uranium plasma, we performed a laser ablation experiment with two different 

wavelengths, 1064 and 355 nm, and at different laser powers (3,10 and 30 mJ/pulse). 

Figure 3.7 shows the extraction delay dependent TOF mass spectra of uranium ions under 

these different ablation conditions. In this case the uranium surface was cleaned by prior 

ablation to be free of oxides. The two main features in all laser powers and wavelengths 

belong to U+ and U2+ channels. Just as is the case in the Gd data, we see no signs of cluster 

formation. The TOF mass spectra obtained at different conditions show that the plume 

composition changes as a function of laser power and wavelength. At higher power the 

uranium signal becomes bimodal with ions arriving both at short and long extraction time 
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delays. In addition, we see an increase in background signals with laser power. The 

production of doubly charged uranium ions as well as background signals also increases at 

the shorter wavelength. We did not observe any evidence of separation of the two uranium 

isotopes because of the wide range of initial translational energies that the accelerator 

compresses as discussed further below. In all cases, the arrival time of the U+ is the same 

if not slightly earlier than the Gd+ suggesting that the uranium plasma formed in these 

conditions is much hotter, more energetic plasma. In either case we can assign the peak at 

4 μs and 55 μs as belonging to the initial shockwave and the thermalized part of the plume, 

respectively. The translational energy of these two components were calculated to be 90 

eV and 0.5 eV. Again, assuming energy partitioning into one translational degree of 

freedom this would indicate temperatures of 2.1×106 K and 1.1×104 K. Although the initial 

 
Figure 3.7: Extraction delay-dependent TOF mass spectra of uranium plasma.  The 1064 nm ablation at 3, 10 

and 30 mJ/pulse are shown in panels (a) to (c) and the 355 nm ablation also at 3, 10 and 30 mJ/pulse are shown 

in panels (d) to (f) respectively. 
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impulse peaks at 4 μs, it begins to appear as early as 2 μs implying a kinetic energy that is 

much higher, up to 350 eV. The thermalized temperature agrees well with our calculation 

for the later component of the Gd+ temperature. It is interesting to note that we do not see 

the contribution identified as a reflected shock in the U data. This could be due the reflected 

shock signal becoming merged with the initial shock and unresolvable, but more detailed 

modeling will be needed to confirm this. On comparing the uranium plasma signal in the 

late extraction delay region (>20 μs) we observe that a slower U+ signal develops and grows 

more intense with increasing laser power. In addition, the distribution of the ions grows 

broader, visible over a much larger range of extraction delays. We attribute this to an 

increase in the fraction of the ions retaining their charge after passing through the high 

collision region before the first aperture on the accelerator. This would suggest a higher 

ratio of ion to neutral species in the plasma at higher ablation energies, consistent with the 

general picture that higher ablation energy leads to a hotter and more excited plasma. 

Figure 3.8 shows the U+ mass peak obtained at different laser powers at 1064 and 355nm 

and the early extraction delay of 6 μs. Additional smoothing of the data was done in the 

case of 3 mJ/pulse to remove a ringing artifact from the data. At each wavelength the data 

is compared with a simulation (red curve) performed by SIMION 8.2 as explained before. 

Figure 3.8: TOF mass spectrum of uranium plasma, ablated 

at 1064 nm (a) and 355 nm (b).  In each plot we show results 

at three different laser intensities:  3 mJ/pulse (black), 10 

mJ/pulse (green) and 30 mJ/pulse (blue).  In each case the 

simulation is overlaid in red. 
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Here, to model the data, we consider a 15% dispersion of translational energy around each 

position in the accelerator, while for modeling Gd this was much larger. This suggests that 

this dispersion is more closely related to the spread in ion velocity at each position rather 

than spread in initial translational energy. This figure shows that change in the laser beam 

intensity does not change the overall peak width of the uranium signal significantly, 

although there is a tail to shorter times (higher energy) that is especially apparent in the 

1064 nm data. In addition, we see a narrower width for UV laser ablation compared to IR. 

In the U+ channel we see a curvature at early times similar to the one observed in Gd+ data 

but much more pronounced. Again, we ascribe this curvature to the initial velocity of 

uranium ions in the TOF direction adding to the imparted momentum gained from the 

Figure 3.9: (a) Uranium mass spectra as a function of extraction 

delay  (b) Simulation of the data in (a),  (c) Translational energy 

distribution of U+ over the entire plume expansion with the raw data 

in blue and the fit in red,  (d) Expanded view of the distribution 

between 0 and 5 eV. 
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accelerator. The simulation was done using Wiley-McLaren equations as discussed above. 

Figure 3.9 shows the experimental and simulated delay dependent TOF mass spectra of the 

U+ channel along with its inferred translational energy distribution over the entire plume.  

Figure 3.10: Delay dependent TOF mass spectrum of 

oxidized uranium metal. Ablation is performed at (a) 1064 

nm and (b) 355nm. Laser power in both cases is 10 

mJ/pulse. 

 



 

59 
 

The experimental spectrum is the same as that shown in Figure 3.8(c) but plotted in TOF 

rather than m/z ratio, over the region of the U+ channel. Two Gaussians were used to model 

the intensity profile of the U+ channel centered at 90 and 0.5 eV. The experimental data (in 

panel 3.9(a)) shows a very clear bend in the early plasma TOF, even more apparent than 

the Gd+ in Figure 3.5, which is captured correctly by the simulation shown in panel 3.9(b). 

Panel 3.9(c) shows the translational energy distribution of the experimental and simulated 

data. The overall trend of the distribution is very similar to the Gd+ results. While we do 

not observe the formation of clusters in the uranium plasma, we are able to observe the 

effects of oxidation on the metal surface. Figure 3.10 shows the TOF mass spectra of an 

oxidized uranium surface ablated with a 10 mJ/pulse beam of 1064 and 355nm (panels 

3.10(a) and 3.10(b) respectively). In both cases we observe that the UO+ is the dominant 

uranium oxide species observed with a small amount of UO2+ also seen in the 1064 nm 

data. The oxidized target plasma is broadly consistent with observations of the cleaned 

uranium metal plate with some minor differences.  

The 1064 nm data shows no formation of U2+ at this laser intensity. In contrast, the 355nm 

data does show the production of U2+ but with a reduced amount of UO+ present in the 

plume. 

 

3.4 Conclusion 

   We have demonstrated a modified Wiley-McLaren Time of Flight mass spectrometer, 

designed to perform direct extraction of ions from an intense laser induced plasma at high 

ablation powers. This approach demonstrates our ability to identify the effects of various 
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experimental parameters on the plasma plume over a long period of propagation time. We 

examined the evolution of the plasma composition as a function of field-free time-of-flight 

of the laser plume and obtained a measure of the translational temperature of the plasma. 

We first characterized the performance of the system with Aluminum and Gadolinium 

targets combined with ion trajectory simulations. After characterization of the apparatus, 

similar sets of experiments were carried out with Uranium sample to study its energetic 

ablation plasma as a first step toward investigation of conditions approaching those of a 

nuclear fireball.  
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Chapter 4 

Coulomb Explosion Dynamics of Thioesters 

 

 

4.1 Introduction  

      The ability of Coulomb explosion imaging (CEI) to directly probe the structure of a 

molecule following multiple ionization by ultrafast methods has led to significant interest 

in both the technique itself and its application in time-resolved experiments167-172. In 

favorable cases, the molecular structure and dissociation dynamics can be inferred from 

the ionic fragments’ momentum images recorded in a CE experiment. In order to acquire 

the full picture of the dynamics, it is necessary to determine the correlation between various 

fragments’ momenta. This can be done using multi-mass imaging techniques along with 

correlation-based analysis methods. Developments over the past decade in time dependent 

imaging sensors such as the PImMS sensor have simplified the acquisition of multi-mass 

imaging data112, 173-178. However, it has been shown that multi-mass detection can be 

accomplished using fast cameras and digitizers in a coincidence detection setup, with 

advantages in both temporal and spatial resolution179, 180. In this chapter, we demonstrate 

that the 3D (time and position) coincidence detection approach is capable of successful 

CEI experiments for structural determination, holding promise for future pump−probe 

studies. 



 

62 
 

 In the case of an ultrafast laser-induced CE experiment, since multiple molecules 

dissociate at each laser shot, to get the correlation between ion momenta we need to use 

statistical methods. Covariance imaging, first introduced by Hansen et al.113  and Slater et 

al.,114 is a useful statistical analysis method that can obtain such correlations. As explained 

in previous chapter, in this method, covariance mapping is coupled to three-dimensional 

ion momentum images181 to produce covariance images.  

 The 3D multi-mass coincidence detection technique coupled to covariance imaging in a 

femtosecond laser-induced CE experiment enabled us to study the dissociation dynamics 

of two compounds belonging to thioester family (chlorocarbonylsulfenyl chloride and 

methoxycarbonylsulfenyl chloride) which show interesting double-ionization decay 

pathways2. Thioester compounds are related to many important biosynthetic reactions182.  

Chlorocarbonylsulfenyl chloride (ClC(O)SCl; hereafter CCSC) (Figure 4.1) is a synthetic 

reagent used primarily to create cyclic thioesters or for carbonyl coupling183-185. The 

structural and spectroscopic parameters of CCSC and similar compounds, and their 

photochemical behavior, have been studied multiple times over the course of several 

decades186-195. These have shown that the dominant conformer of CCSC is planar with the 

C=O and S−Cl bonds in a syn orientation186, 191 and that it exhibits a rich photochemistry 

when exposed to ultraviolet irradiation192. Two studies have also previously examined the 

dynamics of ionized CCSC produced by valence and core synchrotron ionization193, 195. 

These showed that while CCSC+ undergoes C−S, S−Cl, or C−Cl bond rupture processes to 

produce molecular fragments195, removal of further electrons opens up a wide range of 

other fragmentation pathways with increasing degrees of atomization as the excitation 

energy increased193. These pathways from multiply ionized CCSC were identified through 
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ion−ion coincidence measurements, including several involving Coulomb explosions 

(CE), where multiple cationic fragments are produced and subsequently accelerated apart 

under the effect of electrostatic repulsion. In this study, we examine the energetics and 

dynamics of CCSCn+ (n ≥ 2) produced by strong field ionization. 

 

 

Methoxycarbonylsulfenyl chloride (H3COC(O)SCl; hereafter MCSC) (Figure 4.2) is 

another compound belonging to sulfenyl carbonyl group showing multiple fragmentation 

channel as it interacts with a high intensity laser beam. The structural and spectroscopic 

properties of this molecule were reported previously by Erben et al.190 through gas phase 

electron diffraction and low temperature X-ray diffraction. According to their experimental 

and theoretical results, this molecule has a planar backbone structure with a mixture of syn-

syn and syn-anti conformers. Later, its dissociation dynamics was studied through electron-

ion-ion coincidence time of flight (TOF) mass spectrometry by Erben et al.196 They 

identified several dissociation channels following inner shell excitation using synchrotron 

radiation. These studies suggested interesting ionic decay pathways for our investigation 

Figure 4.1:  The most stable conformer of CCSC. 
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and provide a useful contrast to our approach, highlighting some of the advantages of the 

CEI method. 

 

In the present study, we acquired ion momentum images of individual fragments as well 

as multiple fragments produced in a CE event induced by a femtosecond laser field in order 

to determine the correlation between their momenta. We then exploited covariance imaging 

analysis to determine both the energy and relative orientation of multiple fragments 

produced from the same dissociation event and extract meaningful correlations between 

various pairs of ions. Ab initio calculations were carried out to determine the starting 

structures. The results of these calculations combined with the experimental data were used 

to study the dynamics of the dissociative ionization processes. Here, we mainly aim to 

demonstrate the capability of multi-mass coincidence detection of our apparatus for future 

time resolved pump-probe experiments. 

 

Figure 4.2:  The two most stable conformers of MCSC. 

syn-syn conformer syn-anti conformer 



 

65 
 

4.2 Experimental Methods 

The detailed experimental apparatus and detection technique have been reported in Chapter 

2. Briefly, the setup consists of a 3D multi-mass coincidence spectrometer (Shown in 

Figure 4.3) and a Ti:Sapphire laser system producing femtosecond laser pulses.  

Both samples, CCSC (Sigma-Aldrich, 96%) and MCSC (Fisher, 97%) which are liquid 

phase at room temperature, are degassed and seeded in He (Airgas, grade 4.5) by passing 

the carrier gas through a bubbler containing the liquid sample. Then the gas beam 

containing ~1% of the sample is introduced into the source chamber through the 

piezoelectric disc valve with a backing pressure of ~500 Torr and opening time of 30 μs 

which is controlled by DEI PVX-4150 Pulser with timing from a BNC Model 577 Pulse 

Generator. The gas jet enters the source chamber at a resting pressure of ~10-7 Torr and 

passes through a 0.2 mm skimmer into the main chamber which is at a resting pressure of 

~5×10-9 Torr. 

 

Figure 4.3: Schematic diagram of the experimental apparatus in CEI experiment. 
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The molecular beam is then intersected in the interaction region of a VMI electrode array 

by the ionization laser pulse which is the output of a KMLabs Wyvern-1000 Ti:sapphire 

laser (central wavelength of ~800 nm, temporal width  of ~100 fs, ∼2 mJ/pulse, 1 kHz 

repetition rate).  

The experiments are performed at a ∼250 Hz rate, limited by the speed of the PC collecting 

the data through the method described before. The power of the laser pulses was reduced 

using a combination of beam splitters and neutral density filters, before being focused into 

the vacuum chamber using a 25 cm lens to produce a strong field with intensities varying 

in the 7−20 × 1013 W/cm2 range. 

This strong field ionizes the target molecules, producing ions that are projected onto the 

detector using VMI electrodes in a DC slicing configuration.  The detector is gated to 

selectively detect the desired fragments (using another DEI PVX-4150 pulser), and the 

screen is observed using both a CMOS camera (Basler acA720-520um) and a 

photomultiplier tube (PMT) connected to a digitizer (NI PCI-5114), which are controlled 

using the same computer. 

 In the CCSC experiment images were acquired at a resolution of 480 ×480 pixels (260 

×260 pixel resolution at 1kHz) where a 75 mm diameter MCP was used. In the MCSC 

experiment the images were acquired at a lower resolution of 392 ×392 pixels due to using 

a smaller MCP detector (Beam Imaging Solutions, BOS40-6/P-47) with a 40 mm diameter. 

Here, due to the high intensity of signal at the center of the detector which arose from the 

ionized parent molecules and dissociative ionization events with close to zero translational 

energy, we masked this spot in order to better detect ion spots of interest which result from 
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CE events. We took care to adjust the position of the central mask such that it did not cover 

any signals with off-axis momentum. 

For each experimental set, the coincidence detection technique described before was used 

to obtain a list of true ion events with both time and position data allowing for multiple 

fragments to be observed simultaneously by determining which fragment is responsible for 

each event detected by the camera. 

Images were calibrated using the well-studied CE behavior of CH3I
172, 178 under similar 

conditions, such that radial spectra could be converted to velocity distributions. These were 

subsequently transformed to fragment translational energy (fET) space, or, in the case of 

two body fragmentations, to total translational energy (ET) space using conservation of 

momentum. Throughout this chapter, p(fET) and p(ET) denote the fragment and total 

translational energy distributions, respectively. 

 

4.3 Computational Methods 

Supporting calculations for both molecules were performed at a density functional theory 

(DFT)197, 198 level using the ωB97X-D functional199 and Dunning’s aug-cc-pVTZ basis 

set200-202. These consisted of optimizing the ground state geometry of the neutral parent 

molecule and relevant fragments and producing scans of electronic energy along various 

bond-stretching coordinates. These scans were also conducted on excited electronic states 

using time-dependent (TD) DFT203-209. CCSC and MCSC calculations were performed 

using the Gaussian 09 and 16W software package210, 211 respectively. 
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Gas phase conformational equilibria of thioesters determines their properties on the ground 

and electronic excited states. The planar nature of these compounds result in syn and anti 

conformational forms191. The structural and spectroscopic studies of CCSC by several 

groups revealed that the most stable form of this molecule has a syn conformer (Figure 4.1) 

with less than 6% of anti form.186, 191 

 Erben et al.190 performed quantum chemical calculations at a Density Functional Theory 

(DFT) level using the B3LYP functional212, 213 and the 6-311++G** basis set to determine 

the minimum energy of four possible conformers of MCSC.  

According to their theoretical calculations, two of these conformers (Figure 4.2) are the 

most stable geometries of MCSC: syn-syn (S-Cl and H3C-C bonds synperiplanar with 

respect to C=O bond) and syn-anti (S-Cl synperiplanar and H3C-C antiperiplanar with 

respect to C=O bond). The energy difference of these conformers was calculated and later 

confirmed by gas phase electron diffraction results which specifically gave the conformer 

ratio in the sample (72% / 28%). Here we used the same level of theory in order to compare 

our results with theirs. We successfully reproduced their results and then performed 

theoretical calculations using the more modern functional (including long-range and 

dispersion correction) and basis set (ωB97X-D functional and Dunning’s aug-cc-pVDZ ) 

to get the equilibrium distance of atom pairs in the optimized geometry of the parent 

molecule and other intermediate fragments. 
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4.4 Results and Discussion 

4.4.1 Chlorocarbonylsulfenyl chloride (CCSC) 

Figure 4.4 shows the distribution of fragments resulting from strong field ionization of 

CCSC at ~7 × 1013 W/cm2, illustrating that the most intense product peaks (CO+, S+, and 

Cl+) are those which would arise from cleavage of all the single bonds in the molecule 

(although other processes likely also contribute to their occurrence), while larger fragments 

are present in lower abundance. The intensity of the parent mono-cation peak is lower than 

expected, and peaks from CCSCn+ (n ≥ 2) are absent, due to reduced sensitivity in the center 

of the detector used, resulting in preferential detection of ions with off-axis momentum. 

 

 

Figure 4.4: Time-of-flight mass spectrum resulting from strong field ionization 

and fragmentation of chlorocarbonylsulfenyl chloride (structure shown in inset). 

Spectrum is Jacobian-corrected and background-subtracted to show only intensity 

arising from species in the molecular beam. Inset: skeletal structure of the CCSC 

parent molecule 
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Images were recorded while gating the MCP voltages over each fragment ion separately; 

these are shown in Figure 4.5. The dark spot observed in the center of each image results 

from the region of reduced sensitivity mentioned above, arising from damage incurred prior 

to this project. Due to this damage, the experiment was subsequently repeated with a newer 

detector without this spot, and the corresponding images can be seen in Figure 4.6. These 

show similar results, although the images are at a different size and lower resolution (392 

× 392) due to the smaller size of the replacement detector.  

The major difference between the two sets of images is increased intensity in the area 

previously affected by the damaged spot, as expected. This intensity is primarily the result 

of dissociative ionization from CCSC+ and would also be where CCSCn+ and other non-

fragment ions would primarily be observed at the corresponding delay times. Due to this 

damage, it is not possible in this study to comment on these low translational energy 

processes, that is, for fragment recoil speeds below 1.5-2 km/s. However, the processes of 

interest for Coulomb explosion, arising from multiply charged ions, tend to occur with 

higher off-axis velocities and these result in features less affected by the damaged spot. 
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Figure 4.5:  Velocity map images for individual fragments, as labelled, recorded 

with a field intensity ~70 TW/cm2. The orientation of the laser polarization is 

indicated by the arrow in the bottom right panel. 
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Figure 4.6:  Velocity map images for individual fragments, as labelled, recorded 

with a field intensity ~70 TW/cm2 with the new detector. The orientation of the 

laser polarization is indicated by the arrow in the bottom right panel. 
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When performing multi-mass coincidence experiments, it is impossible to resolve the 

positions of multiple ions observed too close temporally, which produce a single peak in 

the TOF spectrum but more than one spot on the camera. It was found that the data recorded 

with the newer detector, with the ability to observe extra events which would previously 

have fallen within the damaged area, caused the mismatch to occur more frequently, and 

steps needed to be taken to reduce the number of ions observed. These included manually 

obscuring the center of the image (using a piece of black tape) in order to block out ions 

with low off-axis momenta corresponding to non-CE dynamics, such that ions from the 

processes of interest with similar TOF could be successfully observed. Given these issues, 

as well as the reduced detector area and resulting decrease in camera image resolutions, it 

was found that the data collected with the damaged detector were superior for coincidence 

detection. While the damaged spot appears unsightly in Figure 4.5, the features of interest 

are not obscured, and the reduced sensitivity in this area was in fact a benefit, and thus all 

subsequent data analysis in this publication are based on those acquired with the older, 

larger detector. 

Three fragments show clear rings in the images in Figure 4.5, most prominently COCl+ and 

SCl+. The central slices of these images were reconstructed using Finite Slice Analysis 

(FinA)214, and the total translational energy spectra are shown in Figure 4.7. 

The intensity close to the center of the images (obscured or blocked by the less sensitive 

area of the detector) results from dissociative ionization processes via CCSC+. The rings 

in both images are momentum matched and correspond to the same peak ET value of 6.1 

eV when the features are assumed to arise from two-body fragmentation of CCSCn+, 

suggesting t hey arise from the same fragmentation event shown below (process 1): 
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                                    ClC(O)SCl2+ → COCl+ + SCl+                         (1) 

 

The rings shown in Figure 4.7 show significant anisotropy, with β2 values from the FinA 

reconstruction of 0.6 – 0.8 indicating a parallel distribution. While the CO+, S+, and Cl+ 

images (seen in Figure 4.5) show more diffuse intensity without clear rings, they likewise 

show anisotropic distributions, perpendicular to the polarization vector of the laser field in 

the first two cases and parallel in the latter. These features arise from the well-studied 

alignment effects in strong field ionization, where molecules are preferentially ionized 

when the molecular axis is oriented parallel to the laser polarization vector (geometric 

alignment), or where molecules are rotated by the field such that the axis points in that 

direction (dynamic alignment)215. Given the duration of the pulse, it is likely that there is a 

Figure 4.7: Translational energy spectra from FinA-reconstructed images of (a) 

SCl+ and (b) COCl+. ET values were calculated using momentum conservation 

assuming COCl0/+ and SCl0/+ co-fragments respectively. The dots indicate the raw 

values, with the lines representing a 5-point running average. Inset: VMI images 

corresponding to the displayed spectra, with the raw image on the left and the 

reconstructed central slice on the right; the arrows indicate the direction of the 

laser polarization. 
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significant dynamic alignment effect, but the exact nature of the observed alignment is not 

certain.  

The observed images indicate that the molecule is preferentially ionized with the axis along 

the molecular backbone (between the terminal Cl atoms) parallel to the polarization of the 

laser field. For processes (1), this results in the product ions travelling primarily parallel to 

the polarization vector. For the Coulomb explosions of more highly charged CCSCn+ which 

substantially contribute to the smaller fragment images (as examined below), the observed 

anisotropic distributions arise from the Cl+ ions being propelled along the molecular axis 

while CO+ and S+ are pushed to the sides by electrostatic repulsion. 

To confirm the assignment of process (1), the multi-mass imaging capabilities of the 

experiment were utilized to simultaneously observe fragments in the mass spectrum (seen 

in Figure 4.4) between CO+ and COSCl+, inclusive. From these, the covariance maps for 

the relationship between pairs of fragments were calculated using the process described in 

Chapter 2. 

The covariance maps are calculated between pairs of ‘reference’ and ‘plotted’ ions which 

show where the plotted ions are more likely to be seen in a frame in which the reference 

ions are oriented along a specified axis from the center (here always vertically upwards). 

The map for covariance of COCl+ referenced to SCl+ was calculated and is shown in Figure 

4.8(a). A very sharp feature centered around 180° is observed in both this map and the 

reverse case, indicating that there exists a two-body fragmentation producing these ions. 

Given that these features are observed at the same radii as the rings shown in Figure 4.7, 

this confirms that process (1) (C–S bond cleavage from CCSC2+) is responsible for these 
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rings. Covariance of Cl+ referenced to COCl+ is shown in Figure 4.8(b) to facilitate 

comparison, but this will be discussed in the three-body section below. 

 

 

 

Computational scans were conducted along RC–S for CCSC2+ in the lowest-lying singlet 

and triplet states, as shown in Figure 4.9 (additional curves are shown in Appendix A 

(Figure A1) for further excited states). These illustrate that the two lowest energy singlet 

states are dissociative along this coordinate, with little or no barrier to fragmentation. The 

difference in energy between the parent di-cation states in the neutral ground state 

Figure 4.8: Fragment translational energy distributions from covariance maps of 

COCl+ referenced to (a) SCl+ (within angles of 176 – 183° to the reference ion 

vector) and (b) Cl+ (at 144 – 216° angles). Points represent raw data while the 

lines indicate the five-point running average. Insets: the covariance maps from 

which the spectra are extracted, with adjacent pixel smoothing and arrows 

showing the orientation vector of the reference ion. 
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equilibrium geometry and the relaxed products of process (1) in the lowest spin-allowed 

electronic states are 6.6 or 6.3 eV from the triplet or singlet states respectively, which 

agrees well with the ET value of 6.1 eV observed from the images in Figure 4.7. These 

calculations thus suggest that these rings arise from C–S cleavage after ionization to ground 

or low-lying states of CCSC2+, driven by Coulomb repulsion between the product 

fragments. A simple model treating the product ions as simple point charges moving only 

under electrostatic repulsion would predict ET = 7.8 eV, significantly higher than both the 

DFT treatment and the experimental value. This may arise from multiple contributing 

factors: firstly, the bonding forces in the di-cation may have a non-negligible impact, 

requiring additional energy to overcome. However, it is also possible that the difference 

may arise from distortion of the molecule during the process of ionization; previous studies 

have observed experimental energy releases substantially lower than those expected from 

pure Coulombic repulsion, potentially attributed to stretching during ionization216, 217. The 

difference is less significant than that observed in those cases, potentially due to the shorter 

laser pulses and thus reduced time for deformation. This bond stretching can be driven or 

selected for by the nature of the ionization process, where increasing bond length can 

decrease the ionization threshold218. 

The third image in Figure 4.5 shows a clear ring at m/z = 95 corresponding to either Cl–

C(O)–S+ or C(O)–S–Cl+, which arises from loss of a single Cl atom at either end of the 

molecule. However, the two potential fragments produced by C–Cl and S–Cl cleavage 

cannot be distinguished by TOF and thus either or both may contribute to the image. This 

image, and the corresponding ET spectrum, is shown in Figure 4.10, where the central 

intensity again arises from dissociative ionization via CCSC+, and the faster ring at 5.1 eV 
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seems likely to arise from Coulomb-explosion loss of Cl+ from the di-cation shown below 

(process 2): 

                                  ClC(O)SCl2+ → COSCl+ + Cl+                                           (2) 

 

This ring shows similar anisotropy to those in Figure 4.7, with a β2 value of 1.1, for the 

same dynamic alignment reasons. A similar covariance map to that in Figure 4.8(a), 

showing a sharp feature centered around 180°, was found for COSCl+ referenced to Cl+, as 

shown in Figure 4.10(b). The radial spectrum shows that this feature peaks at similar radii 

Figure 4.9:  Potential energy curves for CCSC along the C–S elongation 

coordinate in the neutral ground state (black), triplet ground state of CCSC2+ (red), 

and lowest-lying singlet state of CCSC2+ (blue), calculated at the ωB97X-D/aug-

cc-pVTZ level. All other coordinates were fixed at their values from the ground 

state neutral equilibrium geometry. 
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to the ring in the images shown in Figure 4.10(a), confirming that process (2), the loss of 

Cl+ from CCSC2+, gives rise to this feature. The reverse map does not show any significant 

structure, suggesting the fraction of Cl+ arising from this channel is a small fraction of the 

total, such that it is not resolved in the calculated map. A comparison of the intensity of the 

number of Cl+ ions observed in the image in Figure 4.5 to the number of counts in the ring 

in Figure 4.10(a) suggests that this channel accounts for less than 0.5% of Cl+ ions 

observed, supporting this assertion. 

It remains ambiguous which Cl atom is lost in this process, and similar potential energy 

curves to those shown in Figure 4.9 were calculated along RC–Cl and RS–Cl, as shown in 

Appendix A (Figure A2). The computed curves show that relative to the triplet ground state 

Figure 4.10:  Translational energy spectra (assuming a Cl0/+ co-fragment) from (a) 

the FinA-reconstructed image of COSCl+, shown in the inset (with the raw image 

on the left and the reconstruction on the right; the arrow indicates the laser 

polarization orientation) and (b) the covariance map of COSCl+ referenced to Cl+, 

gated over angles 177 – 183° to the reference vector, shown in the inset (with 

adjacent pixel smoothing; the arrow indicates the direction of the reference ion). 

Points indicate raw data, with a five-point weighted average shown by the line. 



 

80 
 

of CCSC2+ at the starting geometry, the relaxed products of C–Cl and S–Cl cleavage are 

2.9 and 1.2 eV lower in energy, respectively, with corresponding barriers to dissociation 

of 1.5 and 2.8 eV (the maximum energy releases from the lowest singlet state are reduced 

to 1.2 and 0.0 eV). The low-lying states studied via TD-DFT also show barriers along these 

coordinates. The fact that the translational energy measured for the process is noticeably 

higher, at 5.1 eV, and that the di-cation ground state is bound with respect to Cl-loss but 

not C–S cleavage, suggests that process (2) instead results from ionization to an excited 

state which preferentially loses a Cl+ ion, rather than the singlet ground state which is likely 

to promptly follow the pathway of process (1). While C–Cl cleavage results in the more 

stable product ion, further computational work at a higher level of theory beyond the scope 

of this work would be required to identify the excited state which best explains the observed 

behavior in order to determine conclusively which Cl atom is lost. 

In order to identify further fragmentation pathways of CCSC2+, covariance maps were 

calculated between other pairs of ions. The map of COCl+ referenced to Cl+ shows a 

particularly significant feature, centered around 180° but broader than those observed for 

the two-body dissociations described previously. This is accounted for by the additional 

momentum of the unobserved third fragment. This map, and the corresponding fragment 

translational energy spectrum, are compared in Figure 4.8 to the map and fET spectrum 

from COCl+ referenced to SCl+ (i.e., resulting from process (1)). 

These spectra show that the radial profiles of the two features are similar but distinct; 

process (1) produces a sharp peak at 3.1 eV, while the spectrum in Figure 4.8(b) shows a 

broader feature peaking at 2.4 eV but which is relatively flat in the 2.1 – 3.6 eV range (the 

higher background level at higher radii results from a lower signal to noise ratio in this map 
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as it corresponds to a lower proportion of the COCl+ ions). Given the lack of data on the 

momentum of the third fragment (S0/+), it is impossible to convert this to total ET, but the 

range of angles observed in the covariance map allow for some limits to be placed on the 

possible values. The observed feature covers the angles 145 – 180°, so given this and 

equations for conservation of momentum (equation 4.1), a lower bound can be placed on 

ET of 4.1 – 8.4 eV. Here the lower bound corresponds to the slower COCl+ ions at 2.1 eV 

with an angle to the reference vector close to 180° and the upper bound corresponds to an 

fET of 3.6 eV and angles closer to 145°. 

                                        𝑚𝐶𝑂𝐶𝑙𝑉𝐶𝑂𝐶𝑙 = 𝑚𝐶𝑙𝑉𝐶𝑙𝑠𝑖𝑛(𝜃) + 𝑚𝑆𝑉𝑆𝑠𝑖𝑛(𝜑)                      (4.1) 

𝑚𝑆𝑉𝑆𝑐𝑜𝑠(𝜑) = 𝑚𝐶𝑙𝑉𝐶𝑙𝑐𝑜𝑠(𝜃) 

This lower bound occurs when the angle between the sulfur and chlorine momenta is acute, 

and the actual total translational energy could be higher. DFT calculations suggest an 

overall change in energy from the T0 or S1 states of CCSC2+ of only –0.2 or –1.1 eV for 

process (3),  

                          ClC(O)SCl2+ → COCl+ + S + Cl+                          (3)  

Given the large translational energy observed experimentally, compared to the small 

energy release for this process, two plausible explanations arise. The first is that strong 

field ionization accesses one or more excited states of CCSC2+ which are 5 – 10 eV above 

the di-cation ground state, similar to but higher in energy than the states responsible for 

pathway (2), which undergoes dissociation along this pathway; the second involves the 

removal of an additional electron by the laser field to reach CCSC3+, which promptly 

produces COCl+, S+, and Cl+ with a calculated release of 10.8 eV of energy in process (4), 
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ClC(O)SCl3+ → COCl+ + S+ + Cl+                                      (4) 

To examine the possibility of the tri-cation assignment, the three-fold covariance analysis 

described by Pickering et al. was used174. This approach yields a map analogous to that in 

Figure 4.8(b) with the added constraint that an S+ ion must also be observed in the same 

camera frame; the relative orientation of this third ion with respect to the reference can also 

be constrained. 

These maps are shown in Figure 4.11; note that they are calculated at reduced resolution 

due to the prohibitive time costs of the calculations at full resolution. Figure 4.11(d) shows 

how the map from Figure 4.8(b) appears at this resolution, and this map bears a significant 

resemblance to that in Figure 4.11(b), featuring intensity in the same region shown by the 

Figure 4.11:  Covariance maps for COCl+ referenced to Cl+ (the orientation of 

which is indicated by the arrows). (a) Three-body map with no constraints on 

position of the third ion, S+; (b) & (c) three-body maps with S+ constrained to the 

areas within the red boxes; (d) two-body map without any S+ requirement. The 

green ellipses indicate the same area in all images and all images use adjacent 

pixel smoothing. Images are scaled independently. 
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green ellipse. This intensity is also present in panel (a) but is absent in (c). This behavior, 

with the same feature appearing in the 2- and 3-body maps but being dependent on the 

constraints placed on the third ion, is in keeping with that expected for a three-body 

dissociation featuring all three ions, strongly suggesting that process (4) is responsible for 

the feature observed in the two- and three-fold covariance maps. 

Figure 4.12: (a) Covariance maps for S+ referenced to Cl+ in weaker (left) and stronger (right) laser 

fields, with adjacent pixel smoothing and arrows indicating the orientation vector for the reference ions; 

(b) fET distributions corresponding to the above maps within the angular ranges indicated on the lower 

panels. In the left hand column, the red and green lines correspond to the ranges highlighted in the bottom 

panel, with the black trace the total across both ranges; (c) angular distributions for the respective images 

within the radial ranges indicated in blue on the middle panels. Points represent raw data while the lines 

are five-point running averages. 
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Other anisotropic features were observed in covariance maps calculated between other 

pairs of fragments, but in most cases the signal-to-noise ratio in these features is not 

sufficient to enable proper analysis. However, they strongly imply the existence of other 

potential exit channels from the di- and tri-cation of CCSC. One other map which shows a 

strong covariance pattern is that of S+ referenced to Cl+. This is compared in Figure 4.12 

to the corresponding covariance map when the intensity of the laser field was raised to 2 × 

1014 W/cm2 in order to increase the average charge state reached by the CCSC molecules. 

This change resulted in the number of smaller fragment ions (CO+, S+, and Cl+) increasing 

relative to the larger molecular fragments, and doubly ionized products also being 

Figure 4.13: (a) Covariance maps for Cl2+ (left) and S+ (right) referenced to Cl+, with adjacent pixel smoothing 

and arrows indicating the orientation vector for the reference ions; (b) radial distributions corresponding to 

the above maps within the angular ranges indicated by the blue lines on the lower panels; (c) angular 

distributions for the respective images within the radial ranges indicated in red on the middle panels. Points 

represent raw data while the lines are five-point running averages. 
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increasingly observed. Multi-fragment images were recorded over these ions, covering the 

16 – 37 m/z range (S2+ to 37Cl+). Attempts to include lighter or more highly charged 

fragments in the gated range were frustrated by light organic ions originating from 

background contaminants in the chamber. 

In Figure 4.12 it can be seen that in both cases the S+ is primarily observed to the sides. 

This is in contrast to the covariance maps for Cl2+ reference to Cl+ recorded under the 

higher intensity conditions, as can be seen in Figure 4.13. This is as expected based on the 

starting geometry of the molecule: for CCSCn+ (n ≥ 3), if there are charges localized on 

both Cl atoms and the S atom (and additionally on the C or O atoms), then the Cl ions will 

be expelled in opposite directions while the S+ is ‘squeezed’ out perpendicularly by the 

repulsion from the Cl on either side. This  

link between starting geometry and Coulomb explosion covariance maps is similar to that 

previously demonstrated on other molecules112, 173, and is an important step in establishing 

the viability of Coulomb explosion imaging in this experiment as an instantaneous probe 

of molecular structure for pump-probe experiments. 

The increasing laser field strength changes the shape of the covariance map significantly. 

In the lower field case, more intensity is seen closer to 180°, and the plots in Figure 4.12(b) 

show that these ions are observed with lower translational energy. As the field strength is 

increased, this intensity diminishes in favor of more ions being observed at more acute 

angles, and these ions peak closer to 90° than even the peaks within the range highlight in 

red on the left panel of Figure 4.12(c). These observations suggest that in the lower field 

intensity, there is significant contribution from fragmentation of lower charge states of 

CCSC, where the unobserved Cl atom may be neutral or carrying a low charge, resulting 
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in the angle between Cl+ and S+ being closer to 180° and the translational energy being 

lower. In the high field case, more electrons are removed, and the angle gets significantly 

more acute as the increasing charge on the unobserved Cl fragment increases (for fixed 

charges on the observed ions in this case). The covariance map on the right of Figure 4.12 

thus shows a ‘purer’ Coulomb explosion, with fragment ions moving primarily under the 

effects of Coulomb repulsion and their trajectories closely reflecting the starting geometry 

of the molecule. Simple Coulomb-only simulations suggest that the fragmentation of 

CCSC5+ to Cl+, Cl2+, S+, and CO+ might be expected to yield S+ ions with a translational 

energy release of ~8 eV and a relative angle to Cl+ of 90°, in keeping with the results 

observed here. 

Interesting covariance maps are also observed for CO+ referenced to S+ or vice versa, as 

shown in Figure 4.14. These maps show a sharp feature centered around 180°, similar to 

those observed from two-body dissociations such as processes (1) and (2). This feature is 

only observed under the higher laser field intensity used. The most plausible explanation 

for these features appears to be a two-step fragmentation of CCSC4+, where two Cl+ ions 

are ejected approximately in concert to leave behind OCS2+ with relatively low momentum, 

which subsequently undergoes explosive dissociation to give the observed products. It is 

also potentially possible, within the duration of the pulses used in this experiment, that the 

initial loss of 2Cl+ occurs from CCSC3+, with an additional ionization of OCS+ triggering 

the dissociation. Figure 4.14 also shows that if the dissociation is treated as a two-body 

fragmentation of OCS2+, the two features are well momentum-matched, with peaks 

appearing around 6.0 eV (excluding the additional translational energy of the Cln+ 

fragments). This matches well to the predicted energy release of 6.2 eV in a Coulomb-only 
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model for the fragmentation of OCS2+ (starting from the equilibrium geometry of CCSC 

without Cl atoms) but is significantly higher than the predicted energy release to optimized 

products of ca. 3.1 eV in ωB97X-D calculations. This suggests that the observed features 

can be best explained as arising from a primarily Coulomb-driven process from a high 

charge state of CCSCn+ wherein the Cln+ fragment momenta nearly offset, allowing for 

two-body-like behavior of the remaining product ions. 

 

 

 

Figure 4.14: Translational energy distributions from covariance maps of 

(a) CO+ referenced to S+ and (b) S+ referenced to CO+ (both within angles 

of 170 – 190° to the reference ion vector), assuming that the reference ion 

is the co-fragment for conservation of momentum. Points represent raw 

data while the lines indicate the five-point running average. Insets: the 

covariance maps from which the spectra are extracted, with adjacent pixel 

smoothing and arrows showing the orientation vector of the reference ion. 
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4.4.2 Methoxycarbonylsulfenyl chloride (MCSC) 

We now turn to an analogous study of CEI in MCSC. The TOF mass spectrum resulting 

from Coulomb explosion of MCSC with an intensity of ~ 2×1014 W/cm2 is shown in Figure 

4.15.  Just as in the previous experiment, here the velocity map ion images of multiple 

fragments were recorded by defining a delay time window for the MCP such that it includes 

the TOF of all our fragments of interest. This way we were able to block highly abundant 

light background fragments ionized by the high intensity laser beam in the spectrum.  All 

the images in this experiment were recorded with the new detector with its center masked 

manually to eliminate the signal from background ionization events with no associated 

translational energy release. As explained earlier, by correlating the ion spot intensity on 

the images with the peak amplitude in the TOF spectrum, coincident events were identified 

and subsequently the images for each ionic fragment were reconstructed from the 

correlated events on the camera and digitizer. We also acquired velocity map ion images 

Figure 4.15: Background subtracted (Jacobian corrected) TOF 

mass spectrum of methoxycarbonylsulfonyl chloride (MCSC). 
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of individual ions in order to compare with the reconstructed images and verify the 

observed structures (Figure 4.16).  

 

In these raw VMI images we can see clear ring-like structures for CH3
+, Cl+, C2O2

+ and 

COS+. Following VMI calibration, we were able to extract the translational energy 

distributions for individual fragments (fET) from these images. Also, in the case of two-

body fragmentation events, we calculated total translational energy distributions (ET) using 

conservation of momentum. The rings observed in CH3
+ and Cl+ images (assuming they 

are co-fragments) peak at the same value of ET indicating that these fragments likely result 

from a two-body like dissociation event (Figure 4.17). The total translational energies are 

extracted from the reconstructed images using Finite Slice Analysis (FinA)214. Using multi-

mass velocity map ion images, covariance maps between various pairs of ion momenta 

Figure 4.16:  The corresponding VMI of each detected ion in the Coulomb explosion event. The 

polarization direction of the laser beam is shown with the white arrow. 
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were calculated. These calculations showed that there is a correlation between CH3
+ and 

Cl+ momenta as was observed by Erben et al.196 in photoinduced fragmentation following 

an inner shell excitation of MCSC.  

Covariance images of the CH3
+/Cl+ pair are shown in Figure 4.18 along with the angular 

distribution of their intensity as well as total translational energy extracted from the images. 

Both cases where Cl+ and CH3
+ ion velocity vectors are taken as reference vectors are 

shown in Figure 4.18(a) and (b). The angular distribution of the intensity in both images 

are identical as expected (Figure 4.18(c) and (d)). The very sharp feature at 180° indicates 

that these two fragments are likely produced from a two-body-like channel (process 1). 

Figure 4.17: Total translational energy extracted from (a) CH3
+ 

and (b) Cl+ velocity map ion images. the cross markers indicate 

the raw values, and the curves are results of 3-point moving 

average smoothing. 
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CH3Cl2+ → CH3
+ + Cl+                                           (1) 

Erben et al.196 assigned this correlation to a three or four body dissociation channel with a 

deferred charge separation mechanism (DCS)111  where an intermediate CH3-SCl2+  or 

CH3-Cl2+ is formed along with an ejected neutral co-fragment. Similarly, the formation of 

BrSF and ClSF as a result of FC(O)SBr and FC(O)SCl irradiation has been reported 

previously219. On the other hand Vallance et al.107 showed that the covariance images for a 

three-body DCS mechanism has an oval shaped distribution which is in contrast with the 

sharp features in Figure 4.18(a) and (b). Therefore, we suspected that the correlation 

between this pair of ions is a result of pure two-body dissociation of methyl chloride formed 

as an impurity in the gas line or the source chamber before MCSC goes through 

dissociation. 

Figure 4.18:  Covariance images of CH3
+/Cl+ pair along with their intensity angular distributions and total 

translational energy. (a) Cl+ momentum vectors plotted with respect to CH3
+ momentum vectors which are 

rotated and restricted to a single vertical direction showed with the white arrow, (b) CH3
+ momentum vectors 

plotted with respect to Cl+. (c) and (d) angular distribution of the intensity in 4.18(a) and (b), respectively. 

(e) and (f) total translational energy extracted from 4.18(a) and (b). the cross markers indicate the raw values, 

and the curves are results of 5-point moving average smoothing. 
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The total translational energy release (Figure 4.18(e) and (f)) was calculated from this pair 

of covariance images assuming that it results from double ionization and further Coulomb 

explosion of methyl chloride molecules which was formed before the interaction region in 

the main chamber.  These two plots match well as expected peaking at around 8 eV which 

is very close to the peak value observed in the individual VMI images of these ions (Figure 

4.17).  

Another supposition is that in MCSC2+ the charge density accumulates on opposite sides 

of the molecular di-cation (CH3 and Cl groups) and leaves the middle fragment (O-CO-S) 

partly neutral. As the two end ionic fragments repel each other strongly in opposite 

directions, this neutral co-fragment little momentum has a minor impact on ion trajectories 

(a concerted three-body dissociation channel111). Vallance et al.107 also explained that in a 

concerted three-body dissociation channel, the covariance images would be similar to those 

obtained in a two-body dissociation channel. To examine these two hypotheses, we 

calculated the Coulomb repulsion energy acting on the two end groups for both scenarios 

mentioned above. Some approximations were made when calculating this energy such as 

considering CH3 and Cl groups as point charges and assuming their initial distance at the 

time of explosion equals to their equilibrium distance in the relaxed geometry of CH3Cl 

(scenario 1) and in the relaxed geometry of MCSC at the ground electronic state (scenario 

2). This leads to a value of 8.3 eV and 2.6 eV energy release for the first and second 

hypotheses respectively. Since the calculated Coulomb repulsion energy in the first 

scenario is close to the experimental value, we concluded that a pure two-body dissociation 

mechanism is responsible for these correlated events, where CH3-Cl2+ is produced from 
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neutral CH3Cl molecules that are formed before the reaction region and finally goes 

through Coulomb explosion.  

To further investigate this, we also performed a separate experiment with CH3Cl gas seeded 

in He, with the exact same experimental conditions set for MCSC molecule. The VMI 

images of CH3 and Cl along with the extracted total translational energies were obtained. 

To minimize the experimental condition errors, we performed a new set of experiment with 

MCSC molecule in the same week that we did CH3Cl experiment. According to the 

qualitative similarities between the velocity map ion images and the total translational 

energy extracted from the covariance image of Cl+ with respect to CH3
+ ions (figure 4.19), 

we believe that the sharp correlation observed in the MCSC experiment and previous 

studies196  is a result of CH3Cl impurity formed either in the gas line or the bubbler before 

the intersection of the molecule with the laser beam.  

 

Figure 4.19:  Total translational energies extracted from covariance image of Cl+/CH3
+ resulted from 

MCSC and CH3Cl experiments. b) CH3
+ and Cl+ individual VMI images resulted from two 

corresponding experiments.  
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A weak correlation between Cl+ and H3COC(O)+ pair of ions was observed. The 

corresponding covariance image (Figure 4.20) showed a distribution sharply peaked 

around 180° indicating a concerted three-body dissociation channel (process 2). The 

simultaneous ejection of the neutral fragment (S0) with low momentum in this channel is 

assumed to have very little impact on the two ion trajectories thus leading to a sharp 

covariance image. The total translational energy was then extracted from the covariance 

image assuming a close to zero kinetic energy for the third neutral fragment. Using the 

same approximations, we made for the earlier channel (point charges and equilibrium bond 

distances) we obtained 4.88 eV for the Coulomb repulsion energy between this pair of ions. 

The higher energy feature could be a result of energy release for C-S bond breaking at high 

electronic states of the parent di-cation.  

      MCSC2+ → H3COC(O)+ + Cl++S0                                                (2) 

 

 

Figure 4.20:  Covariance image of H3COC(O)S+/Cl+ pair along with total 

translational energy and angular distribution of the intensity in the image. 
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We also observed a correlation between HCO+ and C(O)S+ fragments’ momenta. This 

correlation was not observed by Erben et al.196. The covariance images of HCO+/C(O)S+ 

show a broader distribution of signal intensity peaking at about 180° (Figure 4.21). This 

broadening of the intensity is indicative of an initial or deferred charge separation 

mechanism107 in which the non-negligible momenta of the neutral fragments results in less 

sharp signals compared to what is observed for the earlier channel. According to the ab 

initio calculations the vertical singlet and triplet states of MCSC di-cations are 1.03 and 

1.75 eV higher in energy compared to the products in process 3. In both cases the energy 

difference is lower than the experimental value of the fragment translational energies. This 

can be indicative of dissociation at higher excited states of the parent di-cation. We also 

examined the possibility of a triply charged parent that goes through dissociation using a 

three-fold covariance analysis174 as we applied to chlorocarbonylsulfenyl chloride. Since 

we did not observe any correlations, we concluded that all other products produced along 

with C(O)S+/HCO+ ions are neutral. 

 

 

MCSC2+ → HCO+ + H2 + C(O)S+ + Cl                                           (3) 
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Conclusion: 

We demonstrated the capability of our apparatus to implement a three-dimensional multi-

mass coincident detection in a laser-induced Coulomb explosion experiment. Using this 

multi-mass imaging technique, we used covariance map analysis to find correlations 

between pairs of photoproducts which were produced from the same ionization events. 

Coupling Coulomb explosion with a covariance map analysis enabled us to unravel the 

dissociative ionization dynamics of thioesters.  

Chlorocarbonylsulfenyl chloride undergoes multiple ionization and fragmentation 

processes when exposed to strong laser fields. Following double ionization, the dominant 

process is C–S cleavage, as the ground electronic state of CCSC2+ is dissociative along this 

coordinate. However, an alternative pathway featuring loss of Cl+ is also observed, with 

recorded translational energies indicating that this occurs on excited surfaces exhibiting a 

Figure 4.21: (a) and (b) Covariance images of C(O)S+/HCO+ pair.  (c) and (d) angular distribution of the 

intensity in images (a) and (b). (e) and (f) fragment translational energy distributions of C(O)S+ and 

HCO+ respectively. 
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barrier to breaking the C–S bond. Further ionization to the tri-cation leads to processes 

such as three-body fragmentation to yield COCl+, S+, and Cl+, confirmed using three-body 

covariance analysis techniques, while removing further electrons leads to higher degrees 

of atomization where the relative trajectories of the product ions are derived from the parent 

molecule’s starting geometry.  

CEI of methoxycarbonylsulfenyl chloride revealed that the sharp correlation previously 

observed between CH3
+ and Cl+ does not appear to arise from the parent molecule 

dissociation but rather is a result of CH3Cl contaminant likely formed from MCSC 

decomposition in the sample introduction system. It may be that this same phenomenon is 

responsible for the observation of this correlation in the synchrotron studies, highlighting 

the advantage of CEI in this case. A concerted three-body dissociation leading to 

Cl+/H3COC(O)+ correlation was discovered from the corresponding covariance images. 

The correlation found between HCO+ and C(O)S+ is assigned to a 4-body dissociation 

giving neutral Cl and H2 as coproducts, possibly via excited electronic states of the doubly 

charged parent ion. 
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Chapter 5 

Time-resolved Ultrafast Electron Diffraction imaging of excited oxalyl 

chloride 

 

5.1 Introduction 

    In order to control chemical, physical, and biological processes, it is crucial to unravel 

the static and dynamic molecular structures. During last few decades, time-resolved laser 

spectroscopy techniques have been exploited to study the photo-induced reaction dynamics 

in real time and extract molecular geometry changes indirectly by comparing the resulting 

spectroscopic features with theoretical simulations22, 220, 221. Such techniques have 

successfully retrieved the electronic dynamics while they have been unable to directly 

acquire the nuclear trajectories in real time and space. Besides, interpreting the results of 

such techniques typically requires complicated high levels of theoretical computation. 

Recent advances in ultrafast diffraction-based imaging methods have enabled us to have a 

more detailed look into the nuclear dynamics with atomic scale spatial resolution and 

temporal resolution on the timescale of bond breaking and rearrangement.  

Ultrashort X-ray pulses produced from synchrotron or free electron lasers (FEL) with 

femtosecond time resolution have been widely used in structural dynamics studies of bulk 

materials such as condensed samples because such optical pulses possess short enough 

wavelength (high energy) to have a deep sample penetration apart from their high temporal 

and spatial resolution222-224. While in the case of gas phase or thin film samples, ultrafast 
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electron beams are preferentially used to probe the structural changes of the molecular 

systems, since such pulses have about six orders of magnitude larger scattering cross 

section compared to X ray pulses222, as well as shorter de Broglie wavelength which leads 

to higher spatial resolution, and less radiation damage per elastic scattering event225, 226. 

Gas phase ultrafast electron diffraction (UED) techniques have recently reached 

femtosecond time resolution with the development of a mega electron-volt (MeV) UED 

system at the SLAC National Accelerator Laboratory227. At such levels of energies, 

electrons become relativistic and hence the significant reduction of velocity mismatch 

between electrons and pump optical pulses as well as reduced space charge effects, leading 

to higher total instrument temporal resolution. Sub-angstrom spatial resolution combined 

with sub-100 femtosecond temporal resolution of MeV UED techniques is exploited in 

order to capture the ultrafast dynamics of isolated molecules.  

Using the gas-phase MeV UED technique, the rotational wave-packet dynamics in 

optically aligned nitrogen molecules and coherent motion of a vibrational wave-packet in 

isolated iodine molecules have been captured228, 229.  Since the development of this 

technique, it has demonstrated its wide applicability in various ultrafast studies such as 

direct real-space, real-time mapping of the coherent nuclear wave-packet trajectories 

through conical intersection in isolated molecules230, dissociation dynamics of complex 

molecular systems231, direct observation of photo-induced ring-opening232, and 

simultaneous observation of electronic and nuclear dynamics233.  

Here in this study, we have used the gas-phase MeV UED apparatus, a component of the 

Linac Coherent Light Source Facility at SLAC, to study the unique UV photodissociation 

of oxalyl chloride. Oxalyl chloride has been the subject of various studies in organic 



 

100 
 

synthesis and kinetics234-238. It has been introduced as a clean photolytic source of chlorin 

atoms for collision dynamics studies because of large absorption cross section in the UV 

wavelength range of 193-248 nm (Figure 5.1), high Cl atom quantum yield and unreactive 

co-fragments239. Also, its structural and conformational properties have been studied 

experimentally and theoretically. Danielson et al.240 confirmed the existence of a second 

conformer with gauche form beside its most stable anti form, using gas phase electron 

diffraction technique along with ab initio calculations. 

 

The photodissociation dynamics of oxalyl chloride have been of great interest due to the 

available energy for breaking multiple bonds (C-C and two C-Cl bonds) in a single UV 

Figure 5.1: Gas-phase UV/VIS absorption 

spectrum of oxalyl chloride at 296 K. Adapted with 

permission from B. Ghosh, D. K. Papanastasiou 

and J. B. Burkholder, J. Chem. Phys 137 (16), 

164315 (2012).©American Institute of Physics. 
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photon with the wavelength of 193-248 nm. Ahmed et al.241 used photofragment imaging 

technique to investigate the dissociation dynamics of this molecule at 235 nm and 

discovered that it dissociates into four fragments upon absorption one UV photon. 

According to the photofragment images, they concluded that the dissociation dynamics 

follows a two-step mechanism where the first step is an impulsive three-body dissociation 

channel yielding translationally fast Cl and CO fragments along with slow COCl radicals. 

The Cl atoms produced in the first step are mainly at their spin-orbit excited state (2P1/2) 

and CO components are highly rotationally excited (J=30-55). The anisotropic distribution 

of the fragments produced in the first step is indicative of a fast dissociation step compared 

to the molecular rotational time scale. Part of the remaining COCl radicals go through 

dissociation at longer time scales such that the produced Cl and CO fragments have a purely 

isotropic angular distribution with the CO peaking at lower rotational levels and Cl mainly 

at its ground electronic state (2P3/2). Later Hemmi and Suits242 extended these results using 

photofragment translational spectroscopy at 193 nm. Wu et al.243 observed similar results 

at 248 nm using time-resolved Fourier transform spectroscopy. However, in a later study244 

performed at 193 nm, they proposed a different mechanism for the UV photodissociation 

of oxalyl chloride as the main channel for shorter UV wavelength. combining the internal 

energy of CO fragments and translational energies reported in previous study242, a 

concerted four body dissociation mechanism was suggested. They argued that the two-step 

mechanism previously observed, could be the result of a minor channel involving 

electronically excited intermediates.  

Fang et al.245 performed electronic structure calculations along with molecular dynamics 

(MD) simulation to investigate the photodissociation dynamics of oxalyl chloride in the 
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wavelength range of 193-248 nm. They also simulated C-C, C-Cl and C-O bond time 

constants. According to these simulations, the molecule is excited to S1 state upon 

absorption a single UV photon where the adiabatic C-C and C-Cl bond fissions show little 

possibility. Their result suggested that the main trajectories (60%) go through a 

synchronous concerted four-body dissociation channel after an internal conversion from S1 

to S0 state. However, a minor channel (~17%) of a concerted three-body dissociation 

mechanism was observed. 

Due to these inconsistent experimental and theoretical results, we have performed a time-

resolved experiment on oxalyl chloride for the first time to reveal its structural dynamics 

in real time and hence infer its main dissociation mechanism at this UV wavelength range. 

An ultrafast 200 nm pump beam is used to induce excitation in the molecular beam which 

is subsequently probed by MeV electron pulses. The pair distance distributions as a 

function of time are then extracted from diffraction patterns and interpreted to acquire 

information about the development of intermediate structures. 

 

5.2 Experimental Methods 

The experimental apparatus has been described in chapter 2. Briefly, we use the fourth 

harmonic generation of a Ti:Sapphire fundamental output (wavelength = 200 nm, temporal 

width  ~100 fs, beam size ~300 μm)  as a pump beam to excite the molecules. The probe 

electron beam accelerated to 4.2 MeV propagates through the gas flow almost collinearly 

with respect to the pump pulse (angle ~5°) with a repetition rate of 360 Hz. The gas flow 

containing 1% oxalyl chloride seeded in He is heated to 70° C and introduced to the 
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chamber through a 500 µm orifice flow cell. The scattered electrons are then sent toward a 

detector and their diffraction patterns on the detector are imaged through a CCD camera. 

We have performed the experiment at high charge mode (total temporal resolution ~ 500 

fs) and low charge mode (total temporal resolution~ 200 fs) to investigate both fast and 

slow dissociation dynamics of the system. The laser energy at high charge mode was set at 

10, 16 and 25 μJ/pulse and at the low charge it was set at 16 μJ/pulse.  

5.3 Theory 

As the electron beam intersects with a molecular beam, electrons are scattered due to the 

electrostatic potential of atoms and molecules leading to the interference of the diffracted 

electron beams. The resulting diffraction patterns are used to extract structural information 

of the system.  

Gas phase electron diffraction is described based on the scattering theory246-250. The 

electron wave scattered elastically by a single atom (assuming the independent atom 

model) can be described as a spherical wave: 

                    𝜓 = 𝐾𝑎
𝑒𝑖𝑘0𝑅

𝑅
𝑓(𝜃)𝑒𝑖(𝑘0−𝑘)𝑟                                       (5.1) 

                       𝐾 = 8
𝜋2𝑚𝑞2

ℏ2                                                               (5.2) 

Here a is the normalizing wave constant, R is the distance between the scattered electron 

wave and the observation point (detector), f(θ) is the elastic scattering amplitude of the 

specific atom that is calculated through ELSEPA251, k0 and k are the wave vector of the 

non-scattered and scattered electrons respectively, r is the atomic position vector, m and q 

are the electron mass and charge respectively and ћ is the plank’s constant. In the case of 
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scattering off a molecule the scattered wave is a result of coherent sum of N atoms within 

the molecule: 

                                  𝜓 = ∑ 𝜓𝑖
𝑁
𝑖=1                                                     (5.3) 

 

The scattering intensity is acquired simply from a proportional relationship between 

electron intensity and current density:  

                                                          𝐼 =  𝐼0
𝐽

𝐽0
                                                 (5.4) 

Where J0 and I0 are the initial electron current density and intensity, I and J are the scattered 

electron current density and intensity. Scattered current density is calculated by the 

following equation252: 

 

                                            𝐽(𝑟) = −
𝑖𝑒ℏ

2𝑚
[𝜓∗(𝛻⃗ 𝜓) − (𝛻⃗ 𝜓∗)𝜓]                       (5.5) 

 

Therefore, the total diffraction intensity is calculated by inserting 5.5 into 5.4 as a function 

of electron momentum transfer: 

 

                                          𝐼(𝑠) =
𝐾2𝐼0

𝑅2
∑ ∑ 𝑓𝑖(𝑠)𝑓𝑗

∗(𝑠)𝑒𝑖𝑠𝑟𝑖𝑗𝑁
𝑗=1

𝑁
𝑖=1                      (5.6) 

Here rij is the interatomic distance between atoms i and j, N is the total number of atoms, s 

is the electron momentum transfer that is defined as the difference between the initial and 
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scattered electron wave vectors 𝑠 = |𝑘 − 𝑘0| =
4𝜋

𝜆
𝑠𝑖𝑛(

𝜃

2
) where θ is the scattering angle 

and λ is the De Broglie wavelength which is 0.26 pm for the electron energy of 4.2 MeV. 

The total diffraction intensity can be broken into atomic and molecular intensity. The 

molecular diffraction intensity is of interest as it contains inter-nuclear distances: 

                                             𝐼𝑎(𝑠) =
𝐾2𝐼0

𝑅2
∑ 𝑓𝑖(𝑠)

2𝑁
𝑖=1                                            (5.7) 

 

                                     𝐼𝑚(𝑠) =
𝐾2𝐼0

𝑅2
∑ ∑ 𝑓𝑖(𝑠)𝑓𝑗

∗(𝑠)𝑒𝑖𝑠𝑟𝑖𝑗𝑁
𝑗=1,𝑗≠𝑖

𝑁
𝑖=1                       (5.8) 

 

In a randomly oriented gas phase molecular beam, the molecular diffraction intensity 

integrated over all molecular orientation is given by: 

                        𝐼𝑚(𝑠) =
𝐾2𝐼0

𝑅2
∑ ∑ 𝑓𝑖(𝑠)𝑓𝑗

∗(𝑠)𝑐𝑜𝑠(𝜂𝑖 − 𝜂𝑗)
𝑠𝑖𝑛(𝑠𝑟𝑖𝑗)

𝑠𝑟𝑖𝑗

𝑁
𝑗=1,𝑗≠𝑖

𝑁
𝑖=1           (5.9) 

 

Here ηi is the i-th atom phase shift. As the atomic number differences increases, the phase 

shift needs to be considered. The molecular diffraction intensity includes the structural 

information and needs to be extracted from total diffraction intensity. In order to normalize 

the diffraction intensity, modified scattering intensity is used: 

                                                    𝑠𝑀(𝑠) =
𝐼𝑡𝑜𝑡𝑎𝑙−𝐼𝑏𝑘𝑔

𝐼𝑎
= 𝑠

𝐼𝑚(𝑠)

𝐼𝑎(𝑠)
                             (5.10) 

Where Itotal is total scattering intensity and Ibkg is the background scattering including 

(atomic scattering, contribution from background gasses in the chamber, UV background 
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and dark current).  Since in this experiment, an ultrashort laser beam induces excitation in 

the system, molecules are not randomly oriented due to the inherent strong field 

alignment253. In order to remove anisotropy, the diffraction pattern is projected onto the 

Legendre polynomial to remove non-isotropic contribution by keeping 0-th order 

polynomial: 

                                        𝑠𝑀𝑛(𝑠) = ∫𝑃𝑛(𝑐𝑜𝑠(𝜑))𝑠𝑀(𝑠, 𝜑)|𝑠𝑖𝑛(𝜑)|𝑑𝜑              (5.11) 

Where φ is the azimuthal angle and Pn is n-th order Legendre polynomial. 

The data can be transferred from the momentum space into real space through a Fourier 

transform of the modified scattering intensity. The pair distribution function (PDF) which 

directly gives the inter-atomic distances is calculated as: 

                                        𝑃𝐷𝐹(𝑟)  =  ∫ 𝑠𝑀(𝑠)𝑠𝑖𝑛(𝑠𝑟)𝑒−𝑘𝑠2
𝑑𝑠

𝑠𝑚𝑎𝑥

0
                      (5.12) 

Where k is a damping factor that is adjusted to minimize the effect of finite s range254, and 

smax is the maximum measured s value. The peaks in PDF(r) correspond to inter-atomic 

distances. 

In order to isolate structural changes in the diffraction signal, we use diffraction-

difference255 method. The difference diffraction map is given by: 

 

                                                 
𝛥𝐼(𝑡,𝑠,𝜑)

𝐼
=

𝐼(𝑡>0,𝑠,𝜑)−𝐼(−𝑡,𝑠,𝜑)

𝐼(−𝑡,𝑠,𝜑)
                                     

                                               𝛥𝑠𝑀(𝑡, 𝑠) = 𝑠𝑀(𝑡, 𝑠) − 𝑠𝑀(−𝑡, 𝑠)                         (5.13) 

𝛥𝑃𝐷𝐹(𝑡, 𝑟) = 𝑃𝐷𝐹(𝑡, 𝑟) − 𝑃𝐷𝐹(−𝑡, 𝑟) 
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Where φ is the azimuthal angle of the diffraction pattern, -t is the negative time delay 

before the excitation starts. 

 

5.4 Image Processing 

Here we used a standard image processing to isolate the scattering signal in 2-D diffraction 

images by removing all experimental noise231, 254 such as dark current, the detector 

impurities and X-ray streaks which are minimized by building a lead box around the 

camera. The image processing algorithm and other related calculations were performed 

using MATLAB  R2021a256.  

First, the outlier pixels at each stage position (with more than 3 standard deviations (std) 

from the mean) were removed. The hole drilled in the center of the detector to avoid the 

potential damage caused by the focused non-scattered electrons, was masked along with 

other detector artifacts. The anisotropy in the static images were spotted by visualizing the 

images in contour maps and removed. 

The images recorded under unstable experimental conditions such as the electron gun valve 

trip, sudden temperature or pressure jumps in the chamber were removed. The center shift 

induced by the plasma lensing effect was corrected by shifting the image centers back to 

the static center. The radial outliers (more than 3 std) were removed, and a median filter 

was applied to account for the high frequency noise. As mentioned in the theory section, 

the non-isotropic components shown by higher order Legendre polynomials were removed. 
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The image normalization was performed by dividing the mean intensity at each stage 

position by the intensity of regions which are less affected by noise (1.5< s <6 Å-1). A 

baseline was subtracted from images at each stage position corresponding to the mean 

intensity of the largest radius. 

Here in order to obtain the background scattering intensity required for static modified 

scattering calculations, we used a standard fitting procedure257 based on a set of zero-

crossings of s values where the theoretical IM(s) equals to zero. Then an exponential curve 

(exp(a+bsc)) was fitted to the experimental scattering intensity Itotal at these s values to 

obtain Ibkg. 

5.5 Solid Sample 

In order to acquire an accurate time zero which is the temporal overlap between the electron 

and optical pulses (T0) as well as pixel to s calibration, the electrons scattered against a 

solid sample (Bismuth crystal) with well-known diffraction patterns were imaged at 

different time delays.  

Figure 5.2: (a) solid sample 2-D diffraction image averaged over all time delays. (b) 

difference pattern extracted from 2-D plot corresponding to the highest scattering 

intensity at the s value of 2.7 Å-1. 



 

109 
 

The averaged 2-D diffraction pattern of Bi sample along with the time dependent difference 

intensity extracted from 2-D patterns are shown in Figure 5.2. The difference signal at the 

s value corresponding to the highest intensity was plotted as a function of delay (stage 

position) to get the stage position corresponding to time zero.  

The experimental and literature scattering intensity 258 were compared to get a reliable pixel 

to s calibration. (Figure 5.3) 

 

5.6 Theoretical Calculations 

The geometry optimization for both conformers (Figure 5.4) of oxalyl chloride was 

performed at density functional theory (DFT) level 197, 198  using the ωB97X-D functional199 

and Dunning’s aug-cc-pVTZ basis set200-202 resulting  electronic structures which are in 

consistent with previous calculations240.  The anti conformer is slightly more stable than 

the gauche form (0.18 kcal/mol) with a planar skeleton (C2h symmetry), while gauche form 

has a dihedral angle of ~88°. The bonding and non-bonding distances of both conformers 

are given in Table 5.1. 

Figure 5.3:  Experimental and literature total scattering intensity of Bi crystal 

plotted as a function of momentum transfer. 
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We also performed time-dependent density functional theory (TDDFT)259 calculations 

based on the optimized structures to estimate the oscillator strength of the two conformers 

in the Frank-Condon region. Based on these calculations, the gauche conformer has close 

to zero oscillator strength in the vicinity of 200 nm, indicating negligible absorption at this 

wavelength. Therefore, we expect this conformer to have little contribution in our time 

dependent experimental signal as it does not go through photoexcitation. All these 

calculations were performed using Gaussian 16W package260.  

 

 

 

Bonding distances(Å) Non-bonding distances (Å) 

C-C C-Cl C=O C--Cl C--O 

 

Cl—Cl Cl--O O--O 

Anti 1.55 1.75 1.18 2.74 2.42 4.33 2.6,2.94 3.48 

Gauche 1.53 1.76 1.18 2.72 2.42 3.66 2.61, 

3.4 

3.15 

Figure 5.4:   The two most stable conformers of oxalyl chloride (left: 

Anti, right: Gauche). All bonding and non-bonding distance reported 

in Å.   

Table 5.1: Bonding and non-bonding distances in the geometry optimized structure of anti and 

gauche conformers of oxalyl chloride.   
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5.7 Static Analysis 

The static experimental and theoretical modified scattering were compared to confirm the 

reliability of the experimental condition. The experimental modified scattering is not 

available for s <0.7 Å-1 due to the hole in the center of the detector. Since oxalyl chloride 

has two stable conformers, the conformer ratio was adjusted to get the best agreement 

between simulation and experiment (Figure 5.5).  

 

 

 

Figure 5.5: Static experimental and simulated modified 

(top) and total (bottom) scattering spectrum of oxalyl 

chloride. 
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 The Boltzmann distribution, estimates the conformer ratio based on the following 

equation: 

                                                         
𝑃𝐴

𝑃𝐶
= 𝑒

𝛥𝐸

𝑅𝑇                                                                  (5.14) 

Where PA and PG are the fractional population of anti and gauche forms in thermodynamic 

equilibrium. ΔE is the energy difference of conformers, R is the molar gas constant and T 

is the absolute temperature. According to this approximation at the experimental 

temperature (~70°C) we expect a 0.78/0.22 ratio of anti/gauche which is in good agreement 

with the value we obtained from the static spectrum analysis. The absolute energy of each 

conformer was calculated through geometry optimization. 

By transferring the spectrum from momentum space to real space we get the radial 

distribution function which is plotted in Figure 5.6 for both experimental and simulation 

results. There is good qualitative agreement between simulated and experimental results 

with each peak corresponding to one or more bonding and non-bonding distances 

Figure 5.6:  Static experimental and simulated pair distribution function of 

oxalyl chloride.  



 

113 
 

5.8 Time-dependent Data 

As mentioned in the theory section, here we use diffraction-difference method to highlight 

the time-dependent signal arising from the molecule structural changes. In this method, the 

diffraction patterns of the ground state parent molecule are obtained at negative time delays 

to be used as a reference signal. Since the background signal including the incoherent 

atomic scattering, ground state parent, background gas in the chamber and dark current is 

present in the diffraction patterns of all time delays, here there is no need to estimate the 

background intensity using the zero crossings obtained from the theory. Therefore, by 

using this method, the results are not biased by the input from the simulation unlike the 

static analysis. 

A set of power scan experiments at four time delays (-10,-5,10,70 ps) was performed to 

find the highest laser intensity where no multi-photon effects is observed. The difference 

signal amplitude showed a clear linear dependence to the laser intensity from 5.6 to 16 

μJ/pulse which is the evidence of single-photon regime (Figure 5.7).  

Figure 5.7:  Difference signal in the region of 1.6 < s <2.2 Å-1 as a 

function of laser intensity.  
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First, we analyze the images recorded under high charge mode. Three sets of high charge 

mode experiments were performed at the laser intensity of 10,16 and 25 μJ/pulse. Here, we 

only show the analysis of data recorded at 16 μJ/pulse since at this intensity there is higher 

signal to noise ratio and less probability of multi-photon effects. We observed good 

agreement between images recorded at 10 and 16 μJ/pulse, however the diffraction patterns 

acquired at 25 μJ/pulse show clear signatures of multi-photon effects. 

In order to estimate the total temporal resolution of the experiment, the instrument temporal 

resolution was convoluted with the molecular response time231. To do so, we picked an 

area with the highest diffraction difference signal (ΔI/I) and fitted an error function to it: 

 

errf − fit =  𝑎 × 𝑒𝑟𝑓(−(𝑥 − 𝑏)/(𝑐/(2 × 𝑠𝑞𝑟𝑡(2 × 𝑙𝑜𝑔(2))) × 𝑠𝑞𝑟𝑡(2)) + 𝑑 

 

in Figure 5.8 the highest difference signal corresponding to 1.4 < s <2.5 Å-1 is plotted as a 

function of time along with the error function fit for both high charge and low charge mode. 

With this technique, the experiment time resolution is determined to be 200 and 430 fs for 

high and low charge mode respectively. 
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At each high charge mode experiment about 100 time-scans were performed with each 

scan including 40 time delays ranging from -10 to 200 ps with 200 fs-1 ps-10 ps time steps. 

Two-dimensional diffraction images recorded at all time delays are cleaned as explained 

in the image processing section to eliminate all possible experimental noises and detector 

artifacts (Figure 5.9). 

Figure 5.8: Temporal evolution of the difference signal in 

the region of 1.6 < s <2.2 Å-1 along with the time zero fit 

for high (top) and low (bottom) charge mode experiment. 

Figure 5.9: High charge 2-D diffraction 

pattern averaged over all time delays.  
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Diffraction difference signal false color maps (1-D signal) extracted from 2-D images by 

averaging over the azimuthal angle are plotted as a function of delay and momentum 

transfer (Figure 5.10). The intense bleach observed in low s region is indicative of a strong 

distance loss. A positive feature in the region of 1.6 < s <2.2 Å-1 could be the result of a 

new bond formed or an oscillating distance gain due to rotational excitation.  

 

 

To better understand this map, a Fourier transform was applied to the modified scattering 

intensity difference to transform the data to the real space (Figure 5.11). The distance losses 

in the region of 1.4 < r <1.9 Å match well with the bonding distances of C-C and C-Cl, 

while the feature in the region of 2.4 < r <3 Å correspond to the non-bonding distances of 

C---O and C---Cl. The formation of CO fragments with the bonding distance of 1.11 Å 

clearly explains the positive region appearing around 1.1 Å in this map. A more intense 

positive feature at longer distances of 3.2 < r <4 Å is explained by the fact that the gauche 

conformer has close to zero oscillator strength at 200 nm. Therefore, the anti conformers 

are selectively depleted giving rise to the gain distance feature at this region corresponding 

to the non-bonding distance of Cl---Cl in gauche forms. 

Figure 5.10:  ΔI/I false color map of oxalyl chloride as a function of time and 

momentum transfer. 
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To confirm these assignments, we simulated the pair distribution function for a mixture of 

products (10% of CO) and non-excited reactants (90% of anti and 100% of gauche) to 

calculate the radial distribution of the difference signal. In Figure 5.12, the averaged 

experimental pair distribution function difference over delay range of 20-60 ps plotted as 

a function of distance is compared with the simulated difference signal. This plot shows 

good qualitative agreement between experiment and simulation. We also simulated a 

difference signal based on the formation of COCl radical as the coproduct of CO, However 

the resulting radial distribution showed clear disagreement with the experiment. This tells 

us that the concerted four body dissociation mechanism where C-O and C-Cl bonds fission 

occur simultaneously giving rise to stable CO fragments, is more probably the main 

dissociation channel of oxalyl chloride at this UV wavelength. However, to draw more 

accurate conclusions we need to do simulations based on MD calculations. 

 

 

 

Figure 5.11:  ΔPDF false color map of oxalyl chloride as a function of time and 

interatomic distance. 
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We applied the same data analysis procedure to the low charge mode. In this run, about 

120 time-scans were performed each including 37 time delays ranging from -5 to 2.5 ps 

with 50 and 250 fs time steps for shorter and longer delays respectively. The averaged 2-

D diffraction image shown in Figure 5.13 has clearly less signal compared to Figure 5.9 

due to less charge per bunch in this regime. 

Figure 5.12:  Experimental and simulated pair distribution function difference 

with 10% excitation percentage. 

Figure 5.13: Low charge 2-D diffraction pattern 

averaged over all time delays. 
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The difference signal false color map in momentum and real space is shown in Figure 5.14. 

The same features observed in high charge mode, is seen in this regime as well. Here, with 

the higher temporal resolution, the bleach features corresponding to bonding and non-

bonding distance losses show an onset of 400 fs. This is in agreement with the MD 

simulations of Fang et al.261 where predicted an average delay of 300-1000 fs before C-C 

bond fission starts. However, by creating simulated diffraction difference patterns based 

on future MD simulations we will be able to infer the dynamics of photodissociation more 

accurately. Such MD simulations will also help us to determine whether the positive region 

observed in the long distance correspond to a possible rotational excitation in the molecular 

fragments. 

Figure 5.14:  ΔI/I and ΔPDF false color map of oxalyl chloride in low 

charge regime. 
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 5.9 Conclusion 

MeV Ultrafast electron diffraction technique has enabled us to unravel more complicated 

dissociation dynamics in real time and space. Using this technique, we studied the unique 

UV photodissociation of oxalyl chloride to determine which previously proposed 

mechanisms are responsible for its dissociation giving rise to four fragments. Here, we 

used ultrashort UV pulses with the wavelength of 200 nm to induce excitation in the system 

and further probed the structural evolution with relativistic ultrafast electron pulses 

propagating with a small angle with respect to the optical pulses. The elastically scattered 

electrons create interference patterns that are imaged on a phosphor screen through a CCD 

camera. The resulting diffraction patterns formed at different time delays with respect to 

the optical pulse are further analyzed to extract structural information. 

Based on our initial analysis of time-resolved electron diffraction patterns we found that 

CO is the main produced fragment. We did not detect any COCl radical formation, 

indicating that the dissociation of the molecule at this UV wavelength, more probably 

follows a synchronous concerted four body dissociation mechanism where all three bonds 

are broken at the same time scale. The ultrafast appearance of all main features in the 

diffraction patterns and their persistence suggested that unlike the first experimental study 

on the dissociation dynamics of this molecule, the dissociation occurs through one single 

step. We found a significant positive signal could be attributed to the gauche conformer 

owing to selective depletion of the anti conformer. Further molecular dynamics simulations 

are needed to create simulated diffraction patterns based on different scenarios and 

compare them with the experimental patterns to find the best match.  
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APPENDIX A 

 

 

 

Figure A1: Potential energy curves at the ωB97X-D/aug-cc-pVTZ 

level along the C-S elongation coordinate of CCSC2+ for excited 

singlet (blue) and triplet (red) states. All other coordinates were fixed 

at the values for the ground state neutral equilibrium geometry, and 

the energy is relative to the energy of the neutral molecule at 

equilibrium. 
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Figure A2: Potential energy curves at the ωB97X-D/aug-cc-pVTZ level along the C-Cl (left) and S–Cl 

(right) elongation coordinates of CCSC2+ for excited singlet (blue) and triplet (red) states and the ground 

state of the neutral molecule (black). All other coordinates were fixed at the values for the ground state 

neutral equilibrium geometry, and the energy is relative to the energy of the neutral molecule at 

equilibrium.  
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