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Abstract
Noise driven escape from the potential well is the basic component of various noise induced effects.
The efficiency of the escape process or time scalesmatching is responsible for occurrence of the
stochastic resonance and (stochastic) resonant activation.Here, we are extending the discussion on
how the structure of the potential can be used to optimize themean first passage time. It is
demonstrated that corrugation of the potential can be beneficial under action of theweakGaussian
white noise. Furthermore, we show that the noise tuning can bemore effective than shaping the
potential. Therefore, action of the tuned additiveα-stable noise can accelerate the escape kinetics
more than corrugation of the potential. Finally, we demonstrate thatmeanfirst passage time from a
potential well can be a non-monotonous function of the stability indexα.

1. Introduction

Stochastic resonant activation [1, 2] and stochastic resonance [3–5] changed our perception of noise [4]. These
two seminal effects have indicated that efficiency of some processes depends on noise—optimal dose of noise
can significantly increase system efficiency, asmeasured bymeanfirst passage time, or input output
synchronization. These effects play an important role not only as theoretical concepts but also in real life
situations and biological realms [6–8].

In the overdamped regime, without a noise, a particle cannot surmount the potential barrier. Therefore, the
escape from the potential well is possible due to the action of noise only. Themeanfirst passage time is one of the
main quantities which characterizes escape kinetics. The escape from the potential well [9, 10]underlines
various noise induced effects. In (stochastic) resonant activation [1] amodulation of the potential barrier is used
tominimize themeanfirst passage time, while in the stochastic resonance [3, 4] the noise is used to amplify weak
signal byfine-tuning time scales associatedwith the noise driven escape and externalmodulation. Analogously,
in ratchets [11], themotion in periodic potential, assumesmultiple escapes from sequence of periodic potential
wells.

The noise driven dynamics in the static potentials is sensitive to the shape and structure of the potential
[12–14]. In ratchets [15, 16], it has been demonstrated that the corrugated structure of the potential can increase
the efficiency of the ratcheting devices [17, 18]. It indicates that themeanfirst passage time depends not only on
the potential shape but also on its internal structure [19]. Superimposed corrugation [20] on the potential profile
can be used tomodify the escape rate.

Typically it is assumed that the noise is Gaussian andwhite [21], which is the natural consequence of the large
number of statistically independent interactions of a test particle with othermolecules which are bounded in
time.Nevertheless, various non-Gaussian and non-white extensions have been suggested [22, 23]. One can
assume that noise is still white but follow amore general power-law, heavy-tailed distributions, often of theα-
stable Lévy type [24, 25, 23], what resembles the transition from the central limit theorem to the generalized
central limit theorem [26, 27]. Thewhite Lévy noise naturally appears in descriptions of out-of-equilibrium
systems. It breaks themicroscopic reversibility [28] and changes properties of stationary states of systems
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compared to their equilibrium counterparts [29, 30]. Classical examples of systems displaying heavy-tailed
fluctuations of theα-stable type includes, but are not limited to, turbulent fluidflows [31–34], magnetized
plasmas [35, 36], optical lattices [37], heartbeat dynamics [38], neural networks [39], search on a folding
polymers [40], animalmovement [41], climate dynamics [42],financial time series [43], spreading of diseases
and dispersal of banknotes [44].α-stable variables are also used infinancialmarkets [45], portfolio optimization
[46] and neuroscience [47, 48].

Here, we explore how the corrugation of the potential, modeled as superimposed oscillations [20], affect the
meanfirst passage time froman interval restricted by two absorbing boundaries. In particular, we compare the
gain due to corrugation of the potential with yield due to noise tuning aswe relax the assumption that themotion
is driven by theGaussianwhite noise. Themore general noise of theα-stable type [23] can be used tomodify the
meanfirst passage time froma potential well. Themodel under study is described and analyzed in the next
section (section 2Model andResults). Themanuscript is closedwith Summary andConclusions (section 3).

2.Model andResults

The (overdamped) Langevin equation [49–51]

( ) ( ) ( )dx

dt
V x t , 1sx= - ¢ +

is used as an efficient tool to describe stochastic dynamics. In equation (1), x(t) represents the particle position,
( )V x- ¢ stands for the deterministic forcewhile ξ(t) represents the random forcesmodeled here by the zero

mean and delta correlatedGaussianwhite noise

( ) ( ) ( ) ( ) ( )t t s t s0 and . 2x x x dá ñ = á ñ = -

The overdamped Langevin equation is the strong friction limit of the full (underdamped) Langevin equation
[52, 53], which is obtained via the adiabatic elimination of the fast variables [21]. The problemof dimensionality
of the (overdamped) Langevin equation is discussed in the appendix. Examination of the Langevin equation
underlines studies on noise induced effects like (stochastic) resonant activation [1], stochastic resonance [3, 4],
noise enhanced stability [54] to name a few.

In the overdamped regime, in the absence of stochastic force the system is fully determined by the
deterministic force. The observed dynamics is especially simple—if there are localminima of the potential—a
particle deterministically slides towards one of themormoves towards infinity. After reaching a localminimum
it stands there forever. The situation drastically changes in the presence of noise. Action of noise can result in a
noise induced escape. Now,minima of the potential are not absolutely stable—deeperminima aremore stable
because it is harder to leave them.Under action of theGaussianwhite noise, themean time to escape from the
potential well grows exponentially with the barrier height.

We study the problemof thefirst escape from thefinite interval under combined action of the deterministic
and random forces. Thefirst escape is characterized by themeanfirst passage time (MFPT)which is the average
offirst passage times, i.e. times needed to leave the domain ofmotionΩ for thefirst time

{ ( ) ( ) } ( ) t t x x x tmin : 0 , 3fp 0= á ñ = á =  Ï W ñ

where x0 is the initial position (x0 äΩ). For example, for escape from the interval [a, b] restricted by two
absorbing boundaries themeanfirst passage time reads [21]
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where x is the initial position (a� x� b) and ( ) ( ( ) )x V xexp 2 2y s= - . Considering symmetries, under action
of theGaussianwhite noise, for x= 0, a=− b and evenV(x), i.e.V(x)= V(− x), the escape from the interval
restricted by two absorbing boundaries is equivalent to the escape from the interval restricted by reflecting
boundary at a= 0 and the absorbing boundary at b (b> 0). In such a case theMFPT reads

( )
( )
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TheMFPT is fully determined by barrier type, barrier position, starting point and the potential, see equations (4)
and (5).
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Herewe assume that the potential well is not fully smooth, but it has the internal structure in the formof
superimposed oscillations. The potentialV(x) is corrugated, i.e. on the dominating x2/2 profile ripples are
added. For that purpose we use

( ) ( ) ( )V x
x kx

2

sin

50
, 61

2 2

= +

and

( ) ( ) ( ) ( )V x
x kx x

2

sin exp 5

10
. 72

2 2 2

= +
-

For both potentials k is the parameter controlling the corrugation level. For k= 0,V1(x) andV2(x) reduce to the
harmonic potentialV(x)= x2/2. Exemplary potentialsV1(x) andV2(x) corresponding to various values of the
corrugation parameter k are presented in top panels offigures 1 and 2. PotentialsV1(x) andV2(x) differ by the
corrugation type. ForV1(x) corrugations are undamped, i.e. superimposed oscillations are of the same order,
while forV2(x) they are exponentially dampedwith the increasing distance from the origin, c.f., figures 1(a) and
2(a). For setups studied infigures 1 and 2 absorbing boundaries are located at±1, while the scale parameterσ is
set toσ= 1.

From equation (4) one can calculate theMFPT from [−1, 1] for the noise drivenmotion in the deterministic
potentialV1(x) andV2(x). Theoretical dependence of theMFPT is plottedwith the solid line in bottompanels of
figures 1 (V1(x)) and 2 (V2(x)). ForV1(x), as a function of the corrugation parameter k, theMFPTdisplays
multiple localminima andmaxima as its shape resembles damped oscillations. Thesemultipleminima could be
attributed to the corrugation induced locking, in amanner similar to emergence of non-equilibrium stationary
states [55]. ForV2(x) theMFPT is a non-monotonous function of kwith aminimumat k≈ 18.2. Theoretical
dependence ofMFPT clearly demonstrates that the corrugation parameter k can be used to optimize the process
of the first escape. The internal structure of the potential builds steps/micro-wells like structure which
simultaneously helps climbing up the potential andweakens the deterministic sliding [17]. Now, instead of
sliding to the globalminimum (x= 0) a particle slides to the nearest localminimum,which can be left due to the
action of the noise only. Therefore, for themotion in the corrugated potential, it is harder to lose reached

Figure 1.The corrugated potentialV1(x), see equation (6), for various values of the control (corrugation) parameter k (top panel—
(a)), obtained values of theMFPT (bottompanel—(b)). Solid line in the bottompanel shows the theoretical value of theMFPT, see
equation (4). Absorbing boundaries are located at±1, while the scale parameterσ is set to unity. Numerical results, see equations (3)
and (11) have been averaged over 105 realizations. Various points correspond to different values of the integration time stepΔt. Error
bars represent the standard deviation of themean.
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‘height’. Figures 1(b) and 2(b) indicate that the corrugation of the potential can be used for optimization of the
first escape process. Therefore, among considered values of the parameter k controlling the level of corrugation
there are such valueswhich result in the fastest escape process asmeasured by theMFPT. ForV1(x) extrema of
MFPT (startingwith themaximum) are approximately recorded at k ä {1.92, 5.99, 9.22, 12.39, 15.6, 18.72,
21.93, 25.1, 28.21}. Interestingly forV1(x)with k> 5 extrema ofMFPTs are recorded at k values that do not
change the height of the potential barriermeasured at the absorbing boundary (x = 1), i.e. ( )∣V x x1 1

1

2
== .

Therefore, decrease or increase of theMFPT (except k≈ 1.92 case) cannot be attributed to lowering or
increasing the potential barrier.Moreover, exploration ofV1(x) has revealed thatminima of theMFPT are
recordedwhen the last bending is convex. At the same timemaxima are recordedwhen the last bending is
concave.When thefinal bending is convex it builds a stepwhich allows for additionalaccumulation of the
probabilitymass closer to the absorbing boundary. Contrary toV1(x), exploration of thefirst escape process
fromV2(x) indicates a different source of optimization as the damping term ( )xexp 5 2- makes final parts of the
potential well practically k independent. Therefore, the problemof optimization of the escape kinetics calls for
further studies.

Infigures 1(b) and 2(b) in addition to theoretical values of theMFPT  th, see equation (4), results of
computer simulations are presented. In order to estimatefirst passage timewe simulate the Langevin
equation (1) using the Euler-Maruyama scheme (11) until absorption at the absorbing boundaries located at
x=± b=± 1. From the ensemble of estimated first passage timeswe calculate themean first passage time and
its error (standard deviation of themean). Points infigures 1(b) and 2(b) represent results of computer
simulationswith varying the integration time stepΔtä {10−4, 10−5, 10−6} and averaged over 105 realizations,
butwe have also verified that averaging over 104 realizations produces statistically same results.

Forσ= 1, results corresponding toΔt= 10−4 reconstruct the dependence of theMFPT, but the level of
agreement is not very good. Decrease in the integration time step improves the level of agreement andmakes it
sufficient. Nevertheless, the problem is hard to tackle numerically. Subsequent figure 3 shows the ratio between
numerically obtained and theoretical results, namely

[ ] ( )


1 100 % , 8
th

- ´

for both potentialsV1(x) (top panel) andV2(x) (bottompanel). Fromfigure 3 it is clearly visible that already for
Δt= 10−4 the relative errors are smaller than 2.5%. The decrease of the integration time step decreases the

Figure 2.The same as infigure 1 for theV2(x) potential, see equation (7).
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relative errors well below 1%.Moreover, forΔt= 10−6 the relative errors are slightly smaller than for
Δt= 10−5. The problemof reconstruction of theoretical results bymethods of stochastic dynamics originates in
the fact thatminima ofMFPT, as a function of the corrugation parameter k, are very shallow. Exact values of the
MFPT can be calculated by use of equations (4) and (5). For instance, forV1(x), theminimalMFPT, i.e.

{ }mink th , is smaller than theMFPT for the non corrugated potential, i.e. ( ) k 0th = , by 1.8%,while forV2(x) it
is 3.1%, but this time theminimum is not verywell localized and separated fromMFPTs at large k values. For
that reason, the very high precision of simulations is required. In order to increase accuracy it is necessary to
decrease the time step of integration and increase the number of repetitions. However, within the used class of
potentials, the decrease inMFPTdue to the structure of the potential isminimal. Nevertheless, one can playwith
themodel parameters. For instance, for the same potentials decrease ofσ from1 to 0.5 results in a stronger effect,
i.e. due to potential rougheningMFPT can be reduced by 11.8% forV1(x) and by 15.1% forV2(x)what can be
verified by numeric evaluation of the integral (5). Smaller acceleration is observed for the potentialV1(x),
because superimposed oscillations are undamped and they produce deeper localminima of the potential, which
are harder to escape from. Contrary to the potentialV1(x) forV2(x) corrugations are damped and consequently
localminima are shallower. They still act as steps but now these steps do not introduce (strong) additional
trapping like forV1(x)On the one hand, numerical evaluation of equation (5) gives trustworthy results and can
be used to assess the role of potential roughening on the optimization of the escape kinetics under action of the
Gaussianwhite noise. On the other hand, we are interested in verifying if a change of the driving noise type can
bemore beneficial than shaping of the potential. Therefore, in the next stepwe exchange theGaussianwhite
noise in equation (1) by the symmetricα-stable noise [23] to check if noise tuning can bemore beneficial than
corrugation of the potential. Trajectories of overdamped processes driven byα-stable noises are discontinuous
[24, 27]. A particle driven by Lévy noise does not need to hit the boundary but it can jumpover it [56]. The
possibility of not visiting intermediate points due to long jumpsmakes the escape scenario different than for the
Gaussianwhite noise driving [57–59], which is going to be explored inmore details in the further part of the
manuscript. Contrary to theGaussian driving, under Lévy noise the barrier width ismore important than its
height [57–59].

Theα-stable noise is a generalization of theGaussianwhite noise to the nonequilibrium realms [24], where
heavy tailed fluctuations are abundant [42, 60–65]. The noise produces independent increments which follow a
heavy-tailedα-stable density [24, 27]. The symmetricα-stable noise is the formal time derivative of the
symmetricα-stable process L(t), see [23, 24]. Increments,ΔL= L(t+Δt)− L(t), of the symmetricα-stable

Figure 3.The ratio between theoretical  th and numerically approximatedMFPTs  forV1(x) (top panel—(a)) andV2(x) (bottom
panel—(b)) as a function of k, seefigures 1 and 2. Various curves depict results with different integration time stepsΔt. Results have
been averaged over 105 realizations.
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process L(t) are stationary, independent and identically distributed according to theα-stable density. Symmetric
α-stable distributions are defined by the characteristic function [24, 27]

( ) [ ∣ ∣ ] ( )k e kexp 2 , 9ikx
0j s= á ñ = - a a

whereσ0 is the scale parameter.Without loss of generality, within themanuscript we useσ0= 1, because the
scale parameterσ0 can be incorporated into the fluctuation strengthσ in equation (1). The characteristic
function (9) is a slightlymodified [26, 66] standard formof the characteristic function ofα-stable densities. Such
an amendment assures that forα= 2 theGaussianwhite noise with 〈ξ(t)ξ(s)〉= δ(t− s) is recovered, see
equation (1). Therefore, forα= 2, the characteristic function ofα-stable densities, see equation (9), reduces to
the characteristic function of the normal distribution ( ) ( )N N0, 0, 10

2s = .
IncrementsΔL are distributed according to the unimodal probability density with the characteristic

function [ ∣ ∣ ]e t kexp 2ik L
0sá ñ = -D a aD . The stability indexα (0< α� 2) controls the asymptotics of the

distribution, which forα< 2 is of power-law type p(x)∝ |x|−(α+1). The scale parameterσ0 (σ0> 0) determines
thewidth of the distribution, which can be defined by an interquantile width or by fractionalmoments, i.e. 〈|x|ν〉
with ν< α, because the variance ofα-stable variables withα< 2 diverges. The scale parameterσ0 in equation (9)
andfluctuation strengthσ in equation (1) play the same role.More precisely, setups {σ0= σ,σ= 1} and
{σ0= 1,σ= σ} are equivalent. Consequently, without loss of generality,σ0 can be set to unity and thewidth of
theα-stable distribution is controlled by the strength offluctuationsσ. Fromgeneral theory, it implies that anα-
stable process L(t) can be decomposed [67–69] into a compound Poisson process that describes long jumps and
theWiener part responsible for small displacements. Possibility of long jumpsmakes theMFPTmore dependent
on the barrier width [57–59] than its height [21], which is themain factor determining theMFPTunder
Gaussianwhite noise driving.

Trajectories of processes driven byα-stable noise are no longer continuous [24]. Therefore, systems driven
by such a noise do not display the property present forGaussianwhite noise allowing for transformation of
equation (4) into equation (5), i.e. absorbing-absorbing setup cannot be replaced by the reflecting-absorbing
one.Moreover, analytical results for systems driven by Lévy noise are very limited. The general formula for the
escape of a free particle from [−L, L] interval reads [70–74]

( )
( )

( )
( )

( ) x
L x1

1 2
. 10

2 2 2

a s
=

G +
- a

a

The 2 factor in the denominator comes from the used formof the characteristic function, see equation (9). For
x= 0, theMFPT reduces to ( ) [ ( )] ( ) L0 2 1 .s a= G +a The scaling of theMFPTon the scale parameterσ
and the interval width can be deducted fromarithmetic properties ofα-stable distributions [75]. Inmore general
cases than escape from afinite interval some scaling [76] orweak noise limits [77, 78] are known. Therefore, we
continue studies on theMFPT, see equation (3), numerically. The Langevin equation, see equation (1), is
approximated by the (stochastic)Euler–Maruyamamethod [79, 80]

( ) ( ) ( ) ( )x t t x t V x t t . 11t1s x+ D = - ¢ D + D a
a

In equation (11) txa represents the sequence of independent identically distributedα-stable random variables
which can be generated usingwell-known algorithms [81–83]. TheGaussianwhite noise is recovered forα= 2,
see [27], and the Euler-Maruyama scheme attains the standard form [84]. Figure 4 presents results for theMFPT
under action ofα-stable noise for a particlemoving inV1(x) (top panel) andV2(x) (bottompanel) as a function
of the corrugation parameter k. Various curves correspond to different values of the stability indexα (α ä {0.5,
0.75, 1, 1.25, 1.5, 1.75, 2.0}). The scale parameterσ is set toσ= 1. In addition toα= 2, forV1(x)withα ä {0.75,
1, 1.25}, theweak periodicity ofMFPT is visible, see figure 4(a). Actually, forα= 0.75 localminima ofMFPT are
(relatively) deeper than for theGaussianwhite noise. Importantly, theMFPT ismore sensitive to the value of the
stability indexα than to the structure of the potential as the curves corresponding to various values of the
stability indexα are spread along thefigures, c.f., figure 4.

For the escape of a Lévy noise driven free particle from a finite interval [70, 72–74, 85] theMFPT can be a
non-monotonous function of the stability indexα, see [86]. Therefore, one can expect a similar behavior for a
particlemoving in a deterministic potential, see figure 5.Due to the action of the deterministic, restoring force,
recorded values of theMFPT are significantly larger than for a free particle. For studied setups, theMFPT is a
non-monotonous function of the stability indexα. Therefore, it is possible tofind suchαwhichminimizes
MFPT. In themodels under study it isα= 2 (Gaussianwhite noise) andα= 0.5 (heavy tailed, non-equilibrium
noise).Maximal values ofMFPT, for both setupsV1(x) andV2(x), are recorded forα≈ 1.25. Figure 5 clearly
indicates that it can bemore beneficial to optimize theα-stable noise type (α) than the potential structure (k).
Accidentally, theGaussianwhite noise, whichwe startedwith, resulted in theminimalMFPT. Figure 5 confirms
that variability in theMFPTdue to change ofα is significantly larger than the spread due to the corrugation
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parameter k.Moreover, exceptα= 2 case, recordedMFPTdonot differ between both setupsV1(x) andV2(x)
significantly, see figures 5(a) and (b).

Using formula (10) it can bedemonstrated that for a free particle theMFPTcan benot only a non-
monotonous function of the stability indexα, see [86], but it can change itsmonotonicity depending onσ.
Therefore,finally,wehave repeated someof the simulationswith other values ofσ in order to see differences and
similarities between escape kinetics fromfinite intervals and the potentialwell. The case ofα= 2 can be studied
with use of equation (5), whileα< 2needs to be analyzed numerically.Not surprisingly, the inspectionof
equation (5) shows that for theGaussianwhite noisewithdecreasingσ corrugationplays an increasing role.
Nevertheless, changes in the recorded values of theMFPT caused by the noise type dominate over amendments
produced by the potential roughening. Furthermore, as forσ= 1 results forV1(x) andV2(x) are very similar, we
present additional results, seefigure 6, forV1(x)only, seefigure 1.Despite the fact that decrease inσ canmake
MFPTmore sensitive to corrugation optimization, in the studied caseswehave observed larger spread ofMFPT
values due to noise type, than corrugation strength, seefigure 6. Figure 6 presentsmeanfirst passage time  as a
function of the stability indexα. Variouspoints correspond todifferent values of the corrugation parameter k.
Various panels (a)—( f )display results for different values of the scale parameterσ ( { }0.5, 1, 2 , 2, 4, 16s Î ).
Additional solid lines in each panel depict themeanfirst passage timeof a free particle fromafinite interval, see
equation (10). Spreadof resultswith afixed value of the stability indexα is produced by the corrugationof the
potential,which is particularlywell visible forα= 2 and smallσ, e.g.σ= 0.5. Especially at lowvalues ofσ,
corrugationof the potential can beused forfine-tuning of escape kinetics, but amore important role is played by
the adjustment of thenoise type, i.e. the exponentα. The change inσnot only changes recorded values, but also
modifiesmonotonicity of ( ) a in an analogousway like for the escape of a free particle fromafinite interval, see
[86]. In the largeσ limit, e.g.σä {4, 16}, a particle practically doesnot feel thedeterministic force and theMFPT
approaches theMFPTof a free particle fromafinite interval, see equation (10). Formoderate and smallσ, escape
from the potentialwell is visibly slower than escape fromafinite interval. These results are not only coherentwith
studies on the escape fromafinite interval but also on the escape fromapotentialwell [76], indicating that the
escape kinetics is affected by the scale parameterσ.

Figure 4.MFPT forV1(x) (top panel—(a)) andV2(x) (bottompanel—(b)) as a function of the corrugation parameter k. Various curves
correspond to differentα-stable noises, see equation (9). Results have been constructed numerically, see equations (3) and (11), with
Δt = 10−6 and averaged over 105 realizations.
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3. Summary and conclusions

Themeanfirst passage time is an important quantifier characterizing efficiency of the noise driven dynamics.
MFPT can be optimized in numerousways, like shaping of the potential and noise tuning.Here, we have
demonstrated that the internal structure of the potential produced by the additional corrugation superimposed
on the potential profile can be used to decrease theMFPT.Nevertheless, the decrease in theMFPTdoes not need
to be significant. It turned out that tuning of theα-stable noise can bemore beneficial than corrugation of the
potential. The type of the optimal noise is sensitive to the noise strengthmeasured by the scale parameterσ. For
smallσ fastest escape is recorded at lowest values of the stability indexα, while for largeσ, Gaussianwhite noise
produces the fastest escape. There is also an intermediate range, withminima recorded at small andα= 2
drivings. Finally, we have verified that for strong noise (largeσ) the escape kinetics approaches the one of a free
particle from a finite interval.
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Appendix. Units in the Langevin equation

Units in the Langevin equation can be established from general physical principles [21, 52] like equipartition
theoremor fromprobabilistic considerations. Both approaches are fully coherent.We start with the use of the

Figure 5.MFPT forV1(x) (top panel—(a)) andV2(x) (bottompanel—(b)) as a function of the stability indexα. Various curves
correspond to different corrugations of the potential. Results have been constructed numerically, see equations (3) and (11), with
Δt = 10−6 and averaged over 105 realizations.
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following (overdamped) Langevin equation [50]

( ) ( ) ( ) ( )x t
f x

t , A.1
g

sx= +

where: x—is a position of the particle,γ—stands for a friction coefficient,σ—represents strength of the noise and ξ
(t)—is theα-stable, Lévy typewhite noise characterized by the stability indexα (αä (0, 2]). The force f (x) acting on
aparticle is determinedby the external potential, f (x)=− dV(x)/dx. Correspondingunits in equation (A.1) are:
[x]= [length], [γ]= [mass]/[time], [ ( )] [ ( )] [ ] [ ] [ ] [ ]f x V x mass length time force ,2= ¢ = ´ = [V(x)]=
[force]× [length]= [energy], [σ]= [length]/[time]1/α and [ξ(t)]= 1/[time]1−1/α. Stability indexα is dimension-
less. In the asymptotic limit ofα= 2 the Lévywhite noise is equivalent to theGaussianwhite noise and it has
standards units, i.e. [ ( )] [ ]t 1 time2x =a= .Moreover, in an alternative approach, the strength offluctuationσ
canbe transformed into thediffusion constantD∝ σα, see [25, 76, 87]. Forα= 2, the diffusion constant is related
to the system temperature and frictionD= kBT/γby theEinstein-Smoluchowski-Sutherland relation. For a free
particle (withα= 2) 〈[x(t)− x(0)]2(t)〉= 2Dt. Forα< 2, the frictionand the strength offluctuations are two
independent parameters. Furthermore, themean square displacement diverges. TheMFPTgivenby equation (10)
ismeasured in units of time. Finally, the Langevin equation (1) is obtained fromequation (A.1)by settingγ= 1.
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Figure 6.Dependence of themean first passage time  on the stability indexα. Various points correspond to different values
of the corrugation parameter k, while various panels (a)—( f ) represent different values of the scale parameterσ
( { }0.5, 1, 2 , 2, 4, 16s Î ). The solid lines show theMFPT from thefinite interval, see equation (10).
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