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 Glaucoma is a well-known complex disease of the optic nerve that gradually 

damages eyesight due to the increase of intraocular pressure inside the eyes. 

Among two types of glaucoma, open-angle glaucoma is mostly happened by 

high intraocular pressure and can damage the eyes temporarily or sometimes 

permanently, another one is angle-closure glaucoma. Therefore, being 

diagnosed in the early stage is necessary to safe our vision. There are several 

ways to detect glaucomatous eyes like tonometry, perimetry, and gonioscopy 

but require time and expertise. Using deep learning approaches could be a 
better solution. This study focused on the recognition of open-angle affected 

eyes from the fundus images using deep learning techniques. The study 

evolved by applying VGG16, VGG19, and ResNet50 deep neural network 

architectures for classifying glaucoma positive and negative eyes. The 
experiment was executed on a public dataset collected from Kaggle; 

however, every model performed better after augmenting the dataset, and the 

accuracy was between 93% and 97.56%. Among the three models, VGG19 

achieved the highest accuracy at 97.56%. 
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1. INTRODUCTION 

In this modern world, research on image processing, deep learning, and computer vision methods 

are becoming the key contributors to the medical sector and the trend of medical imaging in research has 

been growing subsequently. The overnight developments made in the reconstruction of computerized 

medical imaging have led to a rise in the prominence of medical imaging in corresponding advancements in 

machine-aided diagnostic and analytical methods [1]. In recent years, researchers have been doing a lot of 

studies on glaucoma diagnosis methods, which is medical imaging research based on deep learning.  

Glaucoma can be described as optic neuropathy and is mainly caused by immense pressure in the 

eyes, which eventually responds by harming the optic nerve, which connects a bridge between the brain and 

the eye. All ages of people can be affected by it; however, persons over the age of 60 are the most frequently 

affected [2]. Tonometry, ophthalmoscopy, gonioscopy, nerve fiber analysis, pachymetry, and visual field test 

are the six primary glaucoma detection procedures that have been validated. The World Health Organization 

(WHO) reported that glaucoma is the second biggest cause of vision loss and blindness [3]. Open-angle 

glaucoma (OAG) is a profound type among the majority of people. The only indication of open angle, or 

chronic, glaucoma is a progressive loss of vision. One’s vision might be permanently damaged by this loss 

since it could happen before any other symptoms appear [4]. Angle-closure glaucoma (ACG) or closed-angle 

glaucoma, happens when the iris protrudes forward to reduce or obstruct the drainage angle created by the 
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cornea along with the iris. Pressure builds up as a result of the eye’s inability to circulate fluid. People who 

have minor drainage angles are mostly affected by this type and the most prevalent cause of permanent 

blindness is glaucoma [5], [6]. However, early detection could stop additional vision loss. Deep learning-

based glaucoma detection architecture can solve many issues with manual glaucoma detection, such as 

saving cost, saving time, and providing more accurate diagnosis results. Among many deep learning 

architectures VGG16, VGG19, and ResNet50 are three noteworthy deep learning algorithms that perform 

quite well in medical image classification or detection [7]–[9]. The following contributions are made through 

the use of deep neural network-based glaucoma image classification.  

Extracted dataset from “Glaucoma Detection” [10] dataset. A total of 650 retinal fundus images 

where 482 images are labeled as “Glaucoma Negative” and 168 images are labeled as “Glaucoma positive”. 

The augmented dataset has been developed by using a function named ImageDataGenerator from the Keras 

library of the TensorFlow framework. VGG16, VGG19, and ResNet50 are used to evaluate the prepared 

dataset. Finally, a significant comparison table indicates that deep-learning-based algorithms performed 

extremely well when fed a well-rounded bias-free dataset to train the model. 

Some research enthusiasts including Kumar et al. [11] reviewed several machine learning (ML) 

approaches to detect glaucoma using retinal fundus images. More than 510 retinal eye images were available 

in the dataset used in their proposed system. The applied architectures are a magnification of chemical data 

reporting (CDR), principal component analysis (PCA), and Bayes classifier using CDR and inferior, superior, 

nasal, temporal (ISNT) ratio. On the other hand, Khalil et al. [12] reported a method using different datasets 

and ML architectures to detect glaucoma. The most flourishing approaches were linear regression, fuzzy min-

max neural network, naïve Bayes, and K-nearest neighbor (KNN). An automated detection system was 

proposed by Bhadra and Kar [13] for the diagnosis of retinal diseases using a convolutional neural network 

(CNN) based model with Adam optimizer and optical coherence tomography (OCT) images. This proposed 

method obtained 96.5% accuracy in blind tests after training and testing the model using a dataset of 84,484 

OCT images [13]. On the other hand, KNN classifiers achieved an accuracy of more than 98% in identifying 

glaucomatous eyes [14].  

A novel method was introduced by Salam et al. [15] to detect glaucoma using fundus images. Total 

of 50 images were used where 15 for glaucomatous and 35 for healthy. However, feature extraction was also 

utilized with CDR and brought 92% accuracy. Li et al. [16] presented a unique approach that can detect 

glaucomatous eyes. After collecting the data, they applied several deep learning networks and got 87.8% 

accuracy. For detecting glaucoma by overcoming the similarity between the eye color and the lesions a new 

approach was introduced in 2022. A public dataset named ORIGA was used by applying the EfficientDet 

method for localizing the lesions and EfficientDet-D0 with EfficientNet-B0 was used to extract feature. The 

other frameworks used in this study were region convolutional neural network (RCNN), faster RCNN, and 

Denset70 based on mask RCNN [17]. Natarajan et al. [18] also proposed a model where they used the retinal 

image database for optic nerve evaluation (RIM-ONE) dataset, along with some other datasets, namely 

ACRIMA, DrishtiGS1, RIGA, and RIM-ONE version 1, respectively for training and testing the model. An 

accuracy between 97 to 100%, where the highest accuracy of 100% was found in the RIM-ONE v1 and 

DRISHTI-GS1 provided the lowest accuracy of 97.05%. Coming out of the conventional handcrafted 

methods, Nayak et al. [19] came up with an approach where ECNet was introduced for diagnosing 

glaucomatous. A total of 1426 fundus images were obtained from a college in India. The support vector 

machines (SVM) yielded the greatest accuracy of 0.97 using the real coded genetic algorithm (RCGA) 

method. Veena et al. [20] claimed segmentation of the optic cup and optic disc to identify the cup-to-disc-

ratio. They collected DRISHTI-GS dataset from the Aravind Eye Hospital. The CNN model with 

segmentation technique provided 98.76% and 97.13% results.  

To get rid of glaucoma Juneja et al. [21] utilized a method where image cropping, separating the 

red, blue, and green channels and image augmentation was performed on the DRISHTI-GS dataset. U-Net 

architecture with some modification was applied for optic disk and cup segmentation. The best accuracy of 

the models was found by the pixel accuracy metrics where the accuracy was 98.40% in the best case for optic 

disk segmentation. In order to detect glaucoma in three different stages (early, normal, and severe), Wu et al. 

[22] applied 10 different algorithms like random forest (RF), logistic model tree, and XGBoost. In this study, 

470 eye images were collected from the Fu Jen Catholic University Hospital (FJUH). In another research, the 

decision tree performed better than SVM in test dataset prediction with a 24.5% higher accuracy and it also 

identified the most important feature of intraocular pressure, contour angle [23]. The U-Net on ORIGA dataset 

was implemented to classify the images to detect glaucoma and 96.90% test accuracy was obtained [24].  

Wang et al. [25] introduced SVM, KNN, two custom-made deep neural network (DNN), ResNet-18, 

and GlaucomaNet were applied to the 66-mm retinal nerve fiber layer (RNFL) thickness maps. A total of 93 

data from 69 glaucoma patient’s dataset was considered for ResNet-18 and performed 90.5% accurately.  

Oh et al. [26] claimed an approach to detect glaucoma. Top 5 features were selected using the chi-square 
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method and applied SVM, C5.0, random forest, and XGboost algorithms where accuracies appeared between 

0.903 to 0.947. A similar ML algorithm called AdaBoost was utilized in a similar kind of study in the field of 

medical image related research in 2022 [27]. Table 1 represents summary of some recent works on glaucoma 

detection. 

 

 

Table 1. Summary of the recent studies for glaucoma detection 
Author Applied algorithm Objective Accuracy 

Bhadra and Kar 

[13] 

Multilayer CNN To build an automatic glaucoma detection system using 

OCT scans images. 

96.5% 

Simonthomas  

et al. [14] 

KNN The proposed system can be easily incorporated into 

existing medical infrastructure. 

98% 

Nawaz et al. [17] RCNN, Faster RCNN, 

DenseNet70 

Design a system for efficient detection of optic disc (OD) 

and optic cup (OC) in an early stage. 

97.2% 

Natarajan et al. 

[18] 

U-Net, S-Net To build a glaucoma detection two staged architecture-

based system with segmentation and DNN algorithms. 

100% 

Veena et al. [20] Modified CNN model An efficient glaucoma segmentation framework to 

enhance the CNN’s performance on test dataset. 

98% 

 

 

2. METHOD  

Training deep learning models for medical research techniques require a large amount of data but 

gathering or categorizing huge medical image dataset is challenging due to concerns about data privacy and 

accuracy. Skilled human resource is another issue to collect medical data. As a result, a public retinal fundus 

image dataset called “Glaucoma Detection” published by Edward Zhang on Kaggle has been chosen for 

conducting this study [10] and Figure 1 presents the overall system architecture of proposed work. 

 

2.1.  Glaucoma detection dataset 

A total of 650 samples of retinal fundus images are in the dataset, where 168 are glaucoma samples 

and 482 are non-glaucoma samples. The fundus images contained in the dataset were cropped in such a way 

that the unnecessary parts of the image were removed from the original image. All the images in this dataset 

are 2,048 pixels in height and 3,072 pixels in width, sample images are shown in Figure 2.  

 

 

 
 

Figure 1. System architecture of CNN based proposed model 

 

 

 
 

Figure 2. Samples of retinal fundus images 

 

 

2.2.  Preprocess and augmented dataset  

The resized value of the sample images was considered 448×672 pixels. The new size is the 

height/width ratio of the original. Data biases were reduced and made an even number of images in both 
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classes using data augmentation. The new dataset contains a total of 5,316 retinal fundus images after the 

augmentation of the dataset. Moreover, the new augmented glaucoma detection dataset has two classes of 

retinal fundus images, of which “Glaucoma Positive” has 2,658 retinal fundus images and “Glaucoma 

Negative” has another 2,658 retinal fundus images. Figure 3 shows various augmentation techniques, such as 

rotation_range, rescale, vertical_flip and fill_mode. The ratio of the training, testing and validation parts of 

the dataset is 80:10:10. Table 2 shows in-depth information on the number of “Glaucoma Positive” and 

“Glaucoma Negative” retinal fundus image classes for the glaucoma detection dataset before and after 

applying augmentation techniques. 

 

 

 
 

Figure 3. Augmented retinal fundus image samples 

 

 

Table 2. Representation of dataset 
Dataset Train Validation Test 

“Glaucoma 

Negative” 

“Glaucoma 

Positive” 

“Glaucoma 

Negative” 

“Glaucoma 

Positive” 

“Glaucoma 

Negative” 

“Glaucoma 

Positive” 

Raw data 386 134 48 17 48 17 

Augmented dataset 2,126 2,126 266 266 266 266 

 

 

3. PROPOSED METHOD 

The entire working process of this study is illustrated in Figure 4. Here, dataset is augmented and 

then resized to get an appropriate dataset. After that, dataset is divided into three parts-train, test and 

validation. Finally, the best model provides the prediction results. 

 

 

 
 

Figure 4. Flowchart of the proposed study 

 

 

3.1.  Proposed network 

VGG16 is a model that consists of 16 layers and is known as a VGGNet model. Five convolutional 

blocks make up a typical CNN-based VGG16 and it connects to three multi-layer perceptron (MLP) 

classifiers. Two of which are hidden layers and one is an output layer. Nodes that directly reflect the number 
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of classes are found in the output layer, along with two or more classes of softmax activation functions or two 

or less than two classes of sigmoid activation functions. Additionally, it is regarded as one of the best vision 

classification methods. 

ResNet50 is a popular model. It is a variation of the ResNet model, which has 48 convolutional 

layers, including 1 max pooling layer and an average pooling layer. The number of floating-point operations 

ResNet50 has is 3.8×109. VGG19 is a deep CNN that has a total of 19 layers. In VGG19, the sole 

preprocessing was to eliminate the mean red, green, blue (RGB) value from each pixel across the training 

dataset. VGG19 has three types of visible layers, such as convolutional layers, pooling layers, and finally, 

fully connected layers. rectified linear unit (ReLU) is used in a hidden layer in the case of VGG19 since local 

response normalization (LRN), which consumes more memory and requires more training time, is not 

typically used by VGG. Figure 5 illustrates the architecture of VGG19 model. 

 

 

 
 

Figure 5. Proposed deep neural network architecture: VGG19 

 

 

3.2.  Architecture of VGG19 

3.2.1. Convolutional layer 

Neurons are arranged in a rectangular grid in convolutional layers. The convolutional layer is just 

the preceding layer’s image convolution, with the convolution filter determined by the weights. To extract a 

variety of information, the convolution layer utilizes numerous convolution kernels. This is what the 

mathematical formula demonstrates: 

 

𝐶𝑗
𝑙 = 𝜙 (∑  𝑀𝑙−1

𝑖=1 𝐶𝑖
𝑙−1 ∗ 𝑘𝑖𝑗

𝑙 + 𝑏𝑗
𝑙−1) (1) 

 

where * denotes the convolution operation and it also represents the weights of the connections between the 

feature maps 𝑖 and 𝑗 of layers l-1 and l. The offset value is given by 𝑏𝑗, while the nonlinear activation 

function is given by 𝜑.  

 

3.2.2. Fully connected layer 

VGG19 contains three fully connected layers. The input data is transmitted to one or more fully 

connected (FC) layers after several convolutional operations and pooling, and the outputs are utilized as input 

to the top-level classifier in this softmax function. For calculating the output of a fully connected layer,  

use (2). 

 

𝑦𝑗𝑘(𝑥) = 𝑓(∑  
𝑛𝐻
𝑖=1 𝑤𝑗𝑘𝑥𝑖 + 𝑤𝑗0) (2) 

 

3.2.3. Softmax activation function 

The softmax function is the last and also the activation function of the VGG19 architecture, which 

takes a vector of raw outputs from all the neurons of the neural network and transforms it into a vector of 
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probability scores, and returns it. The following formula is used to determine the prediction underlying the 

softmax function: 

 

𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (𝑧)𝑖 =
𝑒𝑧𝑖

∑  𝑁
𝑗=1 𝑒

𝑧𝑗 (3) 

 

where the sign z stands for the neural network’s vector of raw outputs. 2,718 is approximately equal to the 

value of 𝑒.  

 

 

4. EXPERIMENTAL RESULT AND EVALUATION 

A system composed of a core i5 9th generation processor, a GeForce GTX 1030 GPU, and 16 GB of 

DDR4 RAM has been used for model. OpenCV, TensorFlow 2.0, Keras in the Google Collab environment, 

and Numpy was applied to read the images and transform them into arrays. Training the model using a full 

size of the image was difficult and also produced an unsatisfactory result. That is why the images were 

resized into 320×320 dimensions. The dataset was split into an 80:10:10 ratio for training, testing and 

validation. 

Among three models, ResNet50 provided the highest accuracy of 72.3% using the non-augmented 

dataset whereas the VGG19 and VGG16 scored an accuracy of 60% and 66.15%, respectively. The 

augmented dataset was trained and tested with selected models. In this case, the accuracy of all the models 

got a boost and came in at 94% to 97%. Unlike the previous testing, VGG19 achieved the highest accuracy of 

97.56%. The confusion metric of the best model and the train-validation accuracy curve shown in Figure 6. 

 

 

 
 

 
 

Figure 6. Confusion matrix and train-validation accuracy curve 

 

 

There has been a significant change in the accuracy, precision, recall, and F1-score while evaluating 

the models using the raw and augmented datasets. A bias exists since there were fewer images in the raw 

dataset for both classes than considered augmented dataset. A comparison of the performance of the 

implemented models utilizing two different datasets which is shown in Table 3.  
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As glaucoma detection is a hot topic in medical imaging research, a lot of studies have been done by 

researchers in this field. The proposed model performs with higher accuracy than most of the recent studies 

conducted by researchers. Table 4 shows the comparison of different studies with this study according to 

different CNN models and datasets. 

 

 

Table 3. Result of VGG16, VGG19, and ResNet50 models for raw and augmented dataset 
Dataset Architecture VGG16 VGG19 ResNet50 

Raw Dataset Training accuracy 0.9885 0.9827 0.9519 

Validation accuracy 0.5231 0.6154 0.6769 

Test accuracy 0.6615 0.6000 0.7230 

Precision (Glaucoma Positive) 0.59 0.41 0.18 

Recall (Glaucoma Positive) 0.40 0.30 0.43 

F1-score (Glaucoma Positive) 0.48 0.35 0.25 

Precision (Glaucoma Negative) 0.69 0.67 0.92 

Recall (Glaucoma Negative) 0.82 0.76 0.76 

F1-score (Glaucoma Negative) 0.75 0.71 0.83 

Augmented Dataset Training accuracy 0.9937 0.9946 0.9819 

Validation accuracy 0.9361 0.9492 0.9662 

Test accuracy 0.9530 0.9756 0.9680 

Precision (Glaucoma Positive) 0.97 1.00 0.97 

Recall (Glaucoma Positive) 0.94 0.96 0.96 

F1-score (Glaucoma Positive) 0.95 0.98 0.97 

Precision (Glaucoma Negative) 0.94 0.95 0.96 

Recall (Glaucoma Negative) 0.97 1.00 0.97 

F1-score (Glaucoma Negative) 0.95 0.98 0.97 

 

 

Table 4. Performance comparison with other proposed CNN models and datasets 
Authors Dataset Segmentation Augmentation CNN Model Accuracy % 

Nawaz et al. 

[17] 

ORIGA Feature extraction using N/A EfficientDet 

EfficientNet 

97.02 

Natarajan  

et al. [18] 

DRISHTI GS Region of interest (ROI) segmentation 

using channel state information (CSI) 

and OD segmentation using U-Net 

N/A SqueezNet 97.05 

Nayak et al. 

[19] 

Custom 

dataset 

N/A N/A SVM 97.20 

Sudhan et al. 

[24] 

ORIGA Determining the ROI using U-Net N/A DenseNet with 

CNN 

96.90 

Proposed 

Model, 2022 

Glaucoma 

Detection 

N/A Rotation, 

rescale, 

vertical flip 

VGG19 97.56 

 

 

5. CONCLUSION AND FUTURE WORK 

Glaucoma is the second most severe optical disease that creates a major effect on the eye. It 

damages the optical nerve system and people lose their vision. However, a computational support system can 

greatly help in this regard. The proposed model was trained by different DNN architectures. Among three 

DNN models VGG19 provided the best result in detecting glaucomatous eyes.  

In the future, the proposed model is expected to be more robust. In this research, the images were 

converted into a smaller dimension, and segmentation was not performed on the dataset. Therefore, in the 

modification of the model, the main priority will be to utilize the ROIs from the fundus images by applying 

segmentation to them. The future version of this proposed model is expected to be able to detect other types 

of glaucoma diseases as well. The next stage to complete this research is to carry out further research to 

develop a more efficient model and to build an application to diagnose glaucoma from retinal images. 

 

 

REFERENCES 
[1] S. Joshi, B. Partibane, W. A. Hatamleh, H. Tarazi, C. S. Yadav, and D. Krah, “Glaucoma detection using image processing 

and supervised learning for classification,” Journal of Healthcare Engineering, vol. 2022, pp. 1–12, Mar. 2022, doi: 

10.1155/2022/2988262. 

[2] H. A. Quigley, “The number of people with glaucoma worldwide in 2010 and 2020,” British Journal of Ophthalmology, vol. 90, 

no. 3, pp. 262–267, Mar. 2006, doi: 10.1136/bjo.2005.081224. 

[3] M. T. Islam, S. T. Mashfu, A. Faisal, S. C. Siam, I. T. Naheen, and R. Khan, “Deep learning-based glaucoma detection with 

cropped optic cup and disc and blood vessel segmentation,” IEEE Access, vol. 10, pp. 2828–2841, 2022, doi: 

10.1109/ACCESS.2021.3139160. 

[4] D. A. Lee and E. J. Higginbotham, “Glaucoma and its treatment: a review,” American Journal of Health-System Pharmacy,  

vol. 62, no. 7, pp. 691–699, Apr. 2005, doi: 10.1093/ajhp/62.7.691. 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 13, No. 5, October 2023: 5305-5313 

5312 

[5] S. Senthil, M. Nakka, V. Sachdeva, S. Goyal, N. Sahoo, and N. Choudhari, “Glaucoma Mimickers: a major review of causes, 

diagnostic evaluation, and recommendations,” Seminars in Ophthalmology, vol. 36, no. 8, pp. 692–712, Nov. 2021, doi: 

10.1080/08820538.2021.1897855. 

[6] A.-C. Zaharia, O.-M. Dumitrescu, M. Radu, and R.-E. Rogoz, “Adherence to therapy in glaucoma treatment—a review,” Journal 

of Personalized Medicine, vol. 12, no. 4, Mar. 2022, doi: 10.3390/jpm12040514. 

[7] P. Hridayami, I. K. G. D. Putra, and K. S. Wibawa, “Fish species recognition using VGG16 deep convolutional neural network,” 

Journal of Computing Science and Engineering, vol. 13, no. 3, pp. 124–130, Sep. 2019, doi: 10.5626/JCSE.2019.13.3.124. 

[8] J. Xiao, J. Wang, S. Cao, and B. Li, “Application of a novel and improved VGG-19 network in the detection of workers wearing 

masks,” Journal of Physics: Conference Series, vol. 1518, no. 1, Apr. 2020, doi: 10.1088/1742-6596/1518/1/012041. 

[9] S. Mascarenhas and M. Agarwal, “A comparison between VGG16, VGG19 and ResNet50 architecture frameworks for image 

classification,” in Proceedings of IEEE International Conference on Disruptive Technologies for Multi-Disciplinary Research 

and Applications, Nov. 2021, pp. 96–99, doi: 10.1109/CENTCON52345.2021.9687944. 

[10] E. Zhang and S. Das, “Glaucoma detection,” Kaggle. https://www.kaggle.com/datasets/sshikamaru/glaucoma-

detection?fbclid=IwAR3duDd5W42_QCYgcHw9aelEJQzpgQOI2UvFLicbMoHaAMVQ6r5oZf5IUp8 (accessed Oct. 03, 2022). 

[11] B. N. Kumar, R. P. Chauhan, and N. Dahiya, “Detection of glaucoma using image processing techniques: a review,” in 2016 

International Conference on Microelectronics, Computing and Communications (MicroCom), Jan. 2016, pp. 1–6, doi: 

10.1109/MicroCom.2016.7522515. 

[12] T. Khalil, S. Khalid, and A. M. Syed, “Review of machine learning techniques for glaucoma detection and prediction,” in 2014 

Science and Information Conference, Aug. 2014, pp. 438–442, doi: 10.1109/SAI.2014.6918224. 

[13] R. Bhadra and S. Kar, “Retinal disease classification from optical coherence tomographical scans using multilayered convolution 

neural network,” in 2020 IEEE Applied Signal Processing Conference (ASPCON), Oct. 2020, pp. 212–216, doi: 

10.1109/ASPCON49795.2020.9276708. 

[14] S. Simonthomas, N. Thulasi, and P. Asharaf, “Automated diagnosis of glaucoma using Haralick texture features,” in International 

Conference on Information Communication and Embedded Systems (ICICES2014), Feb. 2014, pp. 1–6, doi: 

10.1109/ICICES.2014.7033743. 

[15] A. A. Salam, M. U. Akram, K. Wazir, S. M. Anwar, and M. Majid, “Autonomous glaucoma detection from fundus image using 

cup to disc ratio and hybrid features,” in 2015 IEEE International Symposium on Signal Processing and Information Technology 

(ISSPIT), Dec. 2015, pp. 370–374, doi: 10.1109/ISSPIT.2015.7394362. 

[16] Y. Li, Y. Han, X. Zhao, Z. Li, and Z. Guo, “MulTiNet: multimodal neural networks for glaucoma based on transfer learning,” 

Dec. 2021, doi: 10.21203/rs.3.rs-1164184/v1. 

[17] M. Nawaz et al., “An efficient deep learning approach to automatic glaucoma detection using optic disc and optic cup 

localization,” Sensors, vol. 22, no. 2, Jan. 2022, doi: 10.3390/s22020434. 

[18] D. Natarajan, E. Sankaralingam, K. Balraj, and S. Karuppusamy, “A deep learning framework for glaucoma detection based on 

robust optic disc segmentation and transfer learning,” International Journal of Imaging Systems and Technology, vol. 32, no. 1, 

pp. 230–250, Jan. 2022, doi: 10.1002/ima.22609. 

[19] D. R. Nayak, D. Das, B. Majhi, S. V Bhandary, and U. R. Acharya, “ECNet: an evolutionary convolutional network for 

automated glaucoma detection using fundus images,” Biomedical Signal Processing and Control, vol. 67, May 2021, doi: 

10.1016/j.bspc.2021.102559. 

[20] H. N. Veena, A. Muruganandham, and T. S. Kumaran, “A novel optic disc and optic cup segmentation technique to diagnose 

glaucoma using deep learning convolutional neural network over retinal fundus images,” Journal of King Saud University - 

Computer and Information Sciences, vol. 34, no. 8, pp. 6187–6198, Sep. 2022, doi: 10.1016/j.jksuci.2021.02.003. 

[21] M. Juneja et al., “Automated detection of glaucoma using deep learning convolution network (G-net),” Multimedia Tools and 

Applications, vol. 79, no. 21–22, pp. 15531–15553, Jun. 2020, doi: 10.1007/s11042-019-7460-4. 

[22] C.-W. Wu, H.-L. Shen, C.-J. Lu, S.-H. Chen, and H.-Y. Chen, “Comparison of different machine learning classifiers for glaucoma 

diagnosis based on spectralis OCT,” Diagnostics, vol. 11, no. 9, Sep. 2021, doi: 10.3390/diagnostics11091718. 

[23] M. Aloudat, M. Faezipour, and A. El-Sayed, “High intraocular pressure detection from frontal eye images: a machine learning 

based approach,” in 2018 40th Annual International Conference of the IEEE Engineering in Medicine and Biology Society 

(EMBC), Jul. 2018, vol. 2018, pp. 5406–5409, doi: 10.1109/EMBC.2018.8513645. 

[24] M. B. Sudhan et al., “Segmentation and classification of glaucoma using U-Net with deep learning model,” Journal of Healthcare 

Engineering, vol. 2022, pp. 1–10, Feb. 2022, doi: 10.1155/2022/1601354. 

[25] P. Wang et al., “Machine learning models for diagnosing glaucoma from retinal nerve fiber layer thickness maps,” 

Ophthalmology Glaucoma, vol. 2, no. 6, pp. 422–428, Nov. 2019, doi: 10.1016/j.ogla.2019.08.004. 

[26] S. Oh, Y. Park, K. J. Cho, and S. J. Kim, “Explainable machine learning model for glaucoma diagnosis and its interpretation,” 

Diagnostics, vol. 11, no. 3, Mar. 2021, doi: 10.3390/diagnostics11030510. 

[27] E. O. Ogunseye, C. A. Adenusi, A. C. Nwanakwaugwu, S. A. Ajagbe, and S. O. Akinola, “Predictive analysis of mental health 

conditions using adaboost algorithm,” ParadigmPlus, vol. 3, no. 2, pp. 11–26, Aug. 2022, doi: 10.55969/paradigmplus.v3n2a2. 

 

 

BIOGRAPHIES OF AUTHORS  

 

 

Md. Tanvir Ahmed     a student pursuing his undergraduate degree in Computer 
Science and Engineering from Daffodil International University, Bangladesh. Currently, he is 

working as an undergraduate researcher in the fields of artificial intelligence, deep learning, 

image processing, deep learning based medical imaging research, health informatics, data 

analytics, and data science. He can be contacted at email: tanvir15-13602@diu.edu.bd. 

https://orcid.org/0000-0003-0609-8013
https://scholar.google.com/citations?hl=en&user=KgaIQ5EAAAAJ


Int J Elec & Comp Eng  ISSN: 2088-8708  

 

An effective deep learning network for detecting and classifying glaucomatous eye (Md. Tanvir Ahmed) 

5313 

 

Imran Ahmed     student at Daffodil International University in Dhaka, 

Bangladesh. Currently, he is pursuing his degree of B.Sc. in Computer Science and 

Engineering under the Faculty of Science and Information Technology at this university. His 

research areas of interest are image classification, image processing, data science, deep 
learning, machine learning, healthcare science and services, and computational 

environmental research. He can be contacted at email: imran15-13600@diu.edu.bd. 

  

 

Rubayed Ahmmad Rakin     is an undergraduate student of computer science and 

engineering. He is studying at Daffodil International University in Bangladesh. The major 

area of research interest for him is artificial intelligence (AI). He is also interested in data 
science, machine learning, and deep learning within the field of AI. He can be contacted at 

email: rubayed15-13839@diu.edu.bd. 

  

 

Mst. Tuhin Akter     a student at Daffodil International University, Bangladesh, is 

pursuing her Computer Science and Engineering degree. She is an undergraduate researcher 
with experience working on many research projects, including a publication in the NLP 

domain. She has research interests in various fields like machine learning, natural language 

processing, deep learning. She can be contacted at email: tuhin15-13208@diu.edu.bd. 

  

 

Nusrat Jahan     completed her Graduation in Computer Science and Engineering 
from Patuakhali Science and Technology University, Bangladesh and Master in Information 

Technology from the Institute of Information Technology, University of Dhaka. She has 7 

years of teaching experience. She is currently working as a Senior Lecturer in computer 

science and engineering department at Daffodil International University. Her research 
interests are deep learning, computer vision, image segmentation, and Health Informatics. 

She can be contacted at email: nusratjahan.cse@diu.edu.bd. 

 

https://orcid.org/0000-0002-3690-850X
https://scholar.google.com/citations?hl=en&user=63_nPIIAAAAJ
https://orcid.org/0000-0002-2855-1117
https://scholar.google.com/citations?hl=en&authuser=1&user=cSsbiDIAAAAJ
https://orcid.org/0000-0002-0071-325X
https://scholar.google.com/citations?hl=en&authuser=2&user=zYSdewgAAAAJ
https://orcid.org/0000-0003-2749-0292
https://scholar.google.com/citations?hl=en&user=bPjZlRgAAAAJ

