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Chapter

Human-Machine Collaboration in
AI-Assisted Surgery: Balancing
Autonomy and Expertise
Gabriel Szydlo Shein, Ronit Brodie and Yoav Mintz

Abstract

Artificial Intelligence is already being actively utilized in some fields of medicine.
Its entrance into the surgical realm is inevitable, sure to become an integral tool for
surgeons in their operating rooms and in providing perioperative care. As the tech-
nology matures and AI-collaborative systems become more widely available to assist
in surgery, the need to find a balance between machine autonomy and surgeon
expertise will become clearer. This chapter reviews the factors that need to be held in
consideration to find this equilibrium. It examines the question from the perspective
of the surgeon and the machine individually, their current and future collaborations,
as well as the obstacles that lie ahead.

Keywords: surgery, artificial intelligence, computer assisted surgery, robotic surgery,
surgical technology

1. Introduction

Artificial Intelligence (AI) is an exponentially growing field that has already
impacted many industries. Although the foundations of AI were laid out by Alan
Turing as early as the Second World War, recent advances in machine learning and
deep learning have bolstered the field, making it one of the most exciting areas of
research and development in today’s technology landscape. AI focuses on developing
systems to perform tasks that would normally require human intelligence, including
activities such as problem solving, pattern recognition, decision making, and even
creativity. In recent years, as AI popularity has increased, its impact on various
elements of the medical industry have become more visible, a harbinger to the future
integration of AI technology into the surgeon’s daily toolbox.

As this technology continues to mature, and integrates into surgical practice, the
questions surrounding its role in the operating room will become more complex.
While the primary question of “what can AI do for surgeons?” might soon have an
obvious answer, it will open the door to the more nuanced inquiry of “how will
surgeons adopt this technology and how can we mark the boundaries of what we
should permit AI to do in the operating room?”
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We herein discuss all the necessary information for the surgical community to
understand the issues at hand surrounding AI, and we lay the framework to assist in
making appropriate choices when it comes to balancing Human-AI collaboration in
the operating room (OR). The chapter is divided into three sections: The human
perspective of the collaboration, the machine side of the collaboration, and the balance
between Surgeon and Machine.

2. Methodology

A through literature search was conducted utilizing the online databases of
PubMed, Google Scholar, ResearchGate as well as relevant websites. The search terms
used were “artificial intelligence,” “machine learning,” “deep learning,” “neural net-
works,” “computer vision,” “computer assisted surgery,” “machine automation,”
“machine autonomy,” “surgery automation,” “surgery autonomy,” “robotic surgery,”
“surgeon responsibility”, “surgeon psychology”, “surgical training,” “technology
adoption,” and “levels of automation.” Inclusion criteria were peer reviewed articles
and book chapters published in the English language from 2018 to 2023. As this
chapter includes a thorough examination of current technologies, product and com-
pany websites were also included that lead to further articles. Excluded articles
included those that were not published in the English Language, that were not related
to the subject and that were not available in full text.

Our search initially yielded 6887 articles. After excluding articles and removing
duplicates, all abstracts were screened, resulting in 60 full text articles that met our
inclusion criteria.

The snowball sampling technique was utilized to identify additional relevant arti-
cles by reviewing the reference lists of the included articles. This resulted in an
additional 10 articles that met our inclusion criteria.

3. The human perspective of the collaboration

3.1 The surgeon’s responsibility in the operating room

Surgeons are trained to make complex decisions under pressure and to act on those
decisions with appropriate speed. This requires constant situation assessment and
analysis, and reassessment and reanalysis [1]. When leading a multidisciplinary team,
the surgeons are held responsible for their patient’s welfare, safety and wellbeing.
From the very beginning of a surgeon’s professional life this personal responsibility for
their patients’ outcome is instilled in them, and is constantly reinforced throughout
their career [2, 3]. The American College of Surgeons describes the surgical profession
as one of responsibility and leadership, where the surgeon is ultimately in charge of
every aspect of the patients’ well-being, even if they are not directly involved [4, 5].
While some of these responsibilities might be obvious, others may perhaps be less
obvious, as laid out in Table 1 [6].

The tremendous weight of carrying all this responsibility often creates a psycho-
logical mindset where the delegation of responsibilities becomes a difficult task that
must be managed with great assiduity. Surgeons learn via their training to “trust no
one”, to delegate tasks with caution, and to personally review all data [7]. This
constant and obviously essential need for oversight raises the question - What does it
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take for surgeons to feel comfortable delegating responsibility? When do surgeons feel
at ease when relinquishing part of this control? And subsequently, what does it take
for the surgical profession to adopt new technologies that take part of this burden of
responsibility away from the surgeon?

3.2 The surgeon as an innovator and the process of adopting new technology

Although surgical training is based on apprenticeship, where the student learns
from the master and replicates the master’s actions exactly, the advancement of
surgical capabilities has always relied heavily on the innovation and adoption of new
technologies. Throughout history, the desire to help their patients has motivated
surgeons worldwide to be creative in finding new solutions to their problems [8]. The
evolution and adoption of change within the actual surgical practice, however, is
rather complicated. Some surgeons are constantly innovating by customizing thera-
pies and procedures to meet the uniqueness of each patient, while most continue to
follow the path that was laid out by their mentors, often reluctant to adopt new
technologies. As such, the integration of novel technologies or procedures into a
surgeon’s daily practice is influenced by many factors, including the possible benefit
the innovation provides to the patient, the patient’s demand for it, the learning curve

Responsibility of the surgeon to ensure patient safety

Responsibility Description

Preoperative

preparation

Oversee proper preoperative preparation of the patient with standardized

protocols. Achieving optimal preoperative preparation frequently requires

consultation with other physicians from different disciplines; however, the

responsibility for attaining this goal rests with the surgeon.

Informed consent Obtain informed consent from the patient regarding the indication for surgery

and surgical approach, with known risks.

Consultation with OR

team

Consult with anesthesia and nursing teams to ensure patient safety. Oversee all

appropriate components of the surgical time-out (Identification of patient,

procedure, approach, etc.).

Safe and competent

operation

Lead the surgical team in performing the operation safely and competently,

mitigating the risks involved.

Ensure anesthesia type is appropriate for the patient and procedure. Including

planning the optimal anesthesia and postoperative analgesic method with the

anesthesia team.

Specimen labeling and

management

Overseeing specimen collection, labeling, and management with completion of

the pathology requisition.

Disclose operative

findings

Disclose operative findings and the expected postoperative course to the

patient.

Postoperative care Personal participation and direction of the postoperative care, including the

management of postoperative complications. If some aspects of the

postoperative care may be best delegated to others, the surgeon must maintain

an essential coordinating role.

Follow up Ensure appropriate long-term follow-up for evaluation and management of

possible extenuating problems associated with or resulting from the patient’s

surgical care.

Table 1.
Responsibilities of the surgeon as the treating physician.
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required for skill acquisition by the surgeon, and the amount of disruption it would
create within their practice [9]. Take for example, laparoscopic cholecystectomy; it
took only four years from its introduction, to become the gold standard for gallbladder
removal, as this procedure had obvious and very tangible benefits for the patients
compared to open cholecystectomy, and the amount of disruption to the surgical
practice was low. In contrast, laparoscopic simple nephrectomy attained only a mere
20% acceptance rate by surgeons thirteen years after its introduction –most likely due
to the lack of perceived benefit of changing the standard of care by the surgeons [10].
The question then arises, how does one promote and move forward a new concept so
that it can be adopted?

The process by which a cohort adopts a new concept (idea, technology, procedure,
etc.,) can be studied and understood with the Technology Adoption Curve (TAC).
TAC is a sociological model that divides individuals into five types of people with
different desires and demands, and explains what it takes for each of these groups to
adopt an innovation. These five groups are the innovators, the early adopters, the
early majority, the late majority, and the laggards (Figure 1) [11].

The TAC model, used to describe adoption in the general population can be
extrapolated and applied to the adoption of technology by surgeons [12].

Innovator surgeons are enthusiastic about new technologies and are willing to take
the risk of failure. They are willing to test a new procedure even if it is in experimental
stages. Early adopters are the trendsetters, they are also comfortable with risk, but they
want to form a solid opinion of the technology before they vocally support it. These
surgeons are comfortable trying a novel procedure that has enough published litera-
ture to be regarded as safe.

Surgeons in the early majority are interested in innovation but want definitive
proof of effectiveness. The benefits of a procedure are more important to them than

Figure 1.
Technology adoption curve. Bell-curve represents the variation of adoption, and S-curve represent the accumulated
adoption over time.
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the novelty. The late majority are averse to risk, as such, they need to be convinced
that the new procedure is worth their time. While Laggards are skeptical and wary of
change, making them reluctant to change, preferring to continue with what is familiar
to them.

In an effort to better relate the model to evidence-based practices like surgery,
Barkun et al. proposed some adaptations, allowing for critical appraisal and assess-
ment of the technology. In their model every stage would require peer review, thereby
promoting a more scientific approach to the application of new technology in surgery
(Table 2) [13].

On average, for a new concept to be considered adopted, 20% of people must have
already begun to use the technology [9], in other words, some but not all people in the
early majority group of the TAC. For this to happen with AI in the OR, the benefit of
the technology must be proven beyond the proof-of-concept stage. Once the technol-
ogy has been proven to be safe and beneficial then it will be easier to convince more
individuals to try it, thereby promoting wider spread acceptance, adoption and even-
tually integration into daily practice.

4. The machine side of the collaboration

4.1 The basics of artificial intelligence

Artificial intelligence (AI) is defined as the simulation of human intelligence in
machines programmed to think and learn like humans. The aim of AI is to create
machines with the ability to perceive their environment, reason with it and act in such
a way that would normally require human intelligence or to process data whose scale
exceeds what humans can analyze [14]. In other words, to create systems that have a
certain degree of autonomy [15]. Within the framework of autonomy in AI there is a
hierarchy, comprised of three main tiers:

4.1.1 Artificial narrow intelligence

Systems designed to perform a specific task or solve a specific problem. As such,
they have a narrow range of parameters allowing them to simulate human behaviors
in specific contexts such as face or speech recognition and processing, voice assis-
tance, or autonomous driving. They are “intelligent” only within the specific task they
are programmed to do.

Technology adoption curve Stages of surgical innovation

Innovators Development

Early Adopters Exploration

Early Majority Assessment

Late Majority Long Term Implementation

Laggards

Table 2.
Stages of surgical innovation according to Barkun et al. and how they compare to the TAC model.
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4.1.2 Artificial general intelligence

Systems designed to perform any intellectual task that a human can [16]. Apart
from mimicking human intelligence, these systems have the ability to learn and adapt.
Additionally, they can think, learn, understand, and act in a way that is indistinguish-
able from that of a human being in any situation.

4.1.3 Artificial superintelligence

A system designed to surpass human intelligence in every aspect with the ability to
improve its own capabilities rapidly [17]. This system is designed to have conscious-
ness and be sentient [18], surpassing humans in every way: science, analysis, medi-
cine, sports, as well as emotions and relationships.

While the tiers of AI are each fascinating in their own way, currently the only type
of AI that exists is Artificial Narrow Intelligence. The remaining tiers are merely
theoretical and philosophical concepts, as such have yet to be achieved, and are
beyond the scope of this chapter.

To further understand how AI works, it is important to discuss the concepts of
Machine Learning, Artificial Neural Networks, and Deep Learning. These terms are
used to describe the techniques that organize the basis of AI systems and are impor-
tant to understand how AI is achieved. These terms refer to different techniques used
to train machines on data, each one building upon the prior one in order to reach more
complex results [19–21].

• Machine Learning (ML) is the process by which an AI system can automatically
improve with experience; this process allows a system to learn from data without
being explicitly programmed. Machine learning algorithms can analyze large
amounts of information to identify patterns and make predictions or decisions
based on that analysis.

• Artificial Neural Network (ANN) is a type of machine learning algorithm based
on a collection of connected units called “neurons” that loosely model neurons in
the biological brain. Each connection can transmit a signal to other “neurons”
which in turn receive the signal, process it and forward a new signal to other
neurons connected to it. A neuron can only transmit its processed signal if it
crosses a certain threshold, a process similar to the depolarization of biological
neurons, hence the term neural network.

• Deep Learning (DL) is a type of neural network that is designed to learn and
make decisions based on multiple hidden layers of interconnected neurons. Deep
learning algorithms are capable of learning and representing complex
relationships in multiple datasets automatically (Figure 2).

Now that the techniques that serve as the basis of AI have been clarified, it is
important to understand how they are applied to create actual usable systems that
can perform a task. These basic applications of AI include Natural Language
Processing, Computer Vision, and Expert Systems, which leverage Machine
Learning, Artificial Neural Networks and Deep Learning to solve specific
problems [22–24].
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• Natural Language Processing (NLP) is the ability of AI systems to understand,
process, and interpret human language.

• Computer Vision (CV) is the ability of AI systems to interpret and understand
visual data, such as images and videos.

• Expert Systems (ES) is the ability of AI systems to emulate the decision-making
capacity of a human expert.

For the purpose of simplification one can say that there are different techniques to
train artificial intelligence (ML, ANN and DL) which each perform specific tasks (CV,
NLP, ES) in order to solve a specific problem (Figure 3).

Figure 2.
Deep learning example of an artificial neural network where an image is pushed through several algorithms in
hidden layers. Once all layers are processed the outcome can be reached, in this case a definition of the image.

Figure 3.
Relationship between basic concepts of artificial intelligence.
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Most of the cutting-edge AI systems available today use a variety of these algo-
rithms in tandem to accomplish their tasks. Table 3 presents examples of technologies
that use specific AI algorithms for each concept discussed above.

4.2 AI in medicine and its current applications

Today AI is already being utilized in medicine, and thus far, its applications have
shown promising results as demonstrated by improved patient outcomes, optimized
clinical workflows, and accelerated research. To date, there are 521 AI-Enabled med-
ical devices approved by the FDA [37], with the overwhelming majority of these
products being in the field of radiology used to process images for all pathologies,
excluding cancer [38]. Other AI applications currently available are used in the fields
of anesthesiology, cardiology, gastroenterology, general and plastic surgery, hematol-
ogy, microbiology, neurology, obstetrics and gynecology, ophthalmology, orthope-
dics, pathology and urology. Given the broad spectrum of applications within varying
fields of medicine, one understands that AI utilization is not only based on type but

Principle Analogy Real world Medical world

Machine

Learning

Teaching a child to recognize

an object by showing it

pictures of the object,

without telling the child

what it is.

Netflix, Inc. uses machine

learning to recommend

personalized content to each

user [25].

Owkin, Inc. [26], a company

that uses machine learning to

improve drug discovery and

clinical trial design.

Neural

network

The human brain processes

and interprets information

from the senses to make

decisions and control the

body.

AlphaZero™ by Deepmind,

Ltd. is a chess engine which

after 24 hours of training

defeated world-champion

chess programs [27].

PhysIQ, Inc. is a company

using neural networks to

continuously monitor at-risk

patients remotely and alert

their physicians in real time

[28].

Deep

learning

A student who starts learning

basic concepts in class and

continues to self-teach

building-up to more complex

ideas.

Tesla, Inc. uses deep learning

algorithms to constantly

improve their cars’ self-

driving system [29].

AIdoc, Ltd. [30] is a company

that uses deep learning

algorithms for image analysis

to detect and prioritize acute

abnormalities in radiology.

Natural

language

processing

A translator between people

who speak different

languages.

Alexa™ by Amazon, Inc. is a

virtual assistant that can

understand, process and

respond to language prompts

[31].

The UNITE algorithm

developed at Harvard

University can automatically

assign ICD codes based on

clinical notes without human

supervision [32].

Computer

Vision

A child that can see any

picture of a dog and know it’s

a dog.

Google Lens ™ [33] can

process an image and offer

actions depending on what it

sees.

DeePathology, Ltd. has

created an algorithm that can

autonomously detectH. Pylori

in pathology slides [34].

Expert

Systems

A firm that has a lawyer on

retainer to answer any

question at any time.

AITax, Ltd. has an AI system

that can automatically check

and file user taxes [35].

Merative™ (formerly IBM

Watson Health) [36], is a

clinical decision-support

system for the diagnosis and

treatment planning.

Table 3.
AI basic concepts with examples used in the real world and in the medical world today.
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also on what its end goal is. Generally, AI technologies in medicine can be classified by
the end goal they achieve; these include everything from screening and diagnosis, to
triage and clinical trial management. Multiple applications are currently being utilized
and under further development, including:

Computer-Aided Detection (CADe) technology is being developed to aid in mark-
ing/localizing regions that may reveal specific abnormalities. Its goal is to elevate the
sensitivity of screening tests. Curemetrix, Inc. product cmAssist™, for example, has
shown a substantial and statistically significant improvement in radiologists’ accuracy
and sensitivity for detection of breast cancers that were originally missed [39].

Computer-Aided Diagnosis (CADx) is being developed to help characterize or
assess diseases, disease type, severity, stage, and progression. An example of the
application of this technology is GI Genius™; an Intelligent Endoscopy Module by
Medtronic, plc. That can analyze a colonoscopy in real-time and estimate the possible
histology of colorectal polyps [40].

Computer-Aided Triage (CADt) aids in prioritizing time sensitive patient detec-
tion. VIZ™LVO is a software by Viz.ai, Inc. that detects large vessel occlusion strokes
in brain CT scans and directly alerts the relevant specialists in a median time of
5 minutes and 45 seconds, as opposed to 1 hour which is the standard of care today,
significantly shortening the time to diagnosis and treatment [41].

Computer-Aided Prognosis (CAP) can provide personalized predictions about a
patient’s disease progression. The EU-funded CLARIFY Project (Cancer Long Survi-
vor Artificial Intelligence Follow-Up) is working in harnessing big data and AI to
provide accurate and personalized estimates of a cancer patient’s risk for complica-
tions, including rehospitalization, cancer recurrence, treatment response, treatment
toxicity, and mortality [42].

Clinical Decision Support Systems (CDSS) are being employed to aid healthcare
providers in the diagnoses and treatment of patients in the most effective way possi-
ble. Babylon AI, by Babylon, Inc. for example, is a system that uses data to decide on,
and provide information about the likely cause of people’s symptoms. It can then
suggest possible next steps, including treatment options. The system has demon-
strated its ability to diagnose as well as or even better than physicians [43].

Remote Patient Monitoring (RPM) systems are being used to monitor patients, and
Virtual Rehabilitation is being developed to help patients recover from illnesses and
injuries. Systems like CardiacSense Ltd. Medical Watch continuously monitor heart
rate and blood pressure, process the data and update the physician in real time. This
noninvasive monitoring system allows the physician to change treatment according to
data that would not have been available otherwise [44].

Health Information Technology (HIT) is being employed to improve disease pre-
vention and population health. Medial EarlySign, Ltd. mines data from electronic
medical records for early detection of patients with high risk of colorectal cancer.
Patients determined to have a high risk by the system are flagged and consequently
scheduled for colonoscopy. This system has achieved early detection of an additional
7.5% of colorectal cancers that would otherwise have been caught in more advanced
stages [45].

Clinical Trials Management Systems (CTMS) are being developed to help stream-
line all aspects of clinical trials including preclinical drug discovery, clinical study
protocol optimization, trial participant management, as well as data collection and
management. These types of systems enable researchers to improve study design by
utilizing the guidance in choosing the best study design, determination of number of
patients needed for each study arm, optimizing candidate selection, as well as tracking
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and analyzing large amounts of data. CTMS are helping researchers create stronger
and more efficient trials [46].

As demonstrated by the above systems, the implementation of these types of
AI has significantly and measurably improved the field of medicine. As the
benefit of AI continues to be appreciated, via the understanding as to how it aids
in providing better and more efficient care to patients, more professionals will
begin to utilize it. With improved acceptance, the previously discussed adoption
model that Barkun et al. [13] proposed will continue to shift towards long term
implementation.

4.3 Potential benefits of AI in surgery

Improved patient care has historically been linked to technological advancements.
Laparoscopic cameras have evolved from simple VHS quality to HD and 4 K cameras
and even 3D vision with Near Infra-Red capabilities that allow the surgeon to see
beyond the naked eye. Laparoscopic instruments evolved from simple straight and
rigid instrumentation to articulating and flexible tools, providing a limitless range of
motion. Standardization and precision-surgery have infiltrated the OR in the form of
staplers for the creation of anastomosis, advanced energy tools for cutting and coagu-
lation, and robotic assisted surgery that combines all of the above technologies
together to enhance human precision. Most recently, AI has started to appear in the
surgical field, albeit in the perioperative setting. These systems are helping surgeons
with decision making processes both pre- and post-operatively by predicting compli-
cations and managing different aspects of patient variables [47]. Nevertheless, AI has
yet to penetrate the walls of the OR.

The disparity between the advancement of AI in surgery and other fields in med-
icine is probably because most applicable AI technologies today are focused on vision
and reporting, i.e. diagnosis and big data analysis. Surgery at its core is about both
vision and action, which presents a much more complex challenge. This challenge,
however, has not stopped research efforts in the field of Computer Assisted Surgery.
A PubMed query revealed that in 2022, there were more than 5200 publications
discussing AI in surgery, and according to The Growth Opportunities in Artificial
Intelligence and Analytics in Surgery study, by 2024 the AI market for surgery will
reach $225.4 million [48].

Prototypes, proof of concept and pilot studies are being developed around the
world, focusing mainly on improving patient safety and refining workflows in the OR
[49]. There are already published reports of AI projects in Expert Systems, Computer
Vision, image classification, as well as data acquisition and management that show
promising results. Studies have reported success of Computer Vision systems for
recognition of surgical tools, surgical phases and anatomic landmarks.

Research on videos of laparoscopic cholecystectomy, for example, has reported
success of tool recognition such as graspers, hooks and dissectors; other studies have
been successful in phase recognition during laparoscopic cholecystectomy. The tested
systems have demonstrated the ability of understanding and reporting when the
surgeon is dissecting the cystic duct, separating the gallbladder from the hepatic bed
or removing it from the body. More advanced systems have demonstrated the ability
to recognize and mark the critical view of safety [50, 51].

While these research efforts are certainly demonstrating promising results, the
application of AI within the operating room itself remains in its infancy.
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5. The balance between human and machine

When trying to find an adequate balance between human and machine collabora-
tion in the OR the subject of autonomy is a natural starting point. Surgical teams today
are comprised of highly specialized professionals that need to work in perfect syn-
chrony for surgical procedures to run smoothly. The surgeon, as the leader, must find
balance between managing everything going on with a high degree of control, whilst
still allowing for the autonomy and independence of each team member. Most sur-
geons are authoritative leaders within these teams, meaning that they retain control
while still empowering the freedom of self-management where each member can be
engaged, motivated and focused on their personal tasks at hand [52]. Although the
surgeon is ultimately responsible, he or she will not intervene in a nurse’s needle or
instrument counts, or check whether the anesthesia machine is properly working.
Surgeons authorize themselves to relinquish this direct control because via a strong
culture, values and guidelines they ultimately continue to provide the critical over-
sight and supervision for effective risk-management [52].

Besides team management, the surgeon may be liable for equipment malfunctions,
therefore there is a certain underlying hesitancy in giving autonomy to machines. A
2013 systematic review of surgical technology and operating room safety failures
found that up to 24% of errors within the OR are due to equipment malfunction [53].
This has not, however, stopped us from relinquishing control in certain parts of the
surgery and delegating it to tools which we cannot always fully control. Advanced
hemostatic devices like Ligasure™ for example, automatically adjusts and
discontinues the delivery of energy based on its own calculations without any surgeon
input. Similarly, the Signia™ Stapling System has Adaptive Firing™ technology that
automatically and autonomously makes adjustments depending on the tissue condi-
tions it senses [54, 55]. So, while there is hesitancy from the surgeon side for adopting
new autonomous devices, if the surgeon is able to see the benefits as with the
Ligasure™ and Signia™ systems, these types of tools can in fact break the barrier of
more advanced machines into daily OR practice.

5.1 Machine autonomy in other fields and how they can relate to the OR

Whether we are aware of it or not, AI is already affecting the world and
making our everyday lives easier. It is there every time we search for something
online. It automatically recognizes us in pictures we take, it recommends new music,
food or products we will like. AI helps us hear what is written and read what is spoken.
It protects us from credit card fraud and helps us make smarter investments. At home
it manages our thermostat and decides when and where to vacuum clean the floors.

Moreover, machines are already responsible for millions of human lives on a daily
basis, albeit indirectly. The oldest and most famous example is probably the autopilot
in airplanes; multiple studies have shown that in 95% of commercial flights, pilots
spend less than 440 seconds manually flying the plane [56, 57]. Other examples
include the automation of emergency medical service dispatchers and the automation
of trains and metros, where nearly a quarter of the world’s metro systems have at least
one fully automated line in operation [58–60].

The advancements of automation in settings where human lives are at stake have
pushed society to further debate the autonomy versus control issue. Depending on the
field, different scales have been proposed to define levels of automation and
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autonomy. These scales have been important as they help define the capabilities and
limitations of a system’s autonomous features and establishing expectations around
the operator’s behavior and responsibilities. In addition, they have helped build trust
and reduce anxiety around autonomous machines, while ensuring that legal and
ethical concerns are considered as technologies continue to develop.

The most prominent autonomy scales revolve around the automotive and aviation
industries. The main difference between the two is that the automotive scale encom-
passes all the systems in a car as a single unit and the vehicle is labeled depending on
its capability as a whole [61]. While in the aviation scale, each system in an airplane
receives a level of automation independent from other available autonomous systems
on the same plane [62]. It is important to note that the scales defining the levels of
autonomy in cars, trains, and planes all have basic similarities which are adapted to
each specific industry. These adaptations are dependent on the level of complexity of
each industry, and the training of the average operator. All the scales, across the
various industries begin at level 0 where there is no automation at all, gradually
increasing to level 5 (or the maximum of 4 in trains [63]) where there is full machine
autonomy without the need for human input at all.

In the field of surgery, the question of how to define the levels of autonomy in
systems within the OR has already begun, and although surgical systems are not yet as
advanced as other industries’, it is important to have a standardized language when
referencing this subject. Yang GZ et al.’s proposal for defining the levels of autonomy for
medical robotics [64] has been extremely effective in catalyzing the debate of defining
the levels of autonomy in surgery. This scale is loosely based on the automotive levels of
autonomy as it grades a robotic system as a whole depending on all of its capabilities.

The scale is composed of 6 levels (0–5) as follows:

• Level 0: No autonomy. This includes currently available robots which are master-
slave systems that follow the surgeon’s movements.

• Level 1: Robot assistance. The robot provides some mechanical assistance, while
the human has continuous and full control of the system.

• Level 2: Task autonomy. The robot can autonomously perform specific tasks
when asked by the surgeon.

• Level 3: Conditional autonomy. A system suggests and then performs a number
of tasks when approved by the surgeon.

• Level 4: High autonomy. The robot can make medical decisions while being
supervised by the surgeon.

• Level 5: Full autonomy. The robot can perform an entire surgery without the
need for a human surgeon.

Others have built upon this scale, using similar classification methods for surgical
robot autonomy [65, 66]. Current technology in robotic surgery is only at Level 0, but
when the objectives of the research projects described above are met, we might reach
level 1 and 2.

As surgeons, our experience in the OR environment is more comparable to flying a
sophisticated airplane than driving a car. A surgeon’s professional responsibility is
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similar to that of a pilot, as such the expected capabilities from autonomous systems in
the OR might be similar to those in an airplane’s cockpit, where each system has their
own level of autonomy, independent from other available systems. Therefore, it may
be more beneficial to expand the robotic surgery scale, creating a more comprehensive
autonomy scale in surgery encompassing all the types of technology used within the
OR. To this end one must first understand the flow of a surgical procedure. Every
surgery is built on a series of different phases, each of which are divided into tasks
based on specific steps (Figure 4). A surgeon’s job in the OR is to perform a series of
steps in order to complete tasks in different phases of a procedure. After fulfilling all
steps within each task and phase, the surgery is said to have been completed.

The following scale (Table 4), adapted from the levels of automation in aviation,
may be used to address the role of automation and autonomy in surgery as it

Figure 4.
Divisions of a surgery. The tasks and phases can be done in tandem or can be partially achieved and completed
following completion of another task.

Level Description Supervision

0: Complete

Human autonomy

• The surgeon performs all steps of in

every task.

The surgeon is in complete control

1: Task Assistance • The system executes a specific step of a

task.

The surgeon is in complete control.

2: Task

Automation

• The surgeon delegates execution of

multiple steps of a task to one or more

systems.

The surgeon monitors performance of

the system during the execution of the

specific steps.

The system requires active permission

from the surgeon to advance to next step.

3: Phase

Automation

• The surgeon delegates most steps of

multiple tasks to the system.

• The surgeon performs a limited set of

actions in support of the tasks.

The surgeon monitors performance of

the system and responds if intervention

is requested/required by the system.

The system reviews its own work in

order to advance to the next step.

4: Full Autonomy • The surgeon delegates execution of all

steps of a task in any phase to the

system.

• The system can manage most steps of

the task under most conditions.

The surgeon actively supervises the

system and has full authority over the

system.

5: Complete

system autonomy

• Execution of all steps of a task in all

phases is done by an automated system.

• The system can manage all steps of the

task under complicated conditions.

The surgeon passively monitors

performance of the system.

Table 4.
Levels of automation in surgery.
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encompasses every type of technology. It proposes a description of each level of
automation, taking into consideration the division of a surgery into phases, tasks
and steps.

5.2 The P.A.D. taxonomy—A novel scale for automation and autonomy in the OR

Every surgical procedure is completed based on a series of perceptions, actions and
decisions made by the surgeon. These three different duties are important aspects of
surgery and must be included in the conversation regarding AI and its application in
surgery (Table 5).

Perception refers to the recognition of variables in the surgical environment.
Surgeons do this instinctively using their senses. Systems sense using sensors like
cameras with computer vision, heat detectors, impedance measurements, etc., to
convert data from a physical environment into a computational system. As an exam-
ple, basic bipolar devices transfer a fixed amount of energy through the target tissue
for as long as it is activated by the surgeon regardless of the state of the tissue. While
using the basic bipolar it is important for the surgeon to use their own senses to see
that the tissue appears to have undergone coagulation in order to stop applying energy
and prevent inadvertent injury. Over-activation after the tissue has already been
coagulated will create a different path of energy transfer that could damage nearby
tissues. Advanced bipolar devices, in contrast, sense the tissues impedance, regulating

System

Perception Action Decision

Level 0: Complete

Human autonomy

Level 1: Task

Assistance

The system has the

ability of basic sensing.

The system performs a

step in a specific task.

The system may give basic

warnings

Level 2: Task

Automation

The system has the

ability of general phase,

tool and anatomy

recognition.

The System performs

multiple steps of a task

within a phase.

The system understands

current step and reacts

accordingly.

Level 3: Phase

Automation

The system recognizes

most phases, tools, and

anatomical variables.

The system can detect

abnormal events.

System can perform

most tasks within a

phase.

The system understands

current task, can predict next

actions and react accordingly.

Level 4: Full

Autonomy

The system can identify

every aspect of a

procedure under most

conditions.

The system can

perform all tasks of

every phase in a

procedure under most

conditions.

The system has full

understanding of current phase

under most conditions. It plans

and reacts accordingly.

Level 5: Complete

Autonomy

The system recognizes

every aspect and

abnormal event of a

procedure under any

condition.

The system can

perform all tasks of

every phase of a

procedure under any

condition.

The system has full

understanding of every aspect

of the procedure and its

variables. It plans and reacts

according to any event under

any condition.

Table 5.
The PAD (perception, action, decision) scale for surgical autonomy.
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the amount of energy dispensed, and automatically discontinuing the activation when
the tissue is coagulated.

Action refers to the maneuvers performed in order to execute a task. Surgeons
perform actions depending on their perception of a specific scenario. Basic tools and
systems can perform actions without having the ability to sense. Advanced systems
have the ability to perform an action depending on what they sense. The advanced
bipolar device, for example, acts to continue energy or stop it according to its own
perception (sensing).

Decision refers to the capability of reaching a conclusion after considering differ-
ent variables. Advanced systems can give real-time feedback to the surgeon during a
procedure, either passively in the form of alerts, warnings and suggestions, or actively
in the form of whole system halts, or action restrictions. For example, an advanced
laparoscopic stapler can sense the cartridge type inserted to the device as well as the
distance and physical resistance between its two jaws. When the stapler is ready to
fire, if these variables exceed the stapler’s ability, it makes the decision not to fire.

With this taxonomy, one can describe easily the level of AI autonomy by combin-
ing each section into a shortened form. As such, the current standard of care is at
P1A1D2, because although AI is not yet commercially available, we do have tools like
advanced devices that perform certain actions autonomously. Applying the scale to
these commercially available devices, we can say that advanced bipolar devices are a
Level 1 automated systems as they measure the impedance of a tissue to automatically
decide when a cycle is completed. A procedure using this device would therefore be
characterized as a P1A1D1 procedure. Smart staplers such as the Signia™ would also
be a Level 1 system and a surgeon using it would also be performing a P1A1D2
procedure. As current technologies are further developed with the evolution of AI into
more clinical applications, procedures at the level of P2A1D3 may in fact be in our
near future.

It is important to note that according to these Levels of Autonomy in Surgery, the
responsibility still always falls upon the surgeon, independently of the amount of
control and relative autonomy that the system has. The natural path of the debate in
the field will bring surgeons (and healthcare professionals in general) to reach a
consensus on the amount of control we are willing to give up for the whether it should
be ethical and legal for a surgeon to actually relinquish control and autonomy to the
point where the burden of responsibility should not be placed on them.

5.3 Will AI replace surgeons?

As with any industry, the perceived threat of AI taking control and pushing away
human involvement holds true in medicine. Although at the peak of the hype of AI in
radiology and pathology many experts predicted that humans would soon be replaced
by machines in these fields, they quickly revised their opinions, with the realization
that rather than replacement, the technology had arrived to augment their field’s
possibilities [67]. This is true in the surgical field as well, and as part of the adoption of
AI, surgeons will have to adapt training methods to include these new systems. Not as
a way of replacing, but as a way of augmenting the surgeon’s capabilities. As such, it is
imperative that surgeons understand the capabilities and limitations of the technol-
ogy, that they know how to use it and problem solve with it, with enough exposure
during their training to feel comfortable adding it to their bag of armament. More
importantly, as the technology advances it remains imperative that the surgeons
retain the ability to perform a surgery with all the necessary tasks safely, even without
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the use of automated systems. This is particularly important when faced with ensuring
safety of patients: Imagine the problematic hypothetical scenario of surgeon who is
unable to perform a cholecystectomy due to lack of the ability to recognize the triangle
of safety because they rely solely on AI. Conversely, imagine the exciting scenario
where a surgeon who is trained to recognize the triangle of safety can utilize AI tools
to augment its visualization in a patient with complex anatomy, bringing an added
benefit to the patient and the surgeon themselves.

Fundamentally, it is possible to continue to build on the basis of the surgeon’s
knowledge while maintaining control and delegating specific tasks to AI in order to
augment their capabilities, not replace them. As long as the human understands the
capabilities and limitations of an AI system as laid out above, the loss of control is
thereby mitigated.

It cannot be stressed enough that medicine is a profession of empathy. As physi-
cians we consider more than just the patient’s diagnosis in order to propose an appro-
priate treatment and management. Surgeons must weigh the patient’s prognosis, social
support system, risks involved in surgery, and patient expectations in order to pro-
pose the best treatment. Moreover, during surgery we make an immeasurable amount
of decisions and subsequent actions based on the unique patient laying on our table.
We cannot say that AI has the ability to consider a patient’s environment, desires and
expectations, nor can we say that it is machine-proof, but the potential for an AI
system with the ability to make such decisions with empathy remains only a theoret-
ical concept for now.

6. Conclusion

The goal of this chapter was to present the factors that both humans and machines
face in the evolution of surgery, as well as the balance needed to have a fruitful
collaboration. As the field of artificial intelligence has been catapulted into the medical
field with many new innovations, the transformation of the medical field is inevitable.
The question of how AI technology will affect the surgical profession has become
pivotal, as the technology continues to grow, finding new ways to benefit surgeons
and patients alike. AI should be viewed not as a threat, rather as another tool in the
surgeon’s armament for augmenting their skills, further benefiting the patients. The
challenge facing AI integration into the operating room are not simple, but as
presented herein, we already have some AI available at our fingertips. In the chapter
we proposed a novel taxonomy scale encompassing every type of technology that
could one day be used in the OR in a comprehensive manner. The PAD taxonomy for
Surgical Autonomy may help to bring more awareness to surgeons. With a simple
method for stratification of AI, surgeons may begin to feel more confident and be
more willing to adopt newer options by understanding what they are utilizing.

Questions remain with regards to the legality and ethics of AI in surgery, specifi-
cally with regards to autonomy and task delegation, which may take time to under-
stand and develop. As with any innovation, it is imperative to continue discussions
within the surgical community to find the ideal way of collaboration between sur-
geons and advanced AI systems, to ensure a beneficial partnership.
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