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ABSTRACT 

Wan, Yubing, Reaction-diffusion Systems With A Nonlinear Rale of Growth, Master of Science 

(MS), August 2009, 43 pages, 4 figures, references, 86 titles. 

In the literature there are quite a few elegant approaches which have been proposed to find (he 

first integrals of nonlinear differential equations. Recently, the modified Prelle-Singer method 

for finding the first integrals of second-order nonlinear ordinary differential equations (ODEs) has 

attracted considerable attention. Many researchers used this method to derive the first integrals 

to various systems. In this thesis, we are concerned with the first integrals for reaction-diffusion 

systems with a nonlinear rate of growth. Under certain parametric conditions we express the first 

integrals explicitly by applying an analytical method as well as the modified Prelle-Singer method. 
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CHAPTER I 

INTRODUCTION 

The discovery and analysis of (raveling waves and spreading speeds for nonlinear partial differ

ential equations with spatial structure has a history which is almost one hundred years long. A solu

tion u(t, x) of an evolutionary system is said to be a traveling wave solution if v,(t, x) — U{x — ci) 

for some function U. Usually, U is called the wave profile, and c. is called the wave speed. If, in 

addition, two limits U(±oo) exist, this solution is also called a traveling wavefront. Monostable 

and bistable nonlinearities frequently appeal- in spatially homogeneous systems. 

Nowadays it has been universally acknowledged in the physical, chemical and biological com

munities that the reaction-diffusion equation plays an important role in dissipative dynamical sys

tems [1-3]. Typical examples are provided by the fact that there are many phenomena in biology 

where a key element or precursor of a developmental process seems to be the appearance of a trav

eling wave of chemical concentration (or mechanical deformation). When reaction kinetics and 

diffusion are coupled, traveling waves of chemical concentration can effect a biochemical change 

much faster than straight diffusional processes. This usually gives rise to reaction-diffusion equa

tions which in one dimensional space can look like 

du , 02u „, . 

for a chemical concentration »/., where k() is the diffusion coefficient, and /(«) represents the kinet

ics. 

When f(v.) is linear, in many instances equation (1) can be solved by the separation of vari

ables methods. However if, as in many of the applications considered in [3], /(?/.) is nonlinear, it 

is not usually possible to obtain general exact analytical traveling wave solutions and one must an

alyze such problems numerically [4], Despite this, however, under some particular circumstances, 

many nonlinear evolutionary equations have traveling wave solutions of special types, which are 
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of fundamental importance _to our understanding of biological phenomena modeled evolutionary 

equations. The classic and simplest case of the nonlinear reaction-diffusion equation is when 

/(w.) — A'3«.(l — ?./.), which is the so-called Fisher equation. It was suggested by Fisher as a deter

ministic version of a stochastic model for the spatial spread of a favored gene in a population [5]. 

The discovery and analysis of traveling waves in chemical reactions was first presented by Luther 

at a conference [6-8]. In the 20th century, the Fisher equation has became the basis for a variety 

of models for spatial spread [9-11]. The qualitative analysis in the phase plane and traveling wave 

solutions have been widely investigated. The seminal and now classical references are that by Kol-

mogorov, Petrovsky and Piscunov [12], Albowitz and Zeppetella [13], Fife [14] and Britten [15]. 

The first explicit analytic form of a cline solution for the Fisher equation was obtained by Albowitz 

and Zeppetella making use of the Painleve analysis [13]. A full discussion of this equation and an 

extensive bibliography can be seen in [16-20] and references therein. 

Since these pioneering works, considerable research has been carried out in an attempt to extend 

the original results as well as some innovative methods to more complicated cases which arise in 

several fields. One typical example is that in ecology the first systematic treatment of dispersion 

models of biological populations assumed random movement [21], thus the classical models of 

population dispersion were derived based on this assumption in which the diffusion part appears as 

constant. However, much evidence shows that some species engage in non-random movement. In 

a general way, for the convenience of the study, we separate this phenomena into two types. 

One case is spatial characteristics: some insects move in response to olfactory or visual stimuli. 

Obviously here the probability is not symmetric. To model this type of movement, McMurtrie 

[22] considered the case where attractive and repulsive forces are the cause of movement of one 

species. He assumed that both forces could be measured by a function which depends on position. 

Letting a(x) and 6{x) be the concentration at the point x of the attractive and repulsive substances 

respectively, the probability takes the form 

p{xY,x2) -piaix^.Jixo)). 

In this case the population density, v.(x, t), satisfies the following diffusion equation 

On 0 T On \dVdfl 0V da) 
Of. dx[ [''dx [Opdx dadxf J ' 

file:///dVdfl


where *P is the variance of the motion. (For full details seeMcMurtrie, [22]). If we include both 

space-dependent diffusion and non-linear rate of growth the model takes the general form 

0u_0_ 
Ot ~ Ox 

D(x 
On 

+ </(») 

Shiguesada derived and studied a "logistic" model for a dispersing population in a heterogeneous 

environment in which they also included space variation in the intrinsic rate of growth. Their 

equation is 
Flu /•) T r)}t I 

+ n[e(x) -fiii], 
Ou 0_ 
Ot ~ Ox ™% 

where //, > 0, and D and e are periodic functions in space with period /. 

The other case in our study is density-dependent characteristics: some species migrate from 

densely populated areas into sparsely populated areas to avoid crowding. Thus overcrowding in

creases population dispersion. Other species have social behavior such that the population only 

moves from one place to another until its density attains a certain value. Myers and Krebs [23] 

studied density-dependent dispersion as a regulatory mechanism of the cyclic changes in the den

sity of some small rodents. In these cases, the probability that an animal moves from the point x{ 

to x-i depends on the density at x\. Here the population density satisfies the following equation 

Ou 
Ot 

0_ 
Ox 

D(u)-
Ou 

Ox 
(2) 

The explanations of the derivation of (6) was described by McMurtrie in [22]. 

When both terms of density-dependent diffusion and non-linear rate of growth are present, one 

can have the general one-dimensional model for a species 

On 
~0~t 

0_ 
0~~K 

D(u) 
On 
Ox + </(") (3) 

It seems that the first model of this type was derived by Gurney and Nisbet [24] in an ecological 

context, who introduced a probabilistic method to construct the following three-dimensional model 

for a Malthusian rate of growth 

^ = DV • (uVu) + ru, (4) 
Ot 

where D and r are positive constants. Gurtin and MacCamy developed a continuum method and 



investigated a model 

^ = V 2 b(«) ]+ </(».), (5) 

where y>'(0) — 0, v?'(u) > 0 for •«, > 0, to describe the growth of one species, and their analysis 

was applied for a particular equation 

t = V2(«") + l'«, (6) 

with a > 0. In order to prove the existence of weak solutions, they transformed (6) into 

^ V V ) , (7) 

where u — ue'1' and r — '-^—rpk 

In equation (3), when the diffusion term D(-».) is a constant and the reactive part g(u,) is a 

polynomial of the variable u, this equation was usually regarded as a generalization of the Fisher 

equation, which is used as a density-dependent diffusion model, in the one-dimensional situation, 

for studying insect and animal dispersal with growth dynamics [3], and as a generic model arising 

from the classical theory of population genetics and combustion [19, 20]. Traveling wave solutions 

and exact solutions in this case have been investigated extensively. For example, when g(u) is 

a quadratic or cubic polynomial, exact solutions were obtained by Clarkson and Mansfield (25, 

26] using the nonclassical reductions method. When both g(u) is a cubic polynomial with three 

distinct roots, exact solutions have also been presented by Chen and Guo using a truncated Painleve 

expansion [27], by Chowdhury, Estevez and Gordoa [28, 29] using a complete Painleve test, and 

by Feng and Chen using an analytical method [30]. Herrera and his co-workers [31] investigated 

a more general case for g(u) and found travelling wave solutions in the phase space, yielding the 

value of speed. When the wave form can not be written in closed form, the stability of some 

solutions was studied numerically. 

When the nonlinear diffusion term D(v) is strictly positive in the interval [0, 1], Haldeler [32, 

33] gave sufficient conditions on the speed v for the existence of solution of front type satisfying 

g(0) — 0 and g(l) — 0. Sanchez-Garduno and Maini [34, 35] studied the existence of traveling 

wave solution when both the diffusion term D(u) and the reactive part g(u) are nonlinear and satisfy 

the given conditions. It was shown by Engler [36] how travelling wave solutions of vt — v,rx + f(v) 
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and lit = {D(u)u:r)x + g(u) are related to each other by a certain transformation. The study of 

properties of traveling waves and their applications were undertook by de Pablo and Sanchez [37]. 

When D > 0 is a constant, spectral analysis of traveling waves for a more general case of equation 

(2) was studied by Chen and Bates [38]. Under certain conditions on the nonlinear summand in 

the equation, there exists a travelling wave solution cf){x — cl) to equation (2) such that 4>(co) = 1. 

Moreover, when g is a function of u and t, and g is T-periodic with respect to t, more profound 

results such as periodic traveling wave solutions of the bistable reaction diffusion were established 

by Alikakos, Bates and Chen using the Schauder's fixed point theorem and the singular perturbation 

method [39]. For the more qualitative and numerical results for equation (3) with or without various 

certain conditions (including boundary conditions), we refer the readers to the literature [40-50]. 

In the past decades, several exact solutions of particular cases of equation (3) have been derived 

in the literature. For instance, Ablowitz and Zeppetella [13] obtained an exact traveling wave 

solution of Fisher's equation [5] 

Ut, — Uxx + u(l — ?/,), (8) 

by finding the special wave speed for which the resulting ODE is of the Painleve type. Recently Guo 

and Chen [16] have used the Painleve expansion method [51-53] to obtain some heteroclinic and 

homoclinic solutions of (8). Kaliappan [54] and Herrera, Minzoni and Ondarza [55] have derived 

traveling wave solutions of the generalized Fisher's equations 

ik = Uxx + u — uk, (9) 

Ut = 7t ra + U P - U2P~\ (10) 

respectively, Cariello and Tabor [56, 57] found an exact solution of the real Newell-Whitehead 

equation [58]: 

u, = uxx + u(l-u2), (II) 

using a truncated Painleve expansion and verilied that it derives from a nonclassical symmetry 

reduction [55]. Several authors have studied exact solutions of the Fitzhugh-Nagumo equation 

ut — Uxx + u(l — u)(u — a), (12) 



6 

where a is an arbitrary parameter, which arises in population genetics [19, 20] and models the 

transmission of nerve impulses [59]. Traveling wave solutions of the Fitzhugh-Nagumo equation 

(12) have been studied by several authors [19, 20, 60, 61, 62]. Exact solutions of (12) have been 

obtained using various techniques including Vorob'ev [63] (who calls the associated symmetry a 

"partial symmetry of the first type"), by Kawahara and Tanaka [64], using Hirota's bilinear method 

[65]. Exact solutions of the Huxley equation, 

ut = uxx + up(l-u), (13) 

have been obtained by Chen and Guo [66], using a truncated Painleve expansion, and by Clarkson 

and Mansfield [67], using the nonclassical method. Exact solutions of 

ut — uXx — u3, (14) 

have been obtained by Clarkson and Mansfield [67], using the nonclassical method. 



CHAPTER II 

PRELLE-SINGER PROCEDURE 

2.1 Prelle-Singer Procedure for First-Order ODEs 

There are many methods in solving nonlinear differential equations, but most of them only 

works for a limited class. Despite its effectiveness in solving FOODEs, the Prelle-Singer (PS) pro

cedure is not very well known outside mathematical circles. This is probably due to its non-standard 

approach, coupled with the fact that a computer is almost essential to realize its full efficiency. 

Hence we present a brief overview of the main ideas of the Prelle-Singer procedure [68-77]. 

Consider the autonomous system of ODEs [69]: 

x = Q(x, y), y = P(x, y), P, Q e C[x, y], 

where an overdot represents a derivative with respect to the independent variable /;. This system is 

equivalent to the class of FOODEs which can be written as 

, dy P(x,y) 
dx Q{x,y) 

in other words those FOODEs which can be isolated in y', leaving a rational function of:?; and y on 

the right-hand side. 

Prelle,and Singer [68] showed that, if an elementary first integral of (15) exists, there exists an 

integrating factor R with R" € C[x, y] for some integer r?„ such that 

ORQ ORP 
- ^ + •^— = 0. (16) 

Ox Oy 

The key to the success of the PS procedure is that, given the particular form of the FOODE, we 

know the most general form that the integrating factor can take. We can then realize a computer-

assisted exhaustive search for the correct integrating factor. With the integrating factor determined, 



the ODE can be solved by quadratiue^From_06)_we_see that 

OR OQ OR J)P 
Q— + R-^ + P^- + R— = 0. (17) 

Ox Ox Oy Oy 

Thus, defining the differential operator 

D = Q~ + P^, (18) 
Ox Oy 

D[R] (OQ 0P\ 
- ' + - o - • (19) 

we have that 
/ 
~ R \0x ' Oy 

Now let R — [3, /"'* where /,• are monic irreducible polynomials and n, are non-zero rational 

numbers [69]. 

From (18) we have 

R HU? 11,JT 
(20) 

IT ^ /i 

From (16), plus the fact that P and Q are polynomials, we conclude that D\R]/R. is a polyno

mial. Therefore, from (20), we see that /? |D[/ ;]. Written in the form 

0[/,-l =/,-ft, (21) 

for some polynomial g,h we see that the equation for the /,• has aspects similar to an eigenvalue 

equation, and for that reason /', are sometimes called eigenpolynomials. However current usage 

seems to prefer the term Darboux polynomials, and we shall refer to the /, as such in this paper. 

Given an upper bound, D, on the degree of the Darboux polynomials, ./',, we thus have a criterion 

for finding them. We can, for example, construct all possible polynomials of degree up to B with 

monic leading term and arbitrary complex coefficients, construct equation (21) and see if there are 

non-trivial solutions for the arbitrary coefficients. With this in mind the PS procedure works as 

follows [69]: 

(I) Set the current degree bound, Ar — 1. 



(2) Find all Darboux polynomials f) such that deg /, < A" and /, |D[/,]. 

(3) Let D[f,] — j'jCji. If there exist constants n,, not all zero, such that 

J2 n,9i = 0, (22) 

then from (16) D[R]/R — 0 and the ODE is exact. The solution is w — c, where c. is an arbitrary 

constant and n" l i ./;"'• 

If (22) has no solution then 

(4) if there exist constants n,, not all zero, such that 

^ (OQ 0P\ 

then return the solution w — a, where c is an arbitrary constant and w is either of 

f RPdx - I (RQ + Y I RPdx) dy, 

or 

- f RQdy + f (RP + ~ f RQdy) dx. 

(5) Set A7 - Ar + 1. If N > D then exit with no result. Else go to 2. 

2.2 Prelle-Singer Procedure for Second-Order ODEs 

In this section, we follow [68-77] to modify the techniques developed by Prelle and Singer 

and apply them to second-order ODEs (SOODEs) with the following rational form. This modified 

technique was also developed by Chandrasekar et al. [70-72]. 

Consider the second-order ODE: 

/ - ! ? " U ' V'l, RQ&C[x,y,yl (24) 
Q(x,y,y') 

We restrict ourselves for the time being to SOODEs which have elementary solutions, i.e. which 

can be written in the form 

/ O , y ) = 0, 
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where / is an arbitrary combination of exponentials, logarithms and polynomials in its arguments. 

Since we are working over a complex field, this includes standard trigonometric functions. Our goal 

is to find elementary first integrals of (24) when such elementary first integrals exist. We believe, 

given the conditions above, that these first integrals have a very particular form, described later, 

which permits us to construct a semi-decision procedure analogous to the PS method to find them. 

Once such a first integral is found, if xj can be isolated, then the PS method (or any other solution 

method for FOODEs) can then be applied to obtain the full solution. 

In this section, in order to present our results in a straightforward way, we start our study by 

briefly reviewing the Prelle-Singer procedure for solving second-order ODEs developed by Duarte 

et al. 169] and Chandrasekar et al. [70-72]. 

Consider the second-order ODE of the rational form 

f | = cj,(x, y, y>) = ^ V ' y ' l P,Q€ C\x, y, y'}, (25) 
dx2 Q{x, y, y') 

where y' denotes differentiation with respect to .?;, P and Q are polynomials in x, y and y' with 

coefficients in the complex field. Suppose that equation (25) admits a first integral I(x, y, y') — C, 

with C constant on the solutions, so we have the total differential 

dl = I,-dx + Iydy + Ty,dtJ = 0, (26) 

where the subscript denotes partial differentiation with respect to the corresponding variable. On 

the solution, since y'dx — dy and equation (25) is equivalent to j^dx — dy', adding a null term 

S(x, y, y')y'dx - S(x, y, y')d.y to both sides yields 

(- + Sy'j dx - Sdy - dy' --= 0. (27) 

Comparing (26) and (27), one can see that on the solutions, the corresponding coefficients of (26) 

and (27) should be proportional. There exists an integrating factor R(x, y, y') for (27), such that 

on the solutions 

dl = R{<!> + Sy')dx - SRdy - Rdy' = 0. (28) 



From (26) and (28), we have 
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4 = i?(0 + Sy'), Iy = -SR, Iy, = -R, (29) 

and the compatibility conditions Ixy = Iyx, Ixyi = Iy>x and Iyy- = /,/,,, which are equivalent to 

D[S] = -0„ + S<py, + S\ D[R] = ~R{S + cbyl), Ry = Ry,S + S,rR, (30) 

where D is an differential operator 

_ <9 , d d 
dx dy dy' 

For the given expression of <jf>, one can solve the first equation of (30) for S. Substituting S into 

the second equation of (30) one can get an explicit form for R, by solving it. Once a compatible 

solution R and 5 satisfying the extra constraint (the third equation of (30)) is derived, integrating 

(29), from (26) one may obtain a first integral of motion as follows [69-72]: 

I(x, y, y') = ! R{cj) + Sy')dx - j RS + ~ f R(cP + Sy')dx dy 

0 
j \R+^[ I R(<t> + Si/)dx RS 

! / * * 
+ Sy')dx dy \ dy'. 

2.3 Prelle-Singer Procedure for ?/,"'-Order ODEs 

In [72], Chandrasekar et al. generalized the Prelle-Singer Procedure to a class of //"'-Order 

ODEs of the form: 

,(«) P ,(1) „(2) .,,("-1)1 yv" = Q, PiQeC[x,y,ynKy{2K-,y( (31) 

where;//') — ^ , ?/2) — ^ and i/n) — —^ and P and Q are polynomials in x, y, y^\y^2\ ..., y(""2^ 

and i/" -1) with coefficient in field of complex numbers. Let us assume that the ODE (31) admits 

a first integral I(x,y,y(lKy(2\ ...,y("_1)) — C, with C constant on the solutions, so that the total 

differential gives 

dl = Ixdx + Iydy + Iyu)dyW + ... + Iy(n-vdy{n-l) - 0, (32) 
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where subscript denotes partial differentiation with respect to that variable. Rewriting equation (31) 

of the form £dx - rf</"-J) = 0 and adding null terms 

^ ( ^ y , ^ , ^ , . . . , ^ - ^ ^ ^ . . - ^ ^ ^ ^ ) , ^ ) , . . . , ^ - ! ) ^ 

and 

Sl(x,y,y^\y^\...,y^-l))y^dx-S1ix,y,y^\y^\...,y^-%ly^l\ i = 2,3, ...n - 1, 

to it we obtain that on the solutions the 1-form 

P 

Q 

n - i 1 7 - 1 

+ Ss*y(l) dx - S^dy - 2 s ' - r f y ( i ~ I ) - (/;,/(n~1) = °- (33) 
1 = 1 1 = 2 

So the basic idea is similar to the case of the second-order ODE that, on the solutions, the 1-forms 

(32) and (33) must be proportional. Multiplying (33) by the factor R{x,y,y{V), ...,;i/"~L)) which 

acts as the integrating factor for (33), we have on the solutions that 

dI = R 
7 1 . - 1 7 7 . - 1 

<p + J2 SiV{i) dx - Sidy - ] T S,d,y{'-1) - di/n~ 
7 = 1 

= 0, (34) 

where <\> = ~. Comparing equations (32) with (34) we have, on the solutions, the relations 

7 7 . - 1 

4 = /,- u+X>y( ,) ' 
7 - L 

-RSU 

Iy(') = —RSj,+], i — 1, 2,..., n — 2, 

/,/.-., = -R. 

(35) 

Making use of the compatibility conditions, /,.,, — /,,,.. /:,,/>.-J; — l^n-n-,., Iy!l<--n ~ /,/«-• i>;/, /,.,/. i 

Iyo).r, /„,/o = I,,',),,, /,/.),/-..--1; = /,/..-)).„?.;, i ^ 2 ,3 , . . . , " - 2, between the equations (35), gives 

us the following system 

D[Si] = -<&, + 5j0, / n-„ + SxS.,-1, (36) 

D[5i] = -cy . -u + Si<py(n-D + SiSi+i - S,;-!. ?: - 2, 3, ...??, - 2, (37) 
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_ _i D[Sn-i] ~ —0f/(»i-2) + 5, t-i^(n-u + S~_j — 5„-o, (38) 

D[i?] = -JR(5„_i + ^(H-n), (39) 

J?„,oSi = -i?5i„i + fl„5i+l + fl!Si+i„, i = 1,2,..., n - 2, (40) 

i?„(.,5j+1 - - i25 j + 1 „ w + ^ 5 i + i + i ? S l + v , i, j = 1, 2...., n - 2, (41) 

Ryd) = Rvb.-DSi+i + RSi+lyin-D, i = 1,2,..., 77, - 2, (42) 

Rv = Ry(n-1)Si + RSly(n-,), (43) 

where the total differential operator D is defined by D = J; + </(1);r| + ZI"=2 y(l)
0. ( I D -

It is easy to see that (36)-(43) form an over determined system for the unknowns, S,, i = 

1,2, ...,n — 1 and R. For example, one can check that for a second order ODE, 77, — 2, one 

gets three equations for two unknowns, say, 5 and R, whereas for a third order ODE one gets six 

equations for three unknowns, say, Si, S2 and R. Thus in this procedure, for a given nih order 

ODE, one gets " ^ L) number of equations, for n unknowns, out of which "%~1, equations are just 

extra constraints. 

As stated by Chandrasekar et al. in [72], the crux of the problem lies in solving the determining 

equations and identifying sufficient number of integrating factors and null forms. But the point 

is that any particular solution will suffice for the purpose. We solve equations (36)-(43) in the 

following way. Substituting the expression for </> = g, obtained from equation (31) into (36)-(38) 

we get a system of differential equations for the unknowns S,;, i — 1, 2,..., n — 1. Solving them we 

can obtain expressions for the null forms S,'s. Once Si's are known then equation (39) becomes the 

determining equation for the function R.. Solving the latter we can get an explicit form for R,. Now 

the functions R and S,, i. = 1,2,..., n — 1, have to satisfy the extra constraints (40)-(43). However, 

once a compatible solution satisfying all the equations have been found then the functions R. and 

Su i = 1,2,..., n - 1, fix the first integral /[;/;, y, y{l\ ...,y{n~l)] by the relation [72] 

I[x.y,y"K....yl»-»] = J2ri-f *+;^(j> ,(»-!) (44) 



where 
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r1 = -JRU + YlSiy
i\dx, 

WO RSi + ~r{ ) dy, 

RSj-i + 
d 

dyti-i) £ Tk 

(45) 

d,jU-l\j = 3,...,n. 

Equation (44) can be derived straightforwardly by integrating the equations (35). Now substituting 

the expressions for r/>, R and S,,, i = 1,2, ...,n, into (44) and evaluating the integrals one can get 

the associated integrals of motion. However, we have to point out that we have not examined the 

question of existence of consistent solutions to equations (36)-(43) at present. 
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CHAPTER III 

EXAMPLES 

3.1 Example 1 (An Exact Solution in General Relativity) [69] 

A rich source of nonlinear ODEs in physics are the highly nonlinear equations of general rel

ativity. Einstein's equations are, of course, in general, partial ODEs, but there exist classes of 

space-times where the symmetry imposed reduces these equations to ODEs in one independent 

variable. One such class is that of static, spherically symmetric space-times, which depend only 

on the radial variable, r. The metric for a general static, spherically symmetric space-time has two 

free functions A(?) and //,(?) say. On imposing the condition that the matter in the space-time is a 

perfect (luid, Einstein's equations reduce to two coupled ODEs for A(r) and //-(»). Specifying one 

of these functions reduces the problem to solving an ODE (of first, or second order) for the other. 

Following this procedure, Buchdahl obtained an exact solution for a relativistic fluid sphere by 

considering the so-called isotropic metric [69] 

ds2 - (1 - ,f)2( 1 + f)-2dt2 - (1 + f)'l[dr2 + r\d.02 + .sin2 ()d(j>2)}, 

with / — / ( / ) . The field equations for /'(/) reduce to 

/ / " - 3 / ' 2 - r - ] / / ' = 0. 

Changing to the notation of this paper, with y(x) — / ( ; ) , equation (30) assume the form 

,. , ,,, , !/(3.Tt/ + .>/) 3y'2 Jxry' + y 
b:r + y b,, H bv> = —— + b h b , 

xy yz xy 

R, + y'Ey + ^ V ± i ^ f l =_RS_ RW±1. (46) 
' xy xy 

Ry- Ry,S-Sy>R = 0. 

Testing for rational solutions of (30) with |JV| = 1 we find S — -3y'/y, which leads to R — 



1/xy3. Substituting into (29) we obtain the reduced FOODE [69] 

16 

C = y'/xy\ 

3.2 Example 2 (A Static Gaseous General-relativistic Fluid Sphere) [69] 

In a later paper, Buchdahl approaches the problem of the general-relativistic fluid sphere using 

a different coordinate system from the previous example. For ease in comparison of the originals, 

we substitute Buchdahl's £(r) by y(x). Einstein's field equations then lead to 

x y + y - l 
x2y 

(47) 

For this SOODE (30) become 

o , >o , x2y'2 + y2-lc iV-y ' - l , 0?/0 , o 2 ox + y o,j -\ 5 o,/ = - h 2 —,S + S, 
x/y ' x/y y 

2 / 2 , 2 _ i I 

Rx + y'Ry + ±JL_±1 if l = _RS _ 2RL, (48) 
x2y • y 

Ry-Ry>S-Sy>R=0. 

This time a solution is found with iV = 4, namely 

_ -x2y'2 - xyy' + 1 „_:</ + -';:(/' 
a;?;"1 + x/yy' xyl (49) 

Substituting in (29), we get the reduced FOODE [69] 

_ 2xyy' + y2 + x2y'2 - 1 

2x-V ' 

It is perhaps worth nothing that our method manages to find this first integral while more estab

lished ODE solvers which also look for first integrals (for example the solver in Maple V.5 which 

is the most recent to which have access) do not. 

Assume that S or R is of the particular rational form, for a class of problems, solving the first 

two equations of (30) usually gives two independent solution sets, (5,;, R,), i -- 1,2. If the set 

(Si, Ri) satisfies the third equation of (30) and the other set (S2, R2) does not satisfy the third 

equation of (30), one can use the first set and the formula / to find a first integral for equation (25). 
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3.3 Example 3 (Helmholtz Oscillator) [70] 

.For some examples, one may make the set (S2, R2) compatible by seeking a nonzero function 

F(x, y, y'), such that R2 — F(x, y, y')Ra satisfies the second equation of (30) and the new set 

(S'2, R2) satisfies the third equation of (30). Thus, this new set (.S'2, R2) may be used to construct 

the second integral of equation (25). 

However, this procedure only works for a limited class of equations. We have applied this 

procedure to tackle some second-order nonlinear ODEs, such as the Lienard-type equations and 

van der Pol-type nonlinear oscillators, and find that the assumption of the rational form for S or R 

does not work well and one can not avoid complicated calculations. For instance, Chandrasekar el 

at. applied this procedure to the Helmholtz oscillator with friction 

?/."(*) - ru'(t) - au\t) - bv,(t) = 0, (51) 

where r, a and b are arbitrary parameters, which is a simple nonlinear oscillator with quadratic 

nonlinearity. They assumed that ,5' is of the rational form S — ^/"M „ ! ! / ' , , where A, B, C and 

D are functions of /; and v. to be determined. Substituting 5' into the first equation of (30) and 

multiplying both sides by the least common denominator, one can obtain a polynomial of third 

degree in [u] which is zero if and only if the corresponding coefficient of each monomial is equal 

to zero: 

[?/°] : AtC - ACt + bDCu - bADu + aBCu2 - aADv2 

- A2 - bC2 + rAC - 2o.C2u, 

\ul] : ALD - ADt + DtC - DCt + A„C - ACU + rBC - rAD 

= 2AB - 2bCD - AaCDv + rAD + rBC, 

\v2\ : BtD- BDt + A„D + B„C - AD„ - BC\, = -bD2 + B2 - 2aD2u + vBD, 

\it?'\ : B„D - BDU = 0. 

Solving this system, Chandrasekar el al. [70] claimed that only under the parametric condition 

b •-- - T ^ 1 , equation (51) has a first integral of the explicit form 

j = fi(-6,-t/5) , ,,,, -iriiu 4r u lau 
[v! )2 + ; 5 25 3 

(52) 



18 

The same result was also obtained by Almendral and Sanjuan when they studied the invariance 

and integrability properties of the Helmholtz oscillator (51). 

We note that the developed technique can be used to solve a class of nonlinear second-order 

ODEs effectively. Here we wish to share some comments on the first integrals of the Helmholtz 

oscillator and the Duffing-van der Pol oscillator presented in the literature: 

1. For the Helmholtz oscillator (51), the solution set (S-2, Ra) presented in ([70]pp. 2464) is 

incorrect. It is not difficult to check that it does not satisfy equation (4.46) in [70]. As a 

consequence, the formula (4.53) provides an implicit first integral for the Helmholtz oscillator 

(51). 

2. We note that in [70], pp. 2464) authors stated that "non-trivial solutions only exist for equa-

fic2 

tions (4.45) and (4.46) for the parametric restriction "c-2 — -^". With the aid of Mathematica, 
6r.2 

we find that under the parametric constraint c2 = —-^ there is another nontrivial solution 

(5i,i2i)as 

Irtu ,o '? 8cfu 12c',1 . . . . 

o \Zbp 

which leads to a new first integral of the Helmholtz oscillator as follows 

[., 4ci . 24c? . 2(3 , 8c? , 24c! 1 a 

As far as our knowledge goes, this first integral (53) was not presented in the literature [70-

72]. 

3.4 Example 4 (Force-free Duffing-van der Pol Oscillator) [70, 78, 79] 

One of the well-studied but still challenging equations in nonlinear dynamics is the Duffing-van 

der Pol oscillator equation. Its autonomous version (force-free) is 

x + (a + (3x2)x - 7.-C + x:i - 0, (54) 

where an over-dot denotes differentiation with respect to time and a, 3 and 7 are arbitrary parame

ters. Equation (54) arises in a model describing the propagation of voltage pulses along a neuronal 

axon and has recently received much attention from many authors. A vast amount of literature 



19 

exists on this equation; for details see, for example, Lakshmanan. Rajasekar (2003) and references 

there in. In this case we have 

St + ±SX - ((» + [ix2)x - ^x + :r3)5;i; - (2pxx - 7 + 3x2) - (a + fi:>:2)S + S'\ 

Rt + ±RX + ((« + [ix2)x - 7 .r + x*)Ri = [a + fix2 - S)R, (55) 

Rx = SRX + R.S&. 

To solve equations (55) we seek an ansatz for S and R of the form 

a(t,x) + b{t,x)x 

c(it,.x) + d{t,x)x 

From the first equation of (55) we get an equation system 

[:rL] : btc + aLd - bet + aa.c - aex - a be + ado - Obex2 + ad fix2 

— 2[ie,2X — 27 «7 + 6edx2 — exbe — ada 

-biicx2 - aftdx-2 + 2ab, 

\xf] : btd — bdt + a.xd. + bxc — adx — bex 

= Afledx - d2r + U2x2 - abd - Ufix2 + b2, 

\;i::i] : 2fid2x - 0, 

[.i;n] : be - ad = 0. 

From the second equation of (55) we get an equation system 

[;i;°] : -4C - "jBcx + Bex* = Aery + Aefix2 - Aa, 

\x>} : Bte - Axe + oBe + ;ix2Be + A,d + Bd - 7 Bote + Bx:' 

= aBe + Befx2 + Ado + Aiidx:2 + Biix2d - Ah - a.B, 

\.i:2} : Bxe + B,d + Axd + Bd + oBd + 6x2Bd = aBd - Bb. 

We find (hat a nonlrivial solution exists under the parametric condition a = -\ — -r, and the 
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corresponding forms of S and R reads 

S = ~ + 0x2, R = e^. (57) 

So using (57) we obtain the first integral of the Duffing-van der Pol equation (54) as 

x + {a-'-p)x + tx3 = Ie-%. (58) 

In works [781 and [791, SenthilVelan and Chandrasekar et al. studied the first integral for equa

tion (54) by using the Lie symmetry method and a nonlinear transformation. In [70], They repro

duced the same result by using the Prelle-Singer procedure. In [79, pp.1936], [78, pp.4528], and 

[70. pp. 2467], they claimed that the non-trivial first integral of equation (54) exists only for the 

parametric choice: 

a=jr 7 = - A (59) 

However, it is remarkable that the new parametric constraint a• = ~j — J~ is weaker than (59). 

It is easy to see that the first integral of equation (54) presented in the literature [70, 78, 79] is just 

a particular case of (58) where a = 4//5. 
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CHAPTER IV 

LINEARIZATION OF SECOND-ORDER NONLINEAR ODEs 

4.1 Generalized Linearizing Transformation (GLT) 

Nowadays, linearizing nonlinear differential equations and finding exact solutions is an impor

tant subject in the qualitative theory of differential equations [80-81]. For a given nonlinear ODE, 

it is very natural to ask whether it is linearizable or not, so far to the best of our knowledge, no 

definitive answer can be given in the general case. So study should be made based on case-by-case. 

In the past decades, in a series of research works [80-86], a technique of nonlinear transforma

tions for SNODES has been introduced. In this chapter we follow their technical ideas of making 

an attempt to unify the linearizing transformations known for the case of SNODES and extend

ing their scope, and apply this technique to a more general nonlinear diffusion-reaction case. In 

the literature there are two powerful transformations which enable us to linearize the SNODES: 

one is the so called Invertible Point Transformation (IPT), and the other is the so called Non-point 

Transformation (NPT). 

To make the paper sufficiently self-contained and state our main result in a straightforward way, 

let us recall the above two transformations described in [80-86] with several examples which help 

us better understand them. The more description of the IPT can be seen in the literature [82-84] 

that a class of SNODES that can be linearized through the following transformation, 

X = F{t,x), T = G(t,x), (60) 

usually takes the form 

x: = D(t.x)x;i + C{Lx:)x2 + B(t.x)x + AU^x). (61) 

where over dot denotes differentiation with respect to t. When the functions A{t.,x). D(t,x), 



C(/., x) and D{t, x) satisfy the following system: 
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3 At + 3BDt - 3ADX + 3DBt + Bxx - 6D.4, + CBX - 2CGt - 2Ctx = 0, 

CH + 6ADt - 3ACX + 3DAt - 2Blx - 3C.4, + 3.4,., + 2BBX - BCt = 0, 
(62) 

the transformation (60) transforms equation (6.1) into the second-order linear equation, 

d2X 
= o. (63) 

For another class of SNODES, one may consider NPT which takes the form 

X = F{t,x), dT = G(t,x)dt. (64) 

The detailed description can be seen in [85, 86]. We may assume that the SNODES which can be 

linearized through the transformation (64) has the following form 

x + A2(t,x)x2 + Ai{t,x)x + A0{t,x) - 0. (65) 

Here the functions .42U, x), Ai(t, x), A0(t. x) and the transformation (64) should satisfy 

A2 = (GFXX-FXGX)/K, 

< Aj = {2GFrt-FxGt-FtGx)/K, 

A^(GFlt~Fl,Gt)/K. 

(66) 

where K — FXG -^ 0. Using the NPT one can also convert equation (65) to the second-order linear 

equation (63), and obtain the following relations directly: 

f i ) 

S'j (/...J/) - Ai.r -2A-21 - 0 . 

(67) 
j Soit.x) = 2,40.r.r - 2.4u,. f 2A{)A2:r - .4,., .4, + 2AihA2 + 2A2lt = (J. 
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(ii) When Si (it, .1:) ^ 0 and S2(/. x) 7̂  0. then we have 

' S? + 2SUS2 - 2SfAlt + 4S?.4te + 4S?.40.42 - 2S,S2t - S'fA\ - 0, 

(68) 
S1;rS2 + S2.4U ;-2S2.4 2 i-SiS 2 : c = 0. 

As stated in [84], even though both the IPT and NPT transform the second-order nonlinear 

ODEs to the linear equation (63), the NPT has some disadvantages over the former. For example, 

in the case of IPT one can unambiguously invert the free particle solution and deduce the solution 

of the associated nonlinear equation, whereas in the case of NPT it is not so straightforward due to 

the non-local nature of the independent variable. 

In [84], Chandrasekar and his co-authors developed a more general transformation which can 

be utilized to linearize a wider class of SNODEs as follows 

X = F{t, x), dT = Gi{t, .T,x)dt. (69) 

This transformation is called the generalized linearizing transformation (GLT). One of advantages 

of GLT lies in a fact that it sometimes enables us to convert a class of nonlinear equations into 

the free particle equation, which cannot be linearized by the NPT and IPT. Note that when the 

function G in (69) is independent of the variable x then it becomes an NPT. When we choose a 

perfect differentiable function as G, then it becomes an IPT, that is G(t,x,x) — ~tG(t.,x), then 

dT — '-jj-dt => T — G(t,x). So one can see that (69) is a combined transformation which 

includes IPT and NPT as its two particular- cases, respectively. 

In our applications, we only consider the case where G is a polynomial function in x, particu

larly where it is linear in x with coefficients which are arbitrary functions of t and x. For such a 

simple case we also can see some interesting results. For example, we consider the case 

X ^ F(t, x). (IT = (Gl (t. x)x + G2U. x))di. (70) 

Substituting the above transformation (70) into the second-order linear equation (63). one can derive 

that the most general SODEs that can be linearized through the GLT (70) are in the form 

x + Ao(t.x)x* + A2(t.xp:2 + Ai{Lx)x+ A()(l.x) = 0. (71) 
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where over dot denotes differentiation with respect to t and the functions A,{t. x)'s (i = 0,1,2,3), 

and the transformation functions F and G satisfy the following relations: 

A3 = (GiF„-F,Gl.I)/M. 

A2 = (G2F„ + 2GXFXX - FxG2x - F\Glx - FxGlt)/M, 
(72) 

.4, = (2G2Frt T GxFa - FXG2I, - FtG2x - FtGu)/M, 

A„ = (GoFu - FtG2t)/M, 

where M = FXG2 - F,GL ^ 0. 

When the nonlinear equation (71) is given, i.e. one knows explicit forms of the functions 

Ai(t: x)'s (i = 0,1,2,3), one can solve equation (72) for the linearizing transformation functions 

F, G\ and G2. Once F, Gi and G2 are found, one can plug them into (70) and use it to transform 

(71) to the second-order linear equation (63). Then through solving the latter one can get the asso

ciated first integral. In many cases, however, it is still difficult to integrate it further unambiguously 

to obtain the general solution due to the nonlocal nature of the transformation (70). Fortunately, in 

some cases, we are able to overcome this problem by performing the following procedure [84]: 

Integrating the linear equation (63) once yields 

( ^ = I1 = C(t,x,x), (73) 

where 7) is the first integral. Rewriting (73) fori gives 

x = f(t,T,Il), (74) 

where ./' ' s a lu'^'ion of the indicated variable. Due to non-local nature of the independent variable, 

we need to consider only a particular solution for the second-order linear equation (63), that is 

A ' ( / . . r ) - / , r . (75) 

from which we get 

•c = 9{t,T,Il): (76) 
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where g is a function of t, T and / j . By virtue of relations (74) and (76), equation (70) can be 

re-expressed as 

dT = h(t,T,Ii)dt, (77) 

here h is a function of t, T and I\. Usually it is found that in many cases of linearizable equa

tions one can separate the variables T and /; in equation (77), and obtain the general solution by 

integrating the resultant equation. 

The above roughly gives us the general idea for finding linearizing transformation and the gen

eral solution for the given equation. In this chapter we will focus on a particular but important 

case of equation (71), namely, A3 — A2 — 0 in equation (72). However, the other choices, like 

A3 — Ai — 0 and A2 ^ 0, ,4() ^ 0, can also lead to many new linearizable equations, which should 

be handled separately. Solving the first and second equation in equation (72) with this restriction, 

we obtain 

6*1 = a(t)Fx, G2 = a{t)Ft - {atx + b(t))Fx, (78) 

where a{t) and b{t) are arbitrary functions of t. Combining equation (78) and the last two equations 

of (72) gives 

(atx + b) (atx + b) 

{a,x + b) (atx + b) 

where 

Solving equation (79) yields 

S(t,x) = ^-. (81) 

(c{I:)-blx~iauX2 + jA](a,x + b)dx) 

atx + b 

v'here c(t.) is an arbitrary function of/. From (80) and (82), we deduce [84] 

a,{c — bhr — -(in'-1'2 + / -4 | (a,x + b)d.i:)2 

A" r"T (n7x~^~bji T 

ct - b„x - ^am:r + J At {a,,x + b,) -f (atx
 J- b)Audx 

(83) 
(atx + b) 

Consequently, one can find the explicit form of F by substituting the expression for .5' into (81) 
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and solving the associated first-order partial differential equation for F. Once F is known, one 

can derive G\ and Go from the relation (78) which in turn provides us the GLT through (70). The 

corresponding linearizable equation assumes the form x + Ai(t, x)x + An(t, x) = 0, where .4() is 

given in equation (83) and .4i is the given function in this analysis. 

4.2 Two Examples by GLT 

In this section, we will re-illustrate two simple but non-trivial examples from [84-86] to show 

how effective and feasible GLT is. 

Example 1. 

Firstly consider the case Ai = kxq, where k and q are arbitrary parameters, and fix the arbitrary 

functions a, b and c such as a(t) = t, b(t) = c(t) = 0, so that the equation (82) gives us: 

S = -^-x"+l. (84) 
q + 2 

Once S is known, F and A) can be fixed through the relations (81) and (83) of the form 

{q + 2)2' q + 2 • qx1* 

The forms of A0 and Ai fix the linearizable equation (71) to the form 

A;2 

x + kx"x + — ^T?"*1 = 0. (86) 

Since a(t) = t and b(t) = 0, from (78) we have 

t „ kt 1 
Gi = -r^, G2 = — - - - . (87) 

n;r'T L q -t- 2 x'i 

As a consequence the linearizing transformation turns out to be 

x = -^---L. t / r - [ - / ( -^ - + 4 T ) + - i * . (88) 
q + 2 qxf' L q + 2 x^1' x"' 

It is easy to check that the equation (86) can be linearized to the free particle equation (63) 

through the transformation (88). 

Equation (86) and its sub-cases have been widely discussed in the contemporary literature. In 
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particular, Mahomed and Leach [4] have shown that equation (86) with , = 1 is one of the SNODEs 

that can be linearized to the free particle equation (63) through the 1PT X = \t-\ and T =* - - —. 

Consequently, the group invariance and integrability properties of this sub-case, namely, q = 1 and 

the general equaiion (86) has been studied extensively by different authors, see for example! 12-16]. 

However in the literature, equation (86) has been shown to be linearizable to free particle equation 

only for the value q = 1. For other values of q, the linearization of this equation through IPT or 

NPT was not known. But in the present work we have proved above that one can linearize the entire 

class of equation (86) under the one general transformation (88). irrespective of the value of q. One 

may note that choosing q = 1 the GLT (88) coincides exactly with the point transformation for 

equation (86) with the same parametric restriction. This example further confirms the arguments 

that IPT is a sub-case of GLT. 

In the following, we derive the general solution of (86) using our procedure discussed through 

equations (73M77). Using (88) into equation (73), we obtain the first integral in the form 

^ l„+2x ^-l> (89) 
' -t{^r2X/'+1 + x)+x' 

Rewriting (89) for x. we get 
A: n4-i . h 

xn+i , _ i i _ T (90) 

q + 2 l + ht 

Making use of the particular solution for the free particle equation given in equation (75) and 

rewriting this for J: in equaiion (88), we get 

(91) 
/ y ( ^ - A T ) _ 

Substituting (91) i and (91) in the second equation in (88), we obtain 

Rewrite equation (92) in the form 

, / r - T f l f _ J ^ ) ( J L . t _ / 1 r ) r i i . (92) 

dl ' 1 + Lt o + 2 Kl + htJ ' 
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and integrating the resultant equation (93), we get 

A2(2 + 3? + q2) 
T - (i + hty (h + K

 r 2 , „ , .;_ ; „, , ) , (94) 

where I2 is the second integration constant. Substituting the resultant expression for T into (91), 

we obtain the. general solution of (86), that is 

/ il{q + i){q + 2)(i + ilt.y< \ ? 
M ' j Ww + ht^-ithV + ty + 'i2))) ' 

which is the same as the one obtained by Feix et al [84]. 

Equation (86) is not an isolated example that can be linearized through the GLT. In fact, one 

can linearize a larger class of equations through this GLT and obtain the general solution. This is 

mainly due to the presence of arbitrary functions, namely, a(t), b(t) and c(t) in the determining 

equation for given Ai (x, t). 

Example 2. 

Now we consider a slightly more general form [84-86] 

.4, = A:i.r« + A:2, ,43 = ^2 = 0. (96) 

where k[t k2 and q are arbitrary constants in equation (70). Let us again fix the arbitrary functions 

a. h and c. of the same form as in the previous example, that is a(t) — t, hit) — 0 and r.(t) — 0, so 

that we get ,5' — ̂ -x + j^xq~rl. The respective linearizable equation turns out to be 

x + fax" + k2)x + r | r ? : « : 2 ' + 1 + r ^ V * 1 + % = 0. (97) 
(q + 2)- (Q + 2) 4 

Proceeding further, we obtain the GLT in the form 

(IT = !«(i - 'ft) -H^ + T^)} «p {-v>-2t)<h. 
(98) 

One may note that in the limit k2 — 0 both the linearizing transformations (98), and the lin

earizable equation (97). reduce to the earlier example (vide equation (87) and (85). respectively). 
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The associated first integral reads 

Repeating the same steps given in the previous example, one can set the general solution for 

equation (97) in the form 

* ( ' • : - (A + 0 «P (-!') ('. - ( ^ > 1 ' «> (" t ' ' ) tA- «•!•*')"' • <'«» 

where 72 is the second integration constant. 
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CHAPTER V 

NEW RESULTS 

5.1 Applications of Generalized Linearizing Transformation (GLT) 

When we apply the traveling wave transformation u(x,t) = u(£), £ = x — vt to the reaction-

diffusion equation 
du d 
~di,='dx ox + «(«>(£)•+9(«) 

it would turn out to be 

d_ 
D(u(0) 

du 
+ fl(«)(|)2 + « ^ + .9(«(O) = 0. (101) 

Apparently, this is a second-order nonlinear ordinary differential equation (SNODE). For the uni

fication purpose of this thesis, we change the variable £ to /, , and unify the expression of equation 

(101) into the form 

it + h(t, u{t))u + l(t, u(t)) = 0, (102) 

where double dots u indicates the second differentiation with respect to the variable t, and the dot 

u indicates the differentiation with respect to the variable t. When we choose proper functions for 

D(u) and g(u), the form of (102) will become 

, „ .s fc?x2'+1 2klk2x"+"+l kh^1 

x + {k1x
q + k2x'')x + ' ' ' l + (ri + 2)2 (q + 2)(p + 2) (p + 2f 

0. (103) 

Our goal in this chapter is to show how to linearize this equation by using the generalized linearizing 

transformation and obtain its first integral. 

In chapter IV, we discussed the applications of generalized linearizing transformation in the 

cases when Ay = kxq, and when Ax = k\Xq + k2. Through this generalized linearizing transfor

mation, we can linearize more general SNODEs, and get their first integrals. 

It is natural to consider the more general case when AL = k^x'1 + k2x'\ where p, q are arbitrary 
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parameters. In this thesis, we extend the linearization method described in the proceeding chapter 

to this general case, and establish a generalized formula for the first integrals of this kind SNODEs. 

Consider, 

A1 = kl:^ + k2x
p, A3 = A2--=Q, (104) 

where ki, k2 and p, q are arbitrary parameters. Following the procedures introduced before, we fix 

the arbitrary functions a, b and c. such as a(t) — t, b(t) = c(t) — 0. The equation (82) then gives us 

s = T^*q+1 + rhr^1 - (105) 

{q + 2) {p + 2) 

Once Ai is fixed, by (83), we can easily derive 

_ frfr2^1 2fc1fc2.r"
+'+1 fc2.r2"+1 

A°-IqTW + \q + 2)(p + 2)+Jp-^W ( l ° 6 ) 

The forms of .40 and Ay fix the linearizable equation (71) into the form 

A:2.r29+1 2klk2x
p+"+l Bx2p+l 

(q + 2Y (q + 2)(p + 2) (p+2)* 

This is a new and more general SNODEs that has not been studied before as far as we know. 

Following the generalized linearizing transformation procedure, we should substitute (105) into 

(81), and then the equation assumes the form 

(q + 2) (p + 2) ' F, 

If we could solve above equation for F, and get the explicit form of F, we just need substitute it into 

(78), solve for Gj, G2, and then through the GET (70), we could finally convert the equation (103) 

into the free particle form of (63). However, the key problem arises here is that there is apparently 

no explicit general solution to the equation (107). 

Even though we cannot get ihe explicit expression of function F by (107). we eventually solve 

this problem by finding out a general formula to get the first integrals with the expression of S{i. x) 

directly. In this case, once S{t.x) is figured out, we can get the first integral straightforwardly by 

the generalized formula 
dX x + Sit.x) 

h=~=; = T- n, , • (108) 
(IT (x + S(t.x))t~x 
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Since 5 = -r^-r'1+1 + 7^yj;p + 1 . the first integral for the general equation (103) turns exactly 

to be 

As the proofs of our conclusion, we go back to check the two examples in chapter IV, we can 

easily find that they are just two particular cases to this general formula. Since the parameters k\, 

k2 and p, q in (104) are arbitrary, if we fix k2 = 0, then we have A{ = kixq. Then the equations 

(82) and (83) give us S = -^xq+l and A0 — r^fe'c2l?+1- If w e substitute the expression of S into 

the formula (108), then the first integral for the equation 

X + klX"x + T-^*2q+1 = 0, 

turns out directly to be 

t(x + fex'+i 

which is actually the same as the result showed in the first example of Section 4.2. 

Similarly, if we fix p = 0, the equations (82) and (83) gives us 

r, '̂2 k,\ , i 

and 

An = ~-^—.r2«+l + l 2 x'1+1 + ^x. 
° {q + 2? (q + 2) + 4 

By the formula (108), the first integral for equation (97) turns out to be 

/, = 
(* + %* + fe*'+1) 

which is actually the same as the result showed in the second example of Section 4.2. 

5.2 Another Example for Particular Cases of GLT 

Now we take another particular example to illustrate the applications of this generalized lin

earizing transformation and compare it with our formula. If we Let q = 2, p — 1, and A;r and k2 are 
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arbitrary parameters, then A\(t,x) ~ k\x2 + k2x. If we fix the arbitrary functions a, b and c such 

as a{t) — t, b(t) — c(t) = 0, so that the equation (82) gives us 

k,x3 k2x
2 

S(L x) = ^ - + F (110) 

For this particular case, we can solve (110) for F and A0 to be 

4/52 \ *JS.(t—^ 
1 i -ofc, V k-. F = ( 3fcx + — I e-i (HI) 

fc?!5 feifc2x
4 A i r 3 

^ 0 = -T7T + - ^ T - + 
16 6 9 

The forms of A0 and A\ fix the linearizable equation (71) to the form 

(112) 

/ , 9 , v . k-iX' k\k2x k~}x 
x + (k^2 + k2x)x + - ~ + J ~ - + -~~ = 0. 

16 6 9 
(113) 

This is a nonlinear second-order differential equation, with k\x2 + k2x as a quadratic coefficient for 

x, and —- + K^x" + ^- as a nonlinear reaction term 
' lb 6 y 

IB "̂  6 "̂  9 

Following the GLT procedure introduced in Chapter IV, we get equations 

F.. = —eaki v- k2*) 
•'• 9fcl3:

3 
(114) 

fi 
fcf 4fcj 
9 + 27A:ix e-JKl 

Then 

dF = {Fxx + Ft)dt = I ; T — - + ^r + r^ r 1 - 1 e9feL 
9fcix3 9 27fcia; 

0-&) (//;, 

dT = 
V9A:I.T3" ' 9 27fc!.-r 

The first integral turns out to be 

^-\t--^M^) >dt. 

(115) 

(116) 

(117) 

h 
IX x + ̂ f + ̂ f 
dT t (x + Aj_7 

3 -

(118) 

Actually, this result can be found easily by substituting S(t. x) = ->—- + — p into the formula (108) 

without doing so many calculations above. Here, even though we can get the explicit expression 
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of function of F in this case, this linearizable equation (71) is unsolvable by the generalized lin

earizing transformation. What's more, we can also show many cases of equation (103) that fail to 

be linearized by this generalized linearizing transformation while can be found the first integrals by 

our formula. 

5.3 Numerical Simulation Analysis 

In most particular cases of the linearizable equation (103), the generalized linearizing trans

formation is unapplicable for the reason of failing to get the explicit expression of function F. 

However, once we get the first integral by our formula, we can apply it to many scientific fields 

directly. 

In the two examples of Section 4.2, both of the two linearizable equations are solved to have 

general solutions, now we take particular values for these parameters, and make numerical simula

tion to analyze their properties. 

For the linearizable equation (86) 

x + kx"x + ~~-,r2"+l = 0 . 

the first integral is 

and the general solution is 

x(t) = 

- ' G ^ 1 + * ) + * ' 

Il(q+l)(q + 2)(l + htyi 
q(k{l + ht)"^~f(I2{2 + ?,q + q')) 

The graph of the solution is shown in Fig ure 1 in the case of q ~~ 1, I\ ~ 10, Io ~ 10, k •-- 10. 

For the linearizable equation (97) 

the first integral is 



and the general solution is 

x{t) = (Il+t)BXP(-^t)(l2 " qk 

(9 + 2) £exp(-^/)(/i+0"^ 

The graph of the solution is illustrated in Figure 2 in the case of q — 3, /[ = 1, I2 

k2 = 1. 

Figure 1: For case q ••= 1, h = 10, 72 = 10, fc = 10. 

Figure 2: For case <y - 3, h •"- 1, £> ~ 1, '<-'i -'•' 1. ^;2 ~ 1-

Rewriting (118) for i \ we get 

x = — 
fcj.X3 ^2^ 2 \ A x 

ht-l 
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Figure 3: For case I{ = 1, fc] = 1, A;2 = 1. 

i 

i. 
L 

o . o t 

i 

i / 

Figure 4: For case 7L = 1, A:i = 1, k2 = — .1. 

By using Maple, we also get two typical numerical graphs of this equation as shown in Figures 

3 and 4. 
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