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ABSTRACT 
 
 

Castillo, Javier, Cluster Computer Simulation of Buffer Sharing Schemes under Bursty Traffic 

Load. Master of Science (MS), August, 2014, 99 pp., 9 tables, 117 figures, references, 56 titles. 

In this thesis it is first analyzed the effect that different Average Burst Length, buffer size 

or number of ports have on the performance in terms of packet loss ratio on shared memory 

network switches using Complete Sharing as baseline for the memory allocation scheme. Three 

different shared memory allocation schemes - Sharing with a Minimum Allocation (SMA), 

Sharing with Maximum Queue lengths (SMXQ), and Dynamic Threshold (DT) - are then 

analyzed under varied traffic conditions in order to determine the best configuration for each 

tested scenario. 

Having determined the best configuration for each individual scheme under all the tested 

scenarios, DT scheme is then compared against SMA scheme, as well as SMXQ scheme in order 

to determine which of the conventional shared memory allocation schemes presents a lower 

packet loss ratio on each tested scenario. 

A new shared memory allocation scheme referred to in this thesis as ‘Shortest Queue 

First’ (SQF) scheme is evaluated. SQF aims at decreasing packet loss ratio while maintaining 

fairness of memory utilization. This proposed scheme is subjected to the same traffic conditions 

as the other schemes mentioned above; a comparison is then drawn against the conventional 

scheme with the lowest packet loss ratio for each scenario in order to determine the extent to 

which packet loss ratio decreases for a switch utilizing the SQF scheme. 
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CHAPTER I 
 
 

INTRODUCTION 
 
 

1.1 Background 

Due to the advent of cloud services, social networks, and streaming media in the last 

decade, there has been an explosion of the use of the Internet. Data shows a high and steady rate 

of traffic increase [1] with no signs of slowing down in the near future, with an estimated 

compound annual growth rate (CAGR) of 35 percent through 2017 [2], or a 4.5 fold increase on 

IP traffic over the next five years. 

Access to the Internet has become more ubiquitous, resulting in an increase of the 

number of users [4] thanks in no small part to the wide spread use of mobile devices such as 

tablets and smartphones, with an estimated CAGR of 66 percent through 2017, two thirds of 

which are expected to be video traffic by 2017 [3]. Next generation networks will have to handle 

a large amount of video traffic as IPTV becomes widely accepted by consumers [40]. Estimates 

show that by 2015 most of the video traffic will migrate to a service delivery almost entirely 

through packet switched networks such as the Internet [5]. 

Progress in optical transmission technologies such as dense wave division multiplexing 

(DWDM), optical add-drop multiplexers, ultralong-haul lasers, and optical amplifiers, have 

allowed for lower costs of digital transmission [7]. DWDM has allowed for fiber optics to double 

their bandwidth every seven to eight months [8]; however, this cycle is poised to slow down as 

we approach the maximum theoretical fiber capacity of 100 Tera-bits per second [9], making it 
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important for future designs of packet switches and routers to handle traffic more efficiently in 

order to reduce packet loss, thus avoiding traffic increase due to the need for retransmission of 

lost packets. 

In the following sections a few basic concepts are explained in an effort to facilitate the 

understanding of concepts more tightly related to this thesis introduced in Chapter 2. 

 

1.2 Circuit Switching and Packet Switching 

There are two different technologies available for the transmission of data between end 

users, namely circuit switching and packet switching. Circuit switching was the first one to be 

developed and it is still in use to this day, the telephone network being the most common 

example. In circuit switching a dedicated connection is established between both users for the 

duration of the transmission. At each node the data is retransmitted to its corresponding outgoing 

channel without delay [1][4]. 

On the other hand, we have packet switching, the most common example being 

computer-to-computer communications, which the basis of the Internet. In packet switching 

there is no dedicated channel between users, instead data is split into smaller chunks referred to 

as packets, and sent out through the network from node to node along a path that ultimately leads 

to their destination. At each node the packets are stored for a short period of time while its 

destination is being determined before it is sent out through the appropriate outgoing channel 

[1][4]. 
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1.3 Routers and Switches 

Computer networks allow for the transmission of data amongst connected devices, one 

common example is the Internet. A network is a web-like series of connections or links such as 

fiber optics, twisted pairs, or radio waves that provide a medium for data to be transmitted. The 

points where multiple links intersect are known as nodes, typically devices such as routers and 

switches, and they are responsible for receiving data and retransmitting it along the proper links, 

allowing data to reach its final destination. 

1.3.1 Routers 

Routers are devices that share physical and logical connections with multiple networks, 

and serve as a point of connection that provide three fundamental services. The first service is to 

calculate the best path that a packet should take through the network to reach its final destination, 

storing this information into its routing table. The second service provided by a router is to 

forward the packets received on an input interface to the proper output interface in order to be 

transferred across the networks. Finally, the third service is to provide a temporary storage via 

memory buffers for the packets when the arrival rate at the router’s input interfaces is greater 

than the supported departure rate at the target output interface. 

A router must be assigned at least two IP addresses, one for each network the router is 

part of. The reason behind this is because an IP address does not identify a specific computer, but 

the connection between said computer and a network. Hence, a device like a router connected to 

several networks requires an IP address for each network [4]. 

1.3.2 Switches 

A switch is comprised of multiple ports, each one of them potentially connected to a 

single computer, which allows connected devices to send frames to each other. Switches consist 
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of a series of intelligent interfaces, each connected to a single port, as well as a central fabric that 

provides simultaneous transfer between any two ports. Intelligent interfaces consist of a 

processor, memory, and the hardware required to receive any incoming packet, decipher its 

destination, and pass it on to the fabric for delivery, while also receiving packets from the fabric. 

Memory is available in the switch in order to allow the buffering of packets in instances when 

the arrival rate to the output port is greater than the available line speed allows outputting [4]. 

 

1.4 Buffering Strategies 

Buffers are needed in switches because without them packets would be lost and have to 

be retransmitted, generating unnecessary extra traffic. When two or more arriving packets have 

the same destination in common only one of the packets is outputted, the remaining packets are 

stored to be outputted later. By implementing buffers in switches and routers packet loss is 

reduced, but at the same time average delay increases since packets received now spend time in 

the buffer. 

1.4.1 Input Buffered Switches 

In this type of switch, packets are queued at the input ports on an individual buffer 

belonging to each input port [13], where they wait for access to the switch fabric as shown in 

figure 1.1. 

 
Figure 1.1-Input buffer switch diagram 
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The required bandwidth is equal to 2L [45][46], where L stands for the line speed. This 

type of switch is the simplest to implement, and it has the lowest bandwidth requirement, since 

each memory module is only required to carry out one read and one write operation during any 

given time slot. The downside however is its performance. Input buffer switches suffer from 

what is known as Head of Line (HoL) blocking, occurring when k>1 packets are destined to the 

same output, only one of them is allowed through the fabric, leaving k-1 packets waiting in the 

input queues. If more packets arrive on those queues waiting, then the rest of the packets 

received are blocked even though they may not precisely have as destination a busy output port 

[15][43], resulting in a maximum achievable throughput of 0.586 [13][45]. 

Because HoL blocking is only present in input buffer switches with FIFO queues, several 

mechanisms have been devised in order to mitigate or eliminate it by way of loosening the strict 

FIFO nature of the queues. Whenever HoL occurs, the most simple way to reduce it is by 

implementing a window policy [45][14], which allows the switch to look at the next packets 

queued inside a window for packets destined to a different output port. This method however is 

not effective under bursty traffic load. 

A traditional method of reducing HoL blocking is Virtual Output Queueing (VOQ). This 

approach tackles the problem by implementing at the input ports a queue for each output port 

[17][18], effectively making this method analog to adding lanes to a street; VOQ provides a 

means for packets to pass packets being blocked. In addition to reducing HoL blocking and thus 

increasing throughput, VOQ also provides a certain degree of freedom from the strict FIFO 

nature of input queues, allowing for the implementation of varied scheduling strategies that 

reduce latency in a network [16][48]. The disadvantages of employing VOQ is that implemented 

at the network level it has very poor scalability, increasing the amount of memory required 
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quadratically  as the number of ports increases; whereas implemented at the switch level it no 

longer eliminates high order HoL blocking [16][47]. 

Destination Based Buffer Management (DBBM) [51] attempts to improve upon VOQ by 

maintaining a small number of queues at each input port, only a fraction of the number of ports 

in the switch. DBBM utilizes a mapping scheme that allows for an efficient utilization of the 

available resources, effectively reducing buffer requirements and improving scalability while 

maintaining a comparable performance to VOQ. 

Regional Explicit Control Notification (RECN) [49][50][52] attempts to eliminate HoL 

blocking while reducing the requirement for the number of queues. This method was designed 

with networks with source-based routing and virtual cut-through switching in mind, although it 

requires the implementation of new logic at each switch. RECN is able to identify and sort 

congested traffic from non-congested traffic. It places non-congested traffic in normal queues 

located at each port, and congested traffic in dynamically allocated Set Aside Queues (SAQ), 

thus preventing long flows from blocking other incoming packets to that particular input queue. 

1.4.2 Output Buffered Switches 

This type of switch consists of an individual buffer located at each of the output ports 

where packets are stored while they wait to be transmitted into the media [20] as shown in figure 

1.2. No two cells destined to different output ports are allocated in the same queue [21], meaning 

that in the case where k packets are destined to the same output port one packet is transmitted on 

the output line while k-1 packets are held on the buffer waiting for transmission [43]. 
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Figure 1.2-Output buffer switch diagram 

Output buffer switches require more memory than input buffer switches, as well as a 

higher memory bandwidth, because in a worst case scenario there are N write operations and one 

read operation [46], requiring a memory bandwidth of L*(N+1). Output buffer switches do not 

need to implement complicated logic, utilize simple network resources management, and present 

no throughput degradation, making them capable of achieving a maximum throughput of 1 due 

to their non-blocking nature. These switches however, exhibit high cell loss under bursty traffic 

conditions [19]. 

1.4.3 Shared-Memory Switches 

This type of switch is a variation of an output port switch in which all queues are 

combined into a single shared pool [43] as shown in figure 1.3. 

 
Figure 1.3-Shared-memory switch diagram 

Memory is allocated to any output port in a first come first served basis until the buffer 

becomes overflown, in which case packets are dropped [26]. This characteristic however makes 
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the switch unfair to inactive ports under bursty traffic loads, allowing highly active ports to 

occupy the majority of the available memory, effectively reducing throughput and increasing 

packet loss. This particular problem is tackled by setting rules or restrictions as to how memory 

might be allocated, some of which will be explained in detail in Chapter II. 

The memory module in a shared-memory switch should be able to perform N reads and 

N writes in a single time cycle, requiring a memory bandwidth equal to 2NL [25][46], the fastest 

among all types of previously described switches. This switch also requires the use of a more 

complex controller to handle memory assignment [37], it does however lower the amount of 

memory required to provide a low packet loss ratio compared to both input and output buffer 

switches. 

Parallel Packet Switch (PPS) [32][33] provides a way to overcome memory bandwidth 

limitations, allowing packet buffers to run slower than the line speed by increasing parallelism. 

Another way to implement shared-memory switches is with a Multistage Interconnection 

Network (MIN) [34][35] in which switching is done in stages, providing parallel access to 

memory read and write operations, mitigating the bottleneck produced when using only one 

memory module [38]. By switching in stages, an extra internal queueing delay is introduced, 

resulting in a throughput degradation of up to 2% under random traffic conditions [36][38]. 

Complete Sharing with Virtual Partitions (CSVP) [30] provides a more dynamic and adaptable 

implementation, deploying multiple memory modules and then virtually sharing them, 

effectively creating a single memory unit. In CSVP, the united buffers act like Complete Sharing 

when the buffer is not occupied; however, CSVP employs a push-out mechanism when the 

buffer is occupied, discarding cells already stored in the buffer when the arriving packet is 

destined to a queue that has not reached a virtual threshold. When subjected to heavy loads, 
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CSVP behaves like an output buffer switch, allocating the same amount of memory to each 

output port. The Sliding Window [36][39] uses a similar approach to CSVP, allowing for a 

memory allocation that may range from completely partitioned to completely shared depending 

on the restrictions imposed on the switch. 

 

1.5 Motivation and Problem Statement 

As router and switch bandwidth increases at a faster pace than Moore’s law [10], at 2.2 

every 1.5 to 2 years due to advances in architecture and packet processing, the memory becomes 

the main limiting factor on switches and routers, as the quantity of memory available [12], the 

speed of the memory [11], as well as memory bandwidth [42] are not able to scale up fast 

enough to meet the increasing traffic demand. 

In an effort to mitigate the limitations imposed on switches by its buffers, advances have 

been made with regard to the efficiency with which memory is utilized in order to maximize 

performance. In this thesis several conventional memory allocation schemes are subjected to a 

comparative performance evaluation under a wide array of scenarios in order to determine the 

optimal configuration for each of the different scenarios. 

After extensive simulation it was found that the main factor contributing to improving the 

efficiency with which memory in a switch is utilized is fairness. It is observed that if a switch 

allocates memory to incoming packets in such a way that the distribution of memory amongst 

output ports is fair, throughput increases, and thus packet loss decreases. With this in mind, a 

new scheme is then proposed and subsequently subjected to the same scenarios and compared 

against the previously determined most efficient scheme, successfully proving this new scheme 

is optimal under each and all simulated scenarios. 
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1.6 Thesis Outline 

In this thesis we test and evaluate four existing sharing memory schemes, subjecting them 

to a bursty traffic load under a wide array of scenarios in an effort to determine which of them 

has the best performance, a new scheme is then proposed and tested under the same scenarios in 

order to determine if there is an improvement with this new scheme. 

Chapter I serves as an introductory chapter, providing explanation for a series of basic 

concepts in an effort to facilitate the comprehension of the materials covered in Chapter II and 

Chapter III, as well as defining the propose of the thesis. Chapter II contains the detailed 

descriptions of the simulated conventional sharing buffer schemes, as well as the scheme 

proposed in this thesis. Chapter III provides in-depth knowledge regarding how data was 

obtained, including descriptions of the traffic model utilized, how the buffer available in the 

switch was simulated, the scenarios under which the sharing memory schemes were tested, and 

the use of the cluster computer in order to speed up the process of gathering of data. Chapter IV 

first explores the effects that the variables ABL, number of ports and available buffer size have 

on switches using the scheme Complete Sharing (CS) as baseline; then the optimal 

configurations for the schemes Shared with Minimum Allocation (SMA), Shared with Maximum 

Queue lengths (SMXQ), and Dynamic Threshold (DT) are determined under each of the 

simulated scenarios. Chapter V compares the performance of SMA, SMXQ and DT in order to 

determine the best scheme for each of the tested scenarios. Chapter VI compares the best sharing 

memory scheme as defined in Chapter V to the proposed scheme Shortest Queue First (SQF) to 

demonstrate the improvement in performance it provides over the conventional sharing memory 

schemes. In Chapter VII we conclude this thesis and suggest possible future work. 
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CHAPTER II 
 
 

CONVENTIONAL MEMORY SCHEMES AND THE PROPOSED SCHEME 
 
 

In this chapter we provide a description for the conventional sharing memory schemes 

Complete Sharing (CS), Sharing with Minimum Allocation (SMA), Sharing with Maximum 

Queue lengths (SMXQ) and Dynamic Threshold (DT). We then propose a new scheme, Shortest 

Queue First (SQF) that tackles the issues described in the problem statement. 

Out of the number of available conventional schemes, CS was chosen as baseline because 

it is the simplest form of sharing; SMA is also very simple, it is a hybrid between an output 

buffered switch and a shared-memory switch; DT is a very popular scheme because it 

dynamically adapts to incoming traffic conditions; SMXQ is DT’s static counterpart. 

 

2.1 Conventional Shared Memory Schemes 

2.1.1 Complete Sharing (CS) 

This is the simplest form of sharing, there are no restrictions regarding how the memory 

is used, the memory is assigned to ports in a first come first served basis as long as there is 

storage space to be allocated [27][28][30][31]. This however tends to favor the most active ports, 

allowing them to occupy most of the available memory, so when a packet tries to reach an 

inactive port this packet will most likely be dropped. 

Figure 2.1 shows the algorithm for the behavior of the scheme as it was modeled for 

simulation. 



 

Figure 

2.1.2 Sharing with a Minimum Allocation (SMA)

This scheme consists of two different memory segments. 

and allocated to each of the output ports.

this shared memory is allocated to ports in 

inactive ports to have some memory available 

of memory [27][28][30]. 

Figure 2.2 shows the algorithm for the behavior of the scheme as it was modeled for 

simulation. 

Figure 2.2-Shar

2.1.3 Sharing with Maximum Queue L

In this scheme the memory is allocated in a first come first served basis

threshold is set in order to limit how big a queue may become at any given time, thus preventing 

the most active ports from hogging all the memory. 

12 

Figure 2.1-Complete Sharing Pseudo-code 

.2 Sharing with a Minimum Allocation (SMA) 

This scheme consists of two different memory segments. One is completely partitioned 

and allocated to each of the output ports. The other is completely shared, and just as with CS, 

is allocated to ports in a first come first served basis. This set up

inactive ports to have some memory available at all times, achieving fairness in the distribution 

the algorithm for the behavior of the scheme as it was modeled for 

Sharing with Minimum Allocation Pseudo-code 

.3 Sharing with Maximum Queue Lengths (SMXQ) 

he memory is allocated in a first come first served basis, but a 

how big a queue may become at any given time, thus preventing 

the most active ports from hogging all the memory. In order for sharing to take place

 

One is completely partitioned 

just as with CS, 

This set up allows 

fairness in the distribution 

the algorithm for the behavior of the scheme as it was modeled for 

 

but a static 

how big a queue may become at any given time, thus preventing 

n order for sharing to take place, the 



 

threshold times the number of ports 

particular scheme is not easy to configure, since setting a threshold too low will prevent sharing, 

whereas setting a threshold too high will not prevent extremely active ports from consuming 

most of the memory. 

Figure 2.3 shows the algorithm for the behavior of t

simulation. 

Figure 2.3-Sharing with Maximum Queue lengths Pseudo

2.1.4 Dynamic Threshold (DT) 

The memory is allocated in a first come first served basis

a queue may become. Unlike SMX

depending on the amount of memory 

α [27][29][30][44]. If port-i occupancy is denoted by 

queue of port i at time t; the total occupancy 

at time t; the total size of the shared buffer memory is denoted by 

imposed on the queue lengths is given by the formula

output port limits its queue length in such manner that 

DT does not achieve full buffer occupancy in steady state. If 

queues and Ω denotes the occupied space in memory by queues below 

unused memory is given by (B - 
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the algorithm for the behavior of the scheme as it was modeled for 

Sharing with Maximum Queue lengths Pseudo-code
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enotes the occupied space in memory by queues below T(t), then the amount of 
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adapt and respond to the ever-changing characteristics of the incoming traffic, 

time maintaining a reasonably small unused memory.

Figure 2.4 shows the algorithm for the behavior of the scheme as it was modeled for 

simulation. 

Figure 

 

2.2

Shortest Queue First (SQF) has the advantages of CS, not having any variable to adjust 

and being capable of achieving full occupancy of the shared memory space 

the switch. Like DT, SQF is able to adapt

allocation to inactive ports by giving them a higher priority, hence only discarding the packets 

destined to the longest queues when there is a buffer overflow. 

the size of queue lengths, however memory is not assigned in a 

instead a priority list is kept in which a queue is given a higher priori

length; packets received during a time slot are accommodated on memory dependent on their 

priority, allowing inactive ports to 

respective input.  

Figure 2.5 shows the algorithm for the behavior of the scheme as it was modeled for 

simulation. 
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changing characteristics of the incoming traffic, while at the same 

time maintaining a reasonably small unused memory. 

the algorithm for the behavior of the scheme as it was modeled for 

Figure 2.4-Dynamic Threshold Pseudo-code 

2.2 The Proposed Scheme (SQF) 

rst (SQF) has the advantages of CS, not having any variable to adjust 

and being capable of achieving full occupancy of the shared memory space that is available to 

Like DT, SQF is able to adapt to incoming packet conditions, providing a fair 

location to inactive ports by giving them a higher priority, hence only discarding the packets 

destined to the longest queues when there is a buffer overflow. SQF has no restrictions 
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priority, allowing inactive ports to be assigned memory locations when their packets arrive at its 
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Figure 2.5-Shortest Queue First Pseudo-code
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CHAPTER III 
 
 

SIMULATION METHODOLOGIES 
 
 

In this chapter we describe the model utilized in the generation of traffic, the way the 

buffer available in the switch is implemented, how the cluster computer helped with the 

acquisition of data, and the array of scenarios under which all sharing memory schemes were 

tested. 

 

3.1 Bursty Traffic Model 

As the Internet usage becomes more mobile, the average access time becomes smaller 

[6], having most users access the Internet in intervals of no more than 10 minutes. This makes 

the nature of the traffic highly bursty, which is the reason behind utilizing the model for this type 

of traffic in order to test the performance of the simulated buffer allocation schemes. 

The bursty traffic is generated using a two-state ON-OFF model [36]. As shown in figure 

3.1, it alternates between an idle period – a geometrically distributed period in which no packets 

arrive; and an active period – a geometrically distributed period in which packets arrive in a 

Bernoulli fashion. If p is used to represent the duration of the active period, and r is used to 

represent the duration of the idle period, then the probability that an active period lasts for a 

duration of i time slots is given by P(i)=p (1 – p)i – 1, for i ≥ 1, and the corresponding average 

burst length (ABL) is given by EB[i]=1 / p . 
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In a similar fashion, the probability that an idle period lasts for j time slots is given by 

R(j)=r (1 – r)j, for j ≥ 0, and the corresponding mean idle period is given by Et[j]=(1 – r) / r. 

Hence, for a given p and r, the offered load L is given by L=r / (r + p – rp). 

 

Figure 3.1-On/Off Model 

3.1.1 Implementation 

Defined as a class, it receives ABL and L as inputs, with that it is able to solve for the 

duration of active p=1 / ABL, which in term is used to calculate the duration of idle                    

r=pL / (1+L(p-1)). 

For every time cycle a random number is generated in order to determine the next state. If 

the current state is Idle then the number is compared against r, if the random number is less than 

r then the state changes to active, otherwise it remains on idle. If the current state is Active then 

the number is compared against p, if the random number is greater than p then the state remains 

on active (same train), otherwise it changes to idle. However, once on idle a new random number 

is generated and analyzed, if this new random number generated is less than r then there is no 

idle period between trains, the states goes right back to active; if however, the random number is 

greater than r then the state remains on idle. 
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3.1.2 Functions Available 

“initialize” receives as input variables ABL, load and number of ports in order to 

initialize the model; it determines what the starting state will be and outputs the corresponding 

packet. 

“cycle” determines what the next state should be and generates the corresponding output. 

“retout” returns the output generated for the current time slot, this output consists of a 

number ranging from 0 to the number of ports simulated where 0 represents an idle time slot and 

any other number represents an active time slot where the number represents its destination port. 

“retL” provides the calculated Load L = active / ( actuve+idle ). 

“retABL” provides the calculated Average Burst Length ABL = active / # of trains. 

“retactive” provides the number of active slots. 

“retidle” provides the number of idle slots. 

“rettrains” provides the number of trains or bursts. 

 

3.2 Buffer 

The memory or buffer available in switches is what allows for the storage of packets 

when more than one input port receives packets sharing as destination the same output port. 

3.2.1 Implementation 

The buffer is simulated as a group of singly linked lists or queues. One queue is used for 

each of the output ports in the switch, and the combined size of the queues is monitored to ensure 

that the total size does not exceed the maximum allowed. 
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Utilizing linked lists allows for a dynamic allocation of memory, providing for a more 

efficient use of the available resources while running the schemes on the cluster computer. Each 

element in the queue contains the number of time slots it has spent waiting inside the queue. 

3.2.2 Functions Available 

“retsize” returns the number of elements in the queue. 

“retavgdelay” returns the calculated running average delay. 

“add” adds an element at the end of the queue, sets the delay counter of that particular 

element to 0, and increments the size counter by 1. 

“update” increments the delay counter on every element stored on the queue, updates the 

running average delay, deletes the element at the head of the queue and decrements the size 

counter of the queue by 1. 

 

3.3 Cluster Computer 

The reason for using the cluster computer was to reduce the total simulation time 

required. With the help of the cluster the time required for obtaining the results needed for this 

thesis was greatly reduced, since the cluster was able to run upwards of 300 jobs in parallel. The 

total number of jobs executed was 6930. The large amount of simulations allowed a wide array 

of scenarios to be analyzed, providing valuable information regarding the impact of the different 

variables that are part of the simulation. 

3.3.1 Architecture 

The cluster computer consists of 68 independent compute nodes, eigth nodes are used as 

a single Virtual SMP node, and four nodes are used for various managements tasks, making a 

total of 72 nodes. Each node has two Dual Intel 5650 2.67GHz processors and 48GB of RAM 
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and a 250GB Disk. The system is connected via Mellanox Infiniband fabric (QDR) for fast data 

access. A diagram of the cluster computer is shown in figure 3.2. 

 

Figure 3.2-Diagram of Cluster Computer 

The Sun Grid Engine scheduler is used to provide access to the compute nodes. Jobs are 

submitted with the ‘qsub’ command and their progress can be monitored with the ‘qstat’ 

command. 

3.3.2 Job Submission 

Two different interfaces are utilized to connect to the cluster. Gompute Xplorer provides 

an intuitive and user friendly interface that allows for the transfer of data between the user’s 

computer and the cluster, this program was used to upload the code to the cluster and afterwards 
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download the data generated. In order to submit jobs to the cluster a Secure Shell (SSH) 

connection was established granting access to the cluster’s BASH shell. 

After loading the code into the cluster, the command ‘g++ -o fileName fileName.cpp’ is 

inputted into the command line, this command compiles the code located in the file 

‘fileName.cpp’ and generates the binary executable file ‘fileName’; the option ‘-o’ specifies 

where the generated file will be stored, in this case ‘fileName’ [53]. Once the required 

executable file has been generated, it is submitted to the cluster job scheduler to be assigned a 

node to run on by using the command ‘qsub –b y ~/path/fileName’, where the option ‘-b y’ 

indicates the format of the file being submitted is a binary, not a shell script [54]. Each job 

submitted for execution to the cluster generates a text file containing the data gathered for that 

specific run that can be then downloaded for analysis via Gompute Xplorer. 

 

3.4 Simulation Scenarios 

The simulated sharing memory allocation schemes were subjected to a wide arrange of 

scenarios including three different sizes of switches: 16, 32 and 64 ports; 7 different buffer sizes: 

16, 32, 64, 128, 256, 512 and 1024 packets per port. For both SMA and SMXQ the minimum 

allocations and maximum queue lengths are 1/2, 1/4, and 1/8; while for DT the chosen alphas 

where 1, 2 and 4. 

As for the traffic generated, the memory allocation schemes where subjected to 3 

different average burst lengths: 64, 128 and 256 packets per burst, as well as loads ranging from 

10% to 100% in step increments of 10%.  
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CHAPTER IV 

 
 

DEFINING OPTIMAL CONFIGURATIONS FOR SMA, SMXQ AND DT 
 
 

In this chapter we will first describe the effect that variables such as Average Burst 

Length (ABL), the number of ports on a switch, as well as the amount of memory in terms of 

cells—fixed size unit of memory—available for buffering in a switch have on the performance of 

a switch in terms of packet loss ratio, utilizing Complete Sharing (CS) as a baseline. We will 

then proceed to analyze the effect that variables particular to some of the sharing memory 

schemes have on the performance of the switch, namely Minimum Allocation (MA) for Sharing 

with a Minimum Allocation (SMA), Maximum Queue length (MXQ) for Sharing with 

Maximum Queue lengths (SMXQ), and Alpha for Dynamic Threshold (DT), this in order to 

determine the optimal configurations for each of these schemes under all tested scenarios. The 

last section of the chapter provides a summary of the results presented on this chapter. 

 

4.1 Effect of Variables 

There are a total of four variables not exclusive to any particular sharing memory 

scheme, these variables are the Average Burst Length (ABL), the offered load L, the number of 

ports and the total available buffer in the switch. We will analyze the effect the variables ABL, 

number of ports, and available buffer have over the complete range of offered loads L on a 

switch utilizing the sharing memory CS in order to determine the effect these variables have. 
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4.1.1 Effect of Average Burst Length 

As it can be observed in figure 4.1, as the ABL increases so does packet loss. The reason 

behind this is that with higher ABL there is a greater tendency of arriving packets being director 

towards the same output port, effectively reducing the throughput of the switch, since a fewer 

number of ports being utilized translates into fewer packets outputted on a given time cycle. 

Having a higher arrival rate than departing rate causes the buffer in the switch to overflow, 

resulting in a higher packet loss. 

 

Figure 4.1-CS; Ports=64; Buffer=4096 

4.1.2 Effect of Number of Ports 

As it can be observed in figure 4.2, as the number of ports on any given switch increases 

so does the packet loss ratio. The reason behind this is that as the number of ports increases in a 

switch, so does the number of arriving packets, and as the buffer size remains the same and 

incoming traffic increments the buffer overflows more easily, thus resulting in a higher packet 

loss ratio. 
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Figure 4.2-CS; Buffer=4096; ABL=256 

4.1.3 Effect of Buffer Size 

As with increasing number of ports, it can be observed on figure 4.3 that as the size of the 

buffer decreases the packet loss ratio increases. The reason behind this is that as the buffer 

available on a switch decreases the buffer overflows more easily, resulting in an increase in 

packet loss ratio. 

 

Figure 4.3-CS; Ports=16; ABL=256 
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4.2 Optimal Configurations 

In this section we will determine the best configuration for the schemes SMA, SMXQ 

and DT under the different tested ABLs, number of ports, and buffer sizes. 

4.2.1 Optimal Configuration for Different Average Burst Length 

4.2.1.1 SMA. Under all tested scenarios this scheme performed consistently, with bigger 

Minimum Allocation (MA) presenting less packet loss under high loads and smaller MA 

presenting less packet loss under low loads, as can be appreciated in figures 4.4, 4.5 and 4.6. 

SMA with MA of 1/8 presents the best performance out of the three tested configurations under 

loads of up to 90%, presenting a packet loss ratio decrease of up to 3.15E-02, a 55.95% 

improvement over the other two configurations; while SMA with MA of 1/2 presented the best 

performance on loads of 100%, presenting a packet loss ratio decrease of up to 6.03E-03, a 

2.39% improvement. 

 

Figure 4.4-SMA; Ports= 64; Buffer=4096; ABL=64 
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Figure 4.5-SMA; Ports=64; Buffer=4096; ABL=128 

 

Figure 4.6-SMA; Ports=64; Buffer=4096; ABL=256 

4.2.1.2 SMXQ. Under all tested scenarios this scheme performed consistently, with smaller 

Maximum Queue length (MXQ) presenting a lower packet loss ratio under high loads and bigger 

MXQ presenting a lower packet loss ratio under low loads, as can be appreciated in figures 4.7, 

4.8 and 4.9. SMXQ with MXQ of 1/2 presents the best performance out of the three tested 

configurations under loads of up to 50%, presenting a packet loss ratio decrease of up to 1.45E-
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02, a 82.30% improvement over the other two configurations; while SMXQ with MXQ of 1/8 

presented the best performance on loads of 40% to 100%, presenting a packet loss ratio decrease 

of up to 9.85E-02, a 32.92% improvement. 

 

Figure 4.7-SMXQ; Ports=64; Buffer=4096; ABL=64 

 

Figure 4.8-SMXQ; Ports=64; Buffer=4096; ABL=128 
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Figure 4.9-SMXQ; Ports=64; Buffer=4096; ABL=256 

4.2.1.3 DT. Under all tested scenarios this scheme performed consistently, with larger Alpha 

presenting a lower packet loss ratio under low loads; under high loads Alpha equal to 2 performs 

better than the other configurations when the ABL is 64 and 128; Alpha equal to 1 performs 

better when the ABL is 256, as can be appreciated in figures 4.10, 4.11 and 4.12. DT with an 

Alpha of 4 presents the best performance out of the three tested configurations under loads of up 

to 80%, presenting a packet loss ratio decrease of up to 5.77E-03, a 22.13% improvement. DT 

with an Alpha of 2 presented the best performance on loads of 80% to 100% with an ABL of 64 

and 128, presenting a packet loss ratio decrease of up to 4.45E-02, a 18.83% improvement; while 

DT with an Alpha of 1 presented the best performance on loads of 90% and 100% with an ABL 

of 256, presenting a packet loss ratio decrease of up to 2.90E-02, a 8.96% improvement. 
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Figure 4.10-DT; Ports=64; Buffer=4096; ABL=64 

 

Figure 4.11-DT; Ports=64; Buffer=4096; ABL=128 

1.E-09

1.E-08

1.E-07

1.E-06

1.E-05

1.E-04

1.E-03

1.E-02

1.E-01

1.E+00

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

P
a

c
k

e
t
 L

o
s
s
 R

a
t
io

Offered Load

Alpha=1

Alpha=2

Alpha=4

1.E-08

1.E-07

1.E-06

1.E-05

1.E-04

1.E-03

1.E-02

1.E-01

1.E+00

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

P
a

c
k

e
t
 L

o
s
s
 R

a
t
io

Offered Load

Alpha=1

Alpha=2

Alpha=4



30 
 

 

Figure 4.12-DT; Ports=64; Buffer=4096; ABL=256 

4.2.2 Optimal Configuration for Different Number of Ports 

4.2.2.1 SMA. Under all tested scenarios this scheme performed consistently, with bigger 

Minimum Allocation (MA) presenting less packet loss under high loads and smaller MA 

presenting less packet loss under low loads, as can be appreciated in figures 4.13, 4.14 and 4.15. 

SMA with MA of 1/8 presents the best performance out of the three tested configurations under 

loads of up to 90%, presenting a packet loss ratio decrease of up to 3.09E-02, a 48.51% 

improvement; while SMA with MA of 1/2 presented the best performance on loads of 100%, 

presenting a packet loss ratio decrease of up to 4.03E-03, a 1.70% improvement. 
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Figure 4.13-SMA; Ports=16; Buffer=4096; ABL=256 

 

Figure 4.14-SMA; Ports=32; Buffer=4096; ABL=256 
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Figure 4.15-SMA; Ports=64; Buffer=4096; ABL=256 

4.2.2.2 SMXQ. Under all tested scenarios this scheme performed consistently, with smaller 

MXQ presenting lower packet loss ratio under high load and bigger MXQ presenting less packet 

loss under low loads, as can be appreciated in figures 4.16, 4.17 and 4.18. For switches 

consisting of 16 ports SMXQ with MXQ of 1/2 presents the best performance out of the three 

tested configurations under loads of up to 60%, presenting a packet loss ratio decrease of up to 

1.12E-02, an 80.11% improvement; SMXQ with MXQ of 1/4 presents the lowest packet loss 

ratio under loads of 70% and 80%, with a maximum packet loss ratio decrease of up to 5.14E-02, 

a 31.70% improvement; while SMXQ with MXQ of 1/8 presented the best performance on loads 

of 90% and 100%, presenting a packet loss ratio decrease of up to 1.33E-01, a 40.41% 

improvement. 

For switches with 32 ports an MXQ of 1/2 exhibited the best performance while SMXQ 

was subjected to loads of up to 40%, with a maximum packet loss ratio decrease of up to 2.71E-

02, an 88% improvement; MXQ of 1/4 performed the best only when the scheme was subjected 

to loads of 50% with a maximum drop in packet loss ratio of 2.26E-02, a 46.16% improvement; 
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lastly, SMXQ with an MXQ of 1/8 presented the best performance while subjected to loads 

ranging from 60% to 100%, with an improvement on packet loss ratio over the other 

configurations of up to  2.71E-02, an improvement of 88%. 

For switches of 64 ports the optimal configuration required the use of an MXQ of 1/2 for 

loads of no more than 30%, showing an improvement in terms of packet loss ratio of up to 

1.45E-02, an 82.30% improvement; while an MXQ of 1/8 was required for loads ranging from 

40% to 100%, showing an improvement of up to 9.85E-02, a decrease of 32.92%. 

 

Figure 4.16-SMXQ; Ports=16; Buffer=4096; ABL=256 
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Figure 4.17-SMXQ; Ports=32; Buffer=4096; ABL=256 

 

Figure 4.18-SMXQ; Ports=64; ABL=4096; ABL=256 

4.2.2.3 DT. Under all tested scenarios this scheme performed consistently, with DT with an 

Alpha of 4 having the best performance on every scenario except for the case when the simulated 

switch consists of 64 ports and is subjected to loads of upwards of 90%, as can be appreciated in 

figures 4.19, 4.20, 4.21. DT with an Alpha of 4 presents the best performance out of the three 

tested configurations for switches with 16 and 32 ports, presenting a packet loss ratio decrease of 
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up to 1.24E-02, a 21.45% improvement. For switches with a number of ports of 64 DT with an 

Alpha of 4 is the configuration with the lowest packet loss ratio for loads of up to 80%, 

presenting a packet loss ratio decrease of up to 5.77E-03, a 22.13% improvement; while DT with 

an Alpha of 1 presented the best performance on loads of 90% and 100%, presenting a packet 

loss ratio decrease of up to 2.90E-02, a 8.96% improvement. 

 

Figure 4.19-DT; Ports=16; Buffer=4096; ABL=256 

 

Figure 4.20-DT; Ports=32; Buffer=4096; ABL=256 
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Figure 4.21-DT; Ports=64; Buffer=4096; ABL=256 

4.2.3 Optimal Configuration for Different Buffer Size 

4.2.3.1 SMA. Under all tested scenarios this scheme performed consistently, with bigger 

Minimum Allocation (MA) presenting less packet loss under high loads and smaller MA 

presenting less packet loss under low loads, as it may be observed in figure 4.22, 4.23, 4.24, 

4.25, 4.26, 4.27, 4.28. SMA with MA of 1/8 performs better than the other configurations under 

loads of up to 90%, presenting a packet loss ratio decrease of up to 2.34E-02, a 40.72% 

improvement; while SMA with MA of 1/2 presented the best performance on loads of 100%, 

with a packet loss ratio decrease of up to 6.82E-03, a 3.77% improvement. 
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Figure 4.22-SMA; Ports=16; Buffer=256; ABL=256 

 

Figure 4.23-SMA; Ports=16; Buffer=512; ABL=256 
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Figure 4.24-SMA; Ports=16; Buffer=1024; ABL=256 

 

Figure 4.25-SMA; Ports=16; Buffer=2048; ABL=256 
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Figure 4.26-SMA; Ports=16; Buffer=4096; ABL=256 

 

Figure 4.27-SMA; Ports=16; Buffer=8192; ABL=256 

1.E-08

1.E-07

1.E-06

1.E-05

1.E-04

1.E-03

1.E-02

1.E-01

1.E+00

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

P
a

c
k

e
t
 L

o
s
s
 R

a
t
io

Offered Load

MA=1/2

MA=1/4

MA=1/8

1.E-07

1.E-06

1.E-05

1.E-04

1.E-03

1.E-02

1.E-01

1.E+00

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

P
a

c
k

e
t
 L

o
s
s
 R

a
t
io

Offered Load

MA=1/2

MA=1/4

MA=1/8



40 
 

 

Figure 4.28-SMA; Ports=16; Buffer=16384; ABL=256 

4.2.3.2 SMXQ. This sharing memory scheme presents once more a very changing optimal 

configuration depending on the size of the available buffer, as can be observed on figures 4.29, 

4.30, 4.31, 4.32, 4.33, 4.34 and 4.35. It can be appreciated that with a buffer size on 256 SMXQ 

with a maximum queue length of 1/2 is only the best performing configuration for loads of 10% 

and 20%, however this range sees an increment of 10% as the available buffer doubles, making 

the configuration with an MXQ of 1/2 the best one for ranges of up to 30% when the buffer 

available is 512, up to 40% when 1024, 50% when 2048, 60% when 4096, 70% when 8182, and 

80% when 16384. SMXQ with an MXQ of 1/4 performs the best only in the two or one 10% 

steps following the optimal range for an MXQ of 1/2, while SMXQ with an MXQ of 1/8 

performs the best under the remaining offered loads. 
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Figure 4.29-SMXQ; Ports=16; Buffer=256; ABL=256 

 

Figure 4.30-SMXQ; Ports=16; Buffer=512; ABL=256 
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Figure 4.31-SMXQ; Ports=16; Buffer=1024; ABL=256 

 

Figure 4.32-SMXQ; Ports=16; Buffer=2048; ABL=256 
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Figure 4.33-SMXQ; Ports=16; Buffer=4096; ABL=256 

 

Figure 4.34-SMXQ; Ports=16; Buffer=8192; ABL=256 

1.E-06

1.E-05

1.E-04

1.E-03

1.E-02

1.E-01

1.E+00

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

P
a

c
k

e
t
 L

o
s
s
 R

a
t
io

Offered Load

MXQ=1/2

MXQ=1/4

MXQ=1/8

1.E-07

1.E-06

1.E-05

1.E-04

1.E-03

1.E-02

1.E-01

1.E+00

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

P
a

c
k

e
t
 L

o
s
s
 R

a
t
io

Offered Load

MXQ=1/2

MXQ=1/4

MXQ=1/8



44 
 

 

Figure 4.35-SMXQ; Ports=16; Buffer=16384; ABL=256 

4.2.3.3 DT. Under all scenarios tested this scheme performed consistently. As it may be 

observed in figures 4.38, 4.39, 4.40, 4.41 and 4.42, for buffer sizes 1024, 2048, 4096, 8192 and 

16384, DT with Alpha equal to 4 performs better than the other configurations, presenting a 

packet loss ratio decrease of up to 1.54E-02, a 16.95% improvement. For a buffer size of 256, 

DT with an Alpha of 4 performs the best under loads of up to 60%, presenting a packet loss ratio 

decrease of up to 1.16E-02, a 13.44% improvement; while DT with an Alpha of 2 performs the 

best for loads 70% to 100%, presenting a packet loss ratio decrease of up to 3.13E-02, an 8.46% 

improvement, as it may be observed in figure 4.36. For a buffer size of 512, DT with an Alpha of 

4 performed the best under loads of up to 90%, presenting a packet loss ratio decrease of up to 

1.44E-02, a 24.72% improvement; while DT with Alpha equal to 2 performs the best for a load 

of 100%, presenting a packet loss ratio decrease of up to 9.02E-03, a 15.53% improvement, as it 

is shown in figure 4.37. 
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Figure 4.36-DT; Ports=16; Buffer=256; ABL=256 

 

Figure 4.37-DT; Ports=16; Buffer=512; ABL=256 
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Figure 4.38-DT; Ports=16; Buffer=1024; ABL=256 

 

Figure 4.39-DT; Ports=16; Buffer=2048; ABL=256 
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Figure 4.40-DT; Ports=16; Buffer=4096; ABL=256 

 

Figure 4.41-DT; Ports=16; Buffer=8192; ABL=256 
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Figure 4.42-DT; Ports=16; Buffer=16384; ABL=256 

 

4.3 Summary of Results 

Tables 4.1, 4.2 and 4.3 provide a condensed view of all optimal configurations under the 

different simulated scenarios from which the following observations are derived. 

SMA is the easiest shared memory scheme to configure, because regardless of the ABL, 

number of ports, or size of the buffer, the way it performs is always consistent. For loads ranging 

from 10% to 90% the best configuration in terms of packet loss is when SMA has a minimum 

allocation of 1/8 of the total available memory. Only when SMA is subjected to loads of 100% 

the minimum allocation required for an optimal performance changes to 1/2. 
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available memory, which also widens the range of high loads under which a maximum queue 

length provides the best possible performance. 

DT is also somewhat easy to configure optimally, since for the most part the best possible 

configuration is achieved utilizing an Alpha equal to four, except when the available memory is 

either for 256 or 512 cells, in which case an Alpha of two yields the best results when DT is 

subjected to loads ranging from 70% to 100% for the former case, and loads of 100% for the 

latter. The other exception is when the number of ports equals 64; under ALBs of 64 and 128 an 

Alpha equals to two delivers the best possible performance when the scheme is being subjected 

to loads in between 80% and 100%; when the ABL equals 256 and the offered load is either 90% 

or 100% then this is the only case where an Alpha of one is required in order to achieve 

minimum packet loss ratio. 

 

Table 4.1-Optimal Configurations for 
Different ABLs. NxN=64x64; Buffer=4096 

 

 

Table 4.2-Optimal Configurations for 
Different Number of Ports. ABL=256; 

Buffer=4096

ABL Scheme Variable Load%

1/8 10-90

1/2 100

1/2 10-50

1/8 60-100

4 10-70

2 80-100

1/8 10-90

1/2 100

1/2 10-40

1/8 50-100

4 10-70

2 80-100

1/8 10-90

1/2 100

1/2 10-30

1/8 40-100

4 10-80

1 90-100

64

128

256

SMA

SMXQ

DT

SMA

SMXQ

DT

SMA

SMXQ

DT

Ports Scheme Variable Load%

1/8 10-90

1/2 100

1/2 10-60

1/4 70-80

1/8 90-100

DT 4 10-100

1/8 10-90

1/2 100

1/2 10-40

1/4 50

1/8 60-100

DT 4 10-100

1/8 10-90

1/2 100

1/2 10-30

1/8 40-100

4 10-80

1 90-100

16

32

64

SMA

DT

SMA

SMXQ

SMA

SMXQ

SMXQ
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Table 4.3-Optimal Configurations for Different Buffer Sizes. ABL=256; NxN=16

Buffer Scheme Variable Load%

1/8 10-90

1/2 100

1/2 10-20

1/4 30-50

1/8 60-100

4 10-60

2 70-100

1/8 10-90

1/2 100

1/2 10-30

1/4 40-60

1/8 70-100

4 10-90

2 100

1/8 10-90

1/2 100

1/2 10-40

1/4 50-70

1/8 80-100

DT 4 10-100

1/8 10-90

1/2 100

1/2 10-50

1/4 60-70

1/8 80-100

DT 4 10-100

1/8 10-90

1/2 100

1/2 10-60

1/4 70-80

1/8 90-100

DT 4 10-100

1/8 10-90

1/2 100

1/2 10-70

1/4 80

1/8 90-100

DT 4 10-100

1/8 10-90

1/2 100

1/2 10-80

1/4 90

1/8 100

DT 4 10-100

512

256

SMA

SMXQ

SMXQ

16384

8192

4096

2048

1024

DT

SMA

SMXQ

DT

SMA

SMA

SMXQ

SMA

SMXQ

SMA

SMXQ

SMA

SMXQ
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CHAPTER V 

 
 

CONVENTIONAL SHARING MEMORY SCHEMES COMPARED 
 
 

Because comparative performance evaluations between Complete Sharing (CS), Sharing 

with a Minimum Allocation (SMA) and Sharing with Maximum Queue lengths (SMXQ) have 

already been carried out in the past [27] [28] [55] [56], in this chapter we will focus on 

determining whether or not the sharing memory scheme Dynamic Threshold (DT) has a better 

performance in terms of packet loss ratio than its static threshold counterpart SMXQ as well as 

the hybrid scheme SMA under each of the tested scenarios. 

 

5.1 SMXQ vs. DT 

5.1.1 Performance Evaluation under Different Average Burst Length 

As it can be observed in figures 5.1 and 5.2, for an ABL equal to 64, DT performs better 

under all offered loads, presenting a decrease in packet loss ratio of up to 1.58E-01, or a 45.24% 

improvement of DT with Alpha of 2 over SMXQ with MXQ of 1/8, and a decrease in packet loss 

ratio of up to 1.37E-01, or a 46.53% improvement of DT with Alpha of 4 over SMXQ with 

MXQ of 1/2. 
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Figure 5.1-SMXQvsDT; Hi; Ports=64; Buffer=4096; ABL=64 

 

Figure 5.2-SMXQvsDT; Lo; Ports=64; Buffer=4096; ABL=64 

As it can be observed in figures 5.3 and 5.4, for an ABL equal to 128, DT performs better 

under all offered loads, presenting a decrease in packet loss ratio of up to 1.94E-01, or a 43.76% 

improvement of DT with Alpha of 2 over SMXQ with MXQ of 1/8, and a decrease in packet loss 

ratio of up to 2.04E-01, or a 48.69% improvement of DT with Alpha of 4 over SMXQ with 

MXQ of 1/2. 
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Figure 5.3-SMXQvsDT; Hi; Ports=64; Buffer=4096; ABL=128 

 

Figure 5.4-SMXQvsDT; Lo; Ports=64; Buffer=4096; ABL=128 

From figures 5.5 and 5.6 we can see that for an ABL equal to 256, DT performs better 

under loads covering the complete range from 10% to 100%, presenting a decrease in packet loss 

ratio of up to 2.24E-01, or a 43.23% improvement of DT with Alpha of 1 over SMXQ with 

MXQ of 1/8, and a decrease in packet loss ratio of up to 2.69E-01, or a 50.36% improvement of 

DT with Alpha of 4 over SMXQ with MXQ of 1/2. 
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Figure 5.5-SMXQvsDT; Hi; Ports=64; Buffer=4096; ABL=256 

 

Figure 5.6-SMXQvsDT; Lo; Ports=64; Buffer=4096; ABL=256 

5.1.2 Performance Evaluation under Different Number of Ports 

In figures 5.7 and 5.8 it can be observed it can be observed that for a number of ports 

equal to 16, DT performs better for loads ranging from 10% to 100%, presenting a decrease in 

packet loss ratio of up to 5.35E-02, or a 78.52% improvement of DT with Alpha of 4 over 
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SMXQ with MXQ of 1/8, and a decrease in packet loss ratio of up to 1.40E-01, or a 42.50% 

improvement of DT with Alpha of 4 over SMXQ with MXQ of 1/2. 

 

Figure 5.7-SMXQvsDT; Hi; Ports=16; Buffer=4096; ABL=256 

 

Figure 5.8-SMXQvsDT; Lo; Ports=16; Buffer=4096; ABL=256 

As it can be observed in figures 5.9 and 5.10, for a number of ports equal to 32, DT 

performs better under all offered loads, presenting a decrease in packet loss ratio of up to 1.02E-

01, or a 29.32% improvement of DT with Alpha of 4 over SMXQ with MXQ of 1/8, and a 
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decrease in packet loss ratio of up to 2.17E-01, or a 46.78% improvement of DT with Alpha of 4 

over SMXQ with MXQ of 1/2. 

 

Figure 5.9-SMXQvsDT; Hi; Ports=32; Buffer=4096; ABL=256 

 

Figure 5.10-SMXQvsDT; Lo; Ports=32; Buffer=4096; ABL=256 

From figures 5.11 and 5.12 it can be observed that for a number of ports equal to 64, DT 

performs better under the complete range of offered loads, presenting a decrease in packet loss 

ratio of up to 2.24E-01, or a 43.23% improvement of DT with Alpha of 1 over SMXQ with 
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MXQ of 1/8, and a decrease in packet loss ratio of up to 2.24E-01, or a 50.35% improvement of 

DT with Alpha of 4 over SMXQ with MXQ of 1/2. 

 

Figure 5.11-SMXQvsDT; Hi; Ports=64; Buffer=4096; ABL=256 

 

Figure 5.12-SMXQvsDT; Lo; Ports=64; Buffer=4096; ABL=256 

5.1.3 Performance Evaluation under Different Buffer Size 

Figures 5.13 and 5.14 show that for a buffer size equal to 256, DT performs better under 

all loads tested, presenting a decrease in packet loss ratio of up to 3.14E-02, or a 28.42% 
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improvement of DT with Alpha of 2 over SMXQ with MXQ of 1/8, and a decrease in packet loss 

ratio of up to 2.46E-01, or a 43.36% improvement of DT with Alpha of 4 over SMXQ with 

MXQ of 1/2. 

 

Figure 5.13-SMXQvsDT; Hi; Ports=16; Buffer=256; ABL=256 

 

Figure 5.14-SMXQvsDT; Lo; Ports=16; Buffer=256; ABL=256 

As it can be observed in figures 5.15 and 5.16, for a buffer size equal to 512, DT 

performs better all offered loads, presenting a decrease in packet loss ratio of up to 4.57E-02, or 

a 48.20% improvement of DT with Alpha of 2 over SMXQ with MXQ of 1/8, and a decrease in 
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packet loss ratio of up to 2.43E-01, or a 43.09% improvement of DT with Alpha of 4 over 

SMXQ with MXQ of 1/2. 

 

Figure 5.15-SMXQvsDT; Hi; Ports=16; Buffer=512; ABL=256 

 

Figure 5.16-SMXQvsDT; Lo; Ports=16; Buffer=512; ABL=256 

Figures 5.17 and 5.18 show that for a buffer size equal to 1024, DT performs better under 

all offered loads, presenting a decrease in packet loss ratio of up to 6.13E-02, or a 61.23% 

improvement of DT with Alpha of 4 over SMXQ with MXQ of 1/8, and a decrease in packet loss 
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ratio of up to t2.09E-01, or a 41.97% improvement of DT with Alpha of 4 over SMXQ with 

MXQ of 1/2. 

 

Figure 5.17-SMXQvsDT; Hi; Ports=16; Buffer=1024; ABL=256 

 

Figure 5.18-SMXQvsDT; Lo; Ports=16; Buffer=1024; ABL=256 

From figures 5.19 and 5.20 it can be observed that for a buffer size equal to 2048, DT 

performs better under all offered loads, presenting a decrease in packet loss ratio of up to 6.24E-

02, or a 69.59% improvement of DT with Alpha of 4 over SMXQ with MXQ of 1/8, and a 
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decrease in packet loss ratio of up to 1.76E-01, or a 41.83% improvement of DT with Alpha of 4 

over SMXQ with MXQ of 1/2. 

 

Figure 5.19-SMXQvsDT; Hi; Ports=16; Buffer=2048; ABL=256 

 

Figure 5.20-SMXQvsDT; Lo; Ports=16; Buffer=2048; ABL=256 

As it can be observed in figures 5.21 and 5.22, for a buffer size equal to 4096, DT 

performs better under all offered loads, presenting a decrease in packet loss ratio of up to5.35E-

02, or a 78.53% improvement of DT with Alpha of 4 over SMXQ with MXQ of 1/8, and a 
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decrease in packet loss ratio of up to 1.40E-01, or a 42.50% improvement of DT with Alpha of 4 

over SMXQ with MXQ of 1/2. 

 

Figure 5.21-SMXQvsDT; Hi; Ports=16; Buffer=4096; ABL=256 

 

Figure 5.22-SMXQvsDT; Lo; Ports=16; Buffer=4096; ABL=256 

As it can be observed in figures 5.23 and 5.24, for a buffer size equal to 8192, DT 

performs better under all offered loads, presenting a decrease in packet loss ratio of up to3.78E-

02, or a 86.84% improvement of DT with Alpha of 4 over SMXQ with MXQ of 1/8, and a 
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decrease in packet loss ratio of up to 1.02E-01, or a 43.35% improvement of DT with Alpha of 4 

over SMXQ with MXQ of 1/2. 

 

Figure 5.23-SMXQvsDT; Hi; Ports=16; Buffer=8192; ABL=256 

 

Figure 5.24-SMXQvsDT; Lo; Ports=16; Buffer=8192; ABL=256 

Figures 5.25 and 5.26 show that for a buffer size equal to 16384, DT performs better 

under both high and low loads, presenting a decrease in packet loss ratio of up to 2.23E-02, or a 

90.48% improvement of DT with Alpha of 4 over SMXQ with MXQ of 1/8, and a decrease in 
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packet loss ratio of up to t6.70E-02, or a 44.06% improvement of DT with Alpha of 4 over 

SMXQ with MXQ of 1/2. 

 

Figure 5.25-SMXQvsDT; Hi; Ports=16; Buffer=16384; ABL=256 

 

Figure 5.26-SMXQvsDT; Lo; Ports=16; Buffer=16384; ABL=256 
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5.2 SMA vs. DT 

5.2.1 Performance Evaluation under Different Average Burst Length 

As it can be observed in figures 5.27 and 5.28, for an ABL equal to 64, DT performs 

better under every offered load, presenting a decrease in packet loss ratio of up to 6.26E-02, or a 

41.30% improvement of DT with Alpha of 2 over SMA with MA of 1/2, and a decrease in 

packet loss ratio of up to t5.25E-02, or a 37.07% improvement of DT with Alpha of 4 over SMA 

with MA of 1/8. 

 

Figure 5.27-SMAvsDT; Hi; Ports=64; Buffer=4096; ABL=64 
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Figure 5.28-SMAvsDT; Lo; Ports=64; Buffer=4096; ABL=64 

From figures 5.29 and 5.30 it can be observed that for an ABL equal to 128, DT performs 

better under all offered loads, presenting a decrease in packet loss ratio of up to 6.33E-02, or a 

37.86% improvement of DT with Alpha of 2 over SMA with MA of 1/2, and a decrease in 

packet loss ratio of up to 5.20E-02, or a 25.07% improvement of DT with Alpha of 4 over SMA 

with MA of 1/8. 

 

Figure 5.29-SMAvsDT; Hi; Ports=64; Buffer=4096; ABL=128 
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Figure 5.30-SMAvsDT; Lo; Ports=64; Buffer=4096; ABL=128 

Figures 5.31 and 5.32 show that for an ABL equal to 256, DT performs better under all 

offered loads, presenting a decrease in packet loss ratio of up to 5.20E-02, or a 30.44% 

improvement of DT with Alpha of 1 over SMA with MA of 1/2, and a decrease in packet loss 

ratio of up to 4.03E-02, or a 19.58% improvement of DT with Alpha of 4 over SMA with MA of 

1/8. 

 

Figure 5.31-SMAvsDT; Hi; Ports=64; Buffer=4096; ABL=256 
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Figure 5.32-SMAvsDT; Lo; Ports=64; Buffer=4096; ABL=256 

5.2.2 Performance Evaluation under Different Number of Ports 

As it can be observed in figures 5.33 and 5.34, for a number of ports equal to 16, DT 

performs better under all offered loads, presenting a decrease in packet loss ratio of up to 4.67E-

02, or a 25.07% improvement of DT with Alpha of 4 over SMA with MA of 1/2. DT however is 

not the scheme with the lowest packet loss ratio when subjected to loads lower than 50%, it is 

instead SMA with a MA of 1/8, with a decrease in packet loss ratio of up to 6.25E-06, or a 

2.80% improvement of SMA with MA of 1/8 over DT with Alpha of 4. 
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Figure 5.33-SMAvsDT; Hi; Ports=16; Buffer=4096; ABL=256 

 

Figure 5.34-SMAvsDT; Lo; Ports=16; Buffer=4096; ABL=256 

As it can be observed in figures 5.35 and 5.36, for a number of ports equal to 32, DT 
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SMA with a MA of 1/8, with decrease in packet loss ratio of up to 6.05E-07, or a 26.63% 

improvement of SMA with MA of 1/8 over DT with Alpha of 4. 

 

Figure 5.35-SMAvsDT; Hi; Ports=32; Buffer=4096; ABL=256 

 

Figure 5.36-SMAvsDT; Lo; Ports=32; Buffer=4096; ABL=256 
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ratio of up to 4.03E-02, or a 19.58% improvement of DT with Alpha of 4 over SMA with MA of 

1/8. 

 

Figure 5.37-SMAvsDT; Hi; Ports=64; Buffer=4096; ABL=256 

 

Figure 5.38-SMAvsDT; Lo; Ports=64; Buffer=4096; ABL=256 

5.2.3 Performance Evaluation under Different Buffer Size 
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improvement of DT with Alpha of 2 over SMA with MA of 1/8. DT however is not the scheme 

with the lowest packet loss ratio when subjected to loads lower than 30%, it is instead SMA with 

a MA of 1/8, with decrease in packet loss ratio of up to 2.60E-02, or a 7.05% improvement of 

SMA with MA of 1/8 over DT with Alpha of 4. 

 

Figure 5.39-SMAvsDT; Hi; Ports=16; Buffer=256; ABL=256 

 

Figure 5.40-SMAvsDT; Lo; Ports=16; Buffer=256; ABL=256 
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Figures 5.41 and 5.42 show that for buffer size equal to 512, DT performs better under 

high loads, presenting a decrease in packet loss ratio of up to 1.37E-02, or a 5.21% improvement 

of DT with Alpha of 2 over SMA with MA of 1/8. DT however is not the scheme with the lowest 

packet loss ratio when subjected to loads lower than 30%, it is instead SMA with a MA of 1/8, 

with decrease in packet loss ratio of up to 7.54E-04, or a 4.23% improvement of SMA with MA 

of 1/8 over DT with Alpha of 4. 

 

Figure 5.41-SMAvsDT; Hi; Ports=16; Buffer=512; ABL=256 

 

Figure 5.42-SMAvsDT; Lo; Ports=16; Buffer=512; ABL=256 
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From figures 5.43 and 5.44 it can be observed that for a buffer size equal to 1024, DT 

performs better under high loads, presenting a decrease in packet loss ratio of up to 2.60E-02, or 

a 11.08% improvement of DT with Alpha of 4 over SMA with MA of 1/8. DT however is not the 

scheme with the lowest packet loss ratio when subjected to loads lower than 30%, it is instead 

SMA with a MA of 1/8, with decrease in packet loss ratio of up to 3.53E-04, or a 9.06% 

improvement of SMA with MA of 1/8 over DT with Alpha of 4. 

 

Figure 5.43-SMAvsDT; Hi; Ports=16; Buffer=1024; ABL=256 

 

Figure 5.44-SMAvsDT; Lo; Ports=16; Buffer=1024; ABL=256 
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As it can be observed in figure 5.45 and 5.46, for buffer size equal to 2048, DT performs 

better under high loads, presenting a decrease in packet loss ratio of up to 4.48E-02, or a 29.75% 

improvement of DT with Alpha of 4 over SMA with MA of 1/2. DT however is not the scheme 

with the lowest packet loss ratio when subjected to loads lower than 40%, it is instead SMA with 

a MA of 1/8, with decrease in packet loss ratio of up to 4.82E-05, or a 25.28% improvement of 

SMA with MA of 1/8 over DT with Alpha of 4. 

 

Figure 5.45-SMAvsDT; Hi; Ports=16; Buffer=2048; ABL=256 

 

Figure 5.46-SMAvsDT; Lo; Ports=16; Buffer=2048; ABL=256 
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Figures 5.47 and 5.48 show that for a buffer size equal to 4096, DT performs better under 

high loads, presenting a decrease in packet loss ratio of up to 4.67E-02, or a 25.07% 

improvement of DT with Alpha of 4 over SMA with MA of 1/2. DT however is not the scheme 

with the lowest packet loss ratio when subjected to loads lower than 50%, it is instead SMA with 

a MA of 1/8, with decrease in packet loss ratio of up to 6.25E-06, or a 2.80% improvement of 

SMA with MA of 1/8 over DT with Alpha of 4. 

 

Figure 5.47-SMAvsDT; Hi; Ports=16; Buffer=4096; ABL=256 

 

Figure 5.48-SMAvsDT; Lo; Ports=16; Buffer=4096; ABL=256 
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As it can be observed in figures 5.49 and 5.50, for a buffer size equal to 8192, DT 

performs better under high loads, presenting a decrease in packet loss ratio of up to 4.06E-02, or 

a 23.35% improvement of DT with Alpha of 4 over SMA with MA of 1/2. DT however is not the 

scheme with the lowest packet loss ratio when subjected to loads lower than 60%, it is instead 

SMA with a MA of 1/8, with decrease in packet loss ratio of up to 1.23E-06, or a 21.44% 

improvement of SMA with MA of 1/8 over DT with Alpha of 4. 

 

Figure 5.49-SMAvsDT; Hi; Ports=16; Buffer=8192; ABL=256 

 

Figure 5.50-SMAvsDT; Lo; Ports=16; Buffer=8192; ABL=256 
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As it can be observed in figures 5.51 and 5.52, for a buffer size equal to 16384, DT 

performs better under high loads, presenting a decrease in packet loss ratio of up to 3.04E-02, or 

a 26.30% improvement of DT with Alpha of 4 over SMA with MA of 1/2. DT however is not the 

scheme with the lowest packet loss ratio when subjected to loads lower than 80%, it is instead 

SMA with a MA of 1/8, with decrease in packet loss ratio of up to 2.16E-06, or a 21.07% 

improvement of SMA with MA of 1/8 over DT with Alpha of 4. 

 

Figure 5.51-SMAvsDT; Hi; Ports=16; Buffer=16384; ABL=256 

 

Figure 5.52-SMAvsDT; Lo; Ports=16; Buffer=16384; ABL=256 
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5.3 Summary of Results 

As it can be observed in tables 5.1, 5.2 and 5.3, the scheme Dynamic Threshold always 

has a lower packet loss ratio than its static counterpart Sharing with Maximum Queue Lengths. 

However, DT is not always the best, under the tested scenarios it was found that a smaller 

number of ports, as well as a bigger available buffer increase the range of lower-end loads for 

which SMA with a minimum allocation of 1/8 trumps over DT with any of the tested Alphas, 

making it the best of the conventional schemes under loads of up 70% when the number of ports 

is 16 and the available buffer is 16384.

 

Table 5.1-Best Conventional Scheme for 
Different ABLs. NxN=64x64; Buffer=4096 

 

Table 5.2-Best Conventional Scheme for 
Different Number of Ports. ABL=256; 

Buffer=4096 

 

Table 5.3-Best Conventional Scheme for Different Buffer Sizes. ABL=256; NxN=16 

ABL Scheme Variable Load%

DT 4 10-70

DT 2 80-100

DT 4 10-70

DT 2 80-100

DT 4 10-80

DT 1 90-100

64

128

256

Ports Scheme Variable Load%

SMA 1/8 10-40

DT 4 50-100

SMA 1/8 10-20

DT 4 30-100

DT 4 10-80

DT 1 90-100
64

16

32

Buffer Scheme Variable Load%

SMA 1/8 10-20

DT 4 30-60

DT 2 70-100

SMA 1/8 10-20

DT 4 30-90

DT 2 100

SMA 1/8 10-20

DT 4 30-100

SMA 1/8 10-30

DT 4 40-100

SMA 1/8 10-40

DT 4 50-100

SMA 1/8 10-50

DT 4 60-100

SMA 1/8 10-70

DT 4 80-100

8192

16384

256

512

1024

2048

4096
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CHAPTER VI 

 
 

SQF VS BEST CONVENTIONAL SHARING MEMORY SCHEME 
 
 

In this chapter we test and evaluate the proposed scheme Shortest Queue First (SQF) 

under the same simulated scenarios as the best conventional scheme defined in the previous 

chapter in order to measure the extent to which SQF reduces packet loss ratio. 

 

6.1 Performance Evaluation under Different Average Burst Length 

As it can be observed in figure 6.1, for an ABL equal to 64, SQF performs the best under 

every offered load, presenting a decrease in packet loss ratio of up to 1.66E-03, or a 0.86% 

improvement of SQF over DT with an Alpha of 2, and a decrease in packet loss ratio of up to 

4.61E-02, or a 19.54% improvement of SQF over DT with Alpha of 4. 

 

Figure 6.1-SQFvsBest; Ports=64; Buffer=4096; ABL=64 
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From figure 6.2 it can be observed that for an ABL equal to 128, SQF performs better 

every tested load, presenting a decrease in packet loss ratio of up to 2.88E-03, or a 1.16% 

improvement of SQF over DT with an Alpha of 2, and a decrease in packet loss ratio of up to 

3.74E-02, or a 13.19% improvement of SQF over DT with Alpha of 4. 

 

Figure 6.2-SQFvsBest; Ports=64; Buffer=4096; ABL=128 

Figure 6.3 shows that for an ABL equal to 256, SQF performs better under all offered 

loads, presenting a decrease in packet loss ratio of up to 7.01E-03, or a 26.88% improvement of 

SQF over DT with an Alpha of 1, and a decrease in packet loss ratio of up to 3.21E-02, or a 

9.93% improvement of SQF over DT with Alpha of 4. 
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Figure 6.3-SQFvsBest; Ports=64; Buffer=4096; ABL=256 

 

6.2 Performance Evaluation under Different Number of Ports 

As it can be observed in figure 6.4, for a number of ports equal to 16, SQF performs 

better under all offered loads, presenting a decrease in packet loss ratio of up to3.05E-03, or a 

6.73% improvement of SQF over DT with an Alpha of 4, and a decrease in packet loss ratio of 

up to 5.04E-02, or a 21.26% improvement of SQF over SMA with MA equal to 1/8. 

 

Figure 6.4-SQFvsBest; Ports=16; Buffer=4096; ABL=256 
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Figure 6.5 shows that for a number of ports equal to 32, SQF performs better under all 

offered loads, presenting a decrease in packet loss ratio of up to 2.11E-03, or a 0.86% 

improvement of SQF over DT with an Alpha of 4. 

 

Figure 6.5-SQFvsBest; Ports=32; Buffer=4096; ABL=256 

From figure 6.6 it can be observed that for a number of ports equal to 64, SQF performs 

better under both high and low loads, presenting a decrease in packet loss ratio of up to 7.01E-

03, or a 26.88% improvement of SQF over DT with an Alpha of 1, and a decrease in packet loss 

ratio of up to 3.21E-02, or a 9.93% improvement of SQF over DT with Alpha of 4. 
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Figure 6.6-SQFvsBest; Ports=64; Buffer=4096; ABL=256 

 

6.3 Performance Evaluation under Different Buffer Size 

As it can be observed in figure 6.7, for a buffer size of 256, SQF performs better under all 

offered loads, presenting a decrease in packet loss ratio of up to 9.17E-03, or a 11.58% 

improvement of SQF over DT with an Alpha of 2, and a decrease in packet loss ratio of up to 

9.44E-03, or a 4.56% improvement of SQF over SMA with MA equal to 1/8. 

 

Figure 6.7-SQFvsBest; Ports=16; Buffer=256; ABL=256 
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Figure 6.8 shows that for a buffer size of 512, SQF performs better under all offered 

loads, presenting a decrease in packet loss ratio of up to 1.07E-02, or a 21.90% improvement of 

SQF over DT with an Alpha of 2, and a decrease in packet loss ratio of up to 1.75E-02, or a 

7.81% improvement of SQF over SMA with MA equal to 1/8. 

 

Figure 6.8-SQFvsBest; Ports=16; Buffer=512; ABL=256 

From figure 6.9 it can be observed that for a buffer size of 1024, SQF performs better 

under all offered loads, presenting a decrease in packet loss ratio of up to 6.24E-02, or a 37.90% 

improvement of SQF over DT with an Alpha of 4, and a decrease in packet loss ratio of up to 
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Figure 6.9-SQFvsBest; Ports=16; Buffer=1024; ABL=256 

As it can be observed in figure 6.10, for a buffer size of 2048, SQF performs better under 

all offered loads, presenting a decrease in packet loss ratio of up to 6.64E-02, or a 43.24% 

improvement of SQF over DT with an Alpha of 4, and a decrease in packet loss ratio of up to 

1.02E-01, or a 53.94% improvement of SQF over SMA with MA equal to 1/8. 

 

Figure 6.10-SQFvsBest; Ports=16; Buffer=2048; ABL=256 

1.E-06

1.E-05

1.E-04

1.E-03

1.E-02

1.E-01

1.E+00

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

P
a

c
k

e
t
 L

o
s
s
 R

a
t
io

Offered Load

SQF

Alpha=2

MA=1/8

1.E-06

1.E-05

1.E-04

1.E-03

1.E-02

1.E-01

1.E+00

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

P
a

c
k

e
t
 L

o
s
s
 R

a
t
io

Offered Load

SQF

Alpha=4

MA=1/8



87 
 

Figure 6.11 shows that for a buffer size of 4096, SQF performs better under all offered 

loads, presenting a decrease in packet loss ratio of up to 6.20E-02, or a 44.39% improvement of 

SQF over DT with an Alpha of 4, and a decrease in packet loss ratio of up to1.06E-01 or a 

57.79% improvement of SQF over SMA with MA equal to 1/8. 

 

Figure 6.11-SQFvsBest; Ports=16; Buffer=4096; ABL=256 

From figure 6.12 it can be observed that for a buffer size of 8192, SQF performs better 

under both high and low loads, presenting a decrease in packet loss ratio of up to 2.26E-03, or a 

2.83% improvement of SQF over DT with an Alpha of 4, and a decrease in packet loss ratio of 

up to 4.96E-02, or a 27.49% improvement of SQF over SMA with MA equal to 1/8. 
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Figure 6.12-SQFvsBest; Ports=16; Buffer=8192; ABL=256 

As it can be observed in figure 6.13, for a buffer size of 16384, SQF performs better 

under all offered loads, presenting a decrease in packet loss ratio of up to 1.61E-03, or a 1.89% 

improvement of SQF over DT with an Alpha of 4, and a decrease in packet loss ratio of up to 

3.94E-02, or a 32.05% improvement of SQF over SMA with MA equal to 1/8. 

 

Figure 6.13-SQFvsBest; Ports=16; Buffer=16384; ABL=256 
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6.4 Summary of Results 

When the proposed scheme SQF was compared to the conventional scheme with the best 

performance in terms of packet loss ratio, it was found that under each and all tested scenarios 

SQF presented an even lower packet loss ratio, as shown in tables 6.1, 6.2 and 6.3. Proving that 

achieving the highest possible fairness in the distribution of memory is the key for achieving a 

higher throughput, and thus minimizing packet loss ratio. 

 

Table 6.1-Best Scheme for Different ABLs. NxN=64x64; Buffer=4096 

 

Table 6.2-Best Scheme for Different Number of Ports. ABL=256; Buffer=4096 

 

Table 6.3-Best Scheme for Different Buffer Sizes. ABL=256; NxN=16 

  

ABL Scheme Load%

64 SQF 10-100

128 SQF 10-100

256 SQF 10-100

Ports Scheme Load%

16 SQF 10-100

32 SQF 10-100

64 SQF 10-100

Buffer Scheme Load%

256 SQF 10-100

512 SQF 10-100

1024 SQF 10-100

2048 SQF 10-100

4096 SQF 10-100

8192 SQF 10-100

16384 SQF 10-100
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CHAPTER VII 

 
 

CONCLUSIONS AND FUTURE WORK 
 
 

As memory in packet switches remains the bottleneck in terms of the speed and 

efficiency with which its services are provided, it becomes increasingly important to ensure the 

more efficient use of available resources in order to mitigate packet loss ratio and avoid the 

unnecessary retransmission of data that each dropped packet represents, which only adds to the 

problem by worsening traffic conditions. 

Having as primary goal the improvement of fairness with which memory is allocated to 

incoming packets, in Chapter II we proposed a new sharing memory scheme which we called 

Shortest Queue First. This scheme prioritizes incoming packets in terms of the lengths of their 

respective destination output port queues, providing a fair allocation of resources.  

In Chapter IV it was found that when the ABL increases so does packet loss; when the 

number of ports increases so does packet loss; and when buffer size increases packet loss 

decreases. In this chapter we were also able to determine the optimal configurations for SMA, 

SMXQ and DT under each of the tested scenarios. 

In Chapter V we used the data obtained in Chapter IV to compare the three conventional 

sharing memory schemes to determine which is the best one. In this chapter we were able to 

demonstrate that Dynamic Threshold is always better than its static counterpart Sharing with 

Maximum Queue lengths. However, DT is not always better than SMA, the latter performs better 
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under the lower spectrum of loads, and the range of loads increases with both decreasing number 

of ports, as well as increasing available buffer. 

In Chapter VI we evaluated the performance of SQF under the same scenarios as the 

conventional schemes, and a comparative performance evaluation was drawn in which it was 

determined that under each of the tested scenarios SQF presented a lower packet loss ratio than 

the best of the conventional sharing memory schemes, proving that our initial theory that fairness 

is key to improving throughput and thus lowering packet loss ratio to be true. 

As future work we can suggest the testing and comparison of the conventional schemes 

as well as the proposed scheme SQF in Multistage Interconnection Networks (MINs), as they are 

becoming an increasingly common way to build bigger switching fabrics. We can also suggest 

the implementation as well as testing of the scheme under real world traffic conditions.  
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