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ABSTRACT

Martinez, Eric M., Randomness, Information Encoding, and Shape Replication in Various Models

of DNA-Inspired Self-Assembly. Master of Science (MS), August, 2016, 74 pp., 2 tables, 30 figures,

57 references, 90 titles.

Self-assembly is the process by which simple, unorganized components autonomously

combine to form larger, more complex structures. Researchers are turning to self-assembly

technology for the design of ever smaller, more complex, and precise nanoscale devices, and as an

emerging fundamental tool for nanotechnology.

We introduce the robust random number generation problem, the problem of encoding a

target string of bits in the form of a bit string pad, and the problem of shape replication in various

models of tile-based self-assembly. Also included are preliminary results in each of these directions

with discussion of possible future work directions.

Also described is VersaTILE, a cross-platform multi-model self-assembly simulator for

various models of algorithmic self-assembly.
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CHAPTER I

INTRODUCTION

Algorithmic self-assembly is the process of designing molecules such that, through local

interactions, they autonomously combine to form larger, more complex structures. Self-assembly

occurs abundantly in nature and is an important mechanism during the construction and life-cycle of

all biological organisms. Researchers are turning to self-assembly technology for the design of ever

smaller, more complex and precise nanoscale devices [18], [25], [30], [32], [34], [41], [51], [52]. At

the macroscale, industry relies on machinery for the ability to fabricate components from simple

plastic to complex microchips. Devices this large, however, cannot operate on nanoscale molecules.

Self-assembly has emerged as a fundamental tool in the field of nanotechnology to tackle these

problems.

Algorithmic self-assembly allows for the simulation of complex computational processes

which allows for small, compact systems to efficiently assemble large complex shapes and patterns.

These systems also serve as models for the design of parallel molecular computers. Fully

understanding the power of self-assembly systems, and how to control them, presents the possibility

of designing molecular algorithms for precise and efficient manipulation of matter at the nanoscale.

Models inspired by the ability DNA strands to predictibly bond with their complementary strands

have been developed that may allow the theoretical portion of this line of research to be realized.

In this work, we consider models of algorithmic self-assembly that are tile-based. Tile-based

self-assembly systems have nonrotatable square tiles as the monomers of the system with glues

on each of their edges. These glues, based on certain rules, can allow tiles to interact and bind

with each other. DNA strands can be synthesized to simulate nonrotatable square tiles and their

glues, which is the inspiration for these types of self-assembly models. In this work, I explore
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several fundamental problems and detail my contributions in these directions: random number

generation, encoding information, shape replication, and simulation. Simulating various models of

self-assembly is an essential tool to debugging and testing self-assembling systems, without the

need for wetlab experiments.

Tile-based Self-Assembly

The simplest model, the abstract Tile Assembly Model, was first defined by [8] in which

the monomers of the assembly system are square tiles, with glue types assigned to tile edges.

Self-assembly within the tile assembly model is driven by a large (infinite) number of copies of a set

of tile types floating about, bumping into one another in the plane, and potentially sticking together

when glue affinities exceed some set threshold. This class of self-assembly model is motivated by

the ability to fold DNA strands into compact molecular building blocks, or tiles [2], [9], [10], [11],

[12], [26], [35], [42], and design a library of combinatorially distinct DNA strands [3], [4], [5], [6],

[7], [17], [19], [22], [23], [24], [29] for implementation of glues.

While simple, tile assembly has been extensively studied [15], [16], [21], [27], [31], [33],

[36], [37], [38], [39], [40], [43], [46], [48], [49], [50], [53], [54], [55], [56], [57], [60], [62], [64],

[68], [69], [71], [72], [73], [74], [76], [77], [78], [79], [89] and shown to be capable of universal

computation [8] to be intrinsically universal [63].

Summary of Contributions

Randomization and Fair Coins

Here I focus on the ability to generate uniformly random bits within the abstract Tile

Assembly Model, defined in Section II. This allows for the creation of tile systems that implement

randomized algorithms and models of computation. Previous research focused only on random

string generation and was restrictive and relied on specific concentrations of tiles [44], [49].

An aTAM algorithm generates a “fair coin” iff it generates a finite set of terminals that can

be partitioned into two subsets, and each subset is generated with probability 0.5.

This problem is trivial to solve with certain tile sets and tile type concentrations. If two tile
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types nondeterministically compete to bind at a single edge on a seed tile, using the same glue type

and exposing no new glues of their own, then this system can generate a fair coin, if the relative

concentrations of the competing tile types are equal. Each competing tile type has 1/2 probabability

of attaching. This solution, however, breaks down if the concentrations of the tile types are all

different. Instead, a result is shown that works invariant of the concentrations of the tile types.

Encoding information

We then turn our attention to the Staged Tile Assembly Model, defined in Section II. A key

primitive is the design of an x-bit string pad. A width-m gap- f x-bit string pad is a m × f (r − 1)+ 1

rectangular assembly with r glue types of value 0 or 1 exposed on the north face of the rectangle

at intervals of length f , starting from the westmost northern edge. It can be used to build linear

assemblies, as input for specifying an n × n rectangle, or to describe a desired shape to a Turing

machine implemented in the staged tile assembly model. Two methods for building bit string pads

are described. The first, describes how to build many different types of bit string pads, with each

type in their own bin, showcasing a complexity tradeoff between tile types and bins. The second

method, utilizes only tile types to encode a representation of a number in a higher base and then

“unpack” that representation into a bit string pad representing the original number in binary. These

constructions can be used to build “wings” that allow large assemblies to self-assembly linearly in

some specified order.

Shape replication

Here, I describe a process in which the power of assembly can be used to build a system

that first senses the shape of a given unknown object, then builds copies of that shape. This model

is an extension of the 2-Handed Assembly Model (2-HAM), defined in Section II, that allows for

positive as well as negative glue strengths. Prior work, has shown this problem to be solvable in

an extension of the 2-Handed Assembly Model which includes an RNAse enzyme. In this model,

there are two types of tiles (DNA or RNA) as well as an operation utilizing an RNAse enzyme which

destroys all tiles of the RNA type. A constant set of tile types plus a global enzyme operation are

3



combined with an input shape yield a replication system. This model is unsatisfactory as it requires

multiple stages and a global “destroy” operation. In this work, the model is much more simple and

only requires positive glue types (attractive forces) and negative glue types (repulsive forces). It

receives a shape as input and with the addition of O(1)-tile types, yields an unbounded number of

copies of the input shape.

Simulation of self-assembling systems

Here, I describe the simulation of self-assembling systems via software. Specifically, my

contributions towards VersaTILE, a cross-platform multi-model self-assembly simulator. Simulation

of self-assembling systems allows the user to debug, test, and experiment with simulations without

the use of wetlab experiments. By creating an easy-to-use simulator, I made it easy for researchers

to test and interact with their systems in real-time and also integrated many of the popular extensions

to the standard model proposed in literature.

4



CHAPTER II

BACKGROUND

The various models used in the different chapters are described below. The Abstract Tile

Assembly Model is the model used in Chapter III. The Staged Tile Assembly Model is the model

used in Chapter IV. The 2-Handed Tile Assembly Model is the model used in Chapter V.

Abstract Tile Assembly Model (aTAM)

Consider some alphabet of glue types Π. A tile is a unit square with four edges each assigned

some glue type from Π. Further, each glue type g ∈ Π has some non-negative integer strength

str(g). Each tile may be assigned a finite length string label, e.g., “black",“white",“0", or “1". For

simplicity, we assume each tile center is located at a pixel p = (px, py) ∈ Z2. For a given tile t, we

denote the tile center of t as its position. As notation, we denote the set of all tiles that constitute all

translations of the tiles in a set T as the set T∗. An assembly is a set of tiles each assigned unique

coordinates in Z2. For a given assembly α, define the bond graph Gα to be the weighted graph

in which each element of α is a vertex, and each edge weight between tiles is str(g) if the tiles

share an overlapping glue g, and 0 otherwise. An assembly α is said to be τ-stable for a positive

integer τ if the bond graph Gα has min-cut at least τ, and τ-unstable otherwise. A tile system is an

ordered triple Γ = (T, σ, τ) where T is a set of tiles called the tile set (we refer to elements of T as

tile types), σ is an assembly called the seed and τ is a positive integer called the temperature. When

considering a tile a that is some translation of an element of a tile set T , we will use the term tile

type of a to reference the element of T that a is a translation from. Assembly proceeds by growing

from assembly σ by any sequence of single tile attachments from T as long as each tile attachment

connects with strength at least τ. Formally, we define what can be built in this fashion as the set of
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producible assemblies:

Definition 2.1 (Producibility). For a given tile system Γ = (T, σ, τ), the set of producible assemblies

for system Γ, PRODΓ, is defined recursively:

• (Base) σ ∈ PRODΓ

• (Recursion) For any A ∈ PRODΓ and b ∈ T∗ such that C = A∪{b} is τ-stable, then C ∈ PRODΓ.

As additional notation, we say A→Γ1 B if A may grow into B through a single tile attachment,

and we say A→ΓB if A can grow into B through 0 or more tile attachments. An assembly sequence

for a tile system Γ is a sequence (finite or infinite) ®α = 〈α1, α2, . . . 〉 in which α1 = σ, each αi+1

is a single-tile extension of αi, and each αi is τ-stable. The frontier of an assembly α, written

as F(ω, Γ), is a partial function that maps an assembly ω and a tile system Γ to a set of tiles

{t ∈ T∗ |ω ∪ {t} ∈ PRODΓ ∧ t < ω}. We further define TERMΓ to be the subset of PRODΓ consisting

only of assemblies for which no further tile in T may attach (i.e., the assembly has an empty frontier).

Definition 2.2 (Finiteness and Space). For a given tile assembly system Γ = (T, σ, τ), we say Γ

is finite iff ∀β ∈ PRODΓ, ∃α ∈ TERMΓ : β →Γ α. That is, each producible assembly has a growth

path ending in a finite, terminal assembly. If Γ is not finite, we say it is infinite. Define the space

of an assembly α as |α |. Let the space of a tile assembly system be defined as the max
α∈TERMΓ

|α |

iff Γ is finite. If Γ is infinite, let space remain undefined. Note that a finite system may have

infinite/unbounded space.

Definition 2.3 (Extensibility). Consider a tile assembly system Γ = (T, σ, τ), and assembly

α ∈ PRODΓ. We denote the set of all locations at which a tile may stably attach to α as Lα. More

formally, Lα = {pt |t ∈ F(α, Γ)}. We say a tile system Γ is k-extensible iff ∀α ∈ PRODΓ, |Lα | ≤ k.

Informally, a tile assembly system is k-extensible iff at any point in the assembly process, the

assembly can only grow in at most k locations.
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Probability in Tile Assembly

We use the definition of probabilistic assembly presented in [31], [39], [49], [55], [61]. Let P

be a function denoting a concentration distribution over a tileset T representing the concentrations

of each tile type with the restrictions ∀t ∈ T, P(t) > 0 and
∑
t∈T

P(t) = 1. For a tile t, we sometimes

refer to P(t) as the concentration of t. Using a concentration distribution, we can consider

probabilities for certain events in the system. To study probabilistic assembly, we can consider the

assembly process as a Markov chain where each producible assembly is a state and transitions occur

with non-zero probability from assembly A to each B whenever A→Γ1 B. For each B that satisfies

A →Γ1 B, let tA→B denote the tile in T whose translation is added to A to get B. The transition

probability from A to B is defined to be

T RANS(A, B) = P(tA→B)∑
{C |A→Γ1C} P(tA→C)

(2.1)

The probability that a tile system Γ terminally assembles an assembly A is defined to be the

probability that the Markov chain ends in state A. For each A ∈ TERMΓ, let PROBP
Γ→A denote the

probability that Γ terminally assembles A with respect to concentration distribution P.

Definition 2.4 (Expected Space). For a given finite tile system Γ = (T, σ, τ), let the expected space

of Γ relative to a concentration distribution P be defined as

EXPECTEDSPACEΓ =
∑

α∈TERMΓ
|α | · PROBP

Γ→α

Definition 2.5 (Coin Flipping). We consider a finite tile system Γ a coin flip tile system with bias

b with respect to a concentration distribution P for some b ∈ R+ iff the set of terminal assemblies in

PRODΓ can be partitioned into two sets X and Y such that

����� ∑x∈X
PROBP

Γ→x −
∑
y∈Y
PROBP

Γ→y

����� ≤ 2b. A

fair coin flip tile system is a coin flip tile system with bias 0. We consider a finite tile system a

robust coin flip tile system with bias b iff it is a coin flip tile system with bias b for all concentration

distributions; i.e.

����� ∑x∈X
PROBC

Γ→x −
∑
y∈Y
PROBC

Γ→y

����� ≤ 2b for all concentration distributions C. A

robust fair coin flip tile system is a robust coin flip tile system with bias 0.
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Staged Tile Assembly Model

Tiles. A tile is a non-rotatable unit square with each edge labeled with a glue from a set Σ.

Each pair of glues g1, g2 ∈ Σ has a non-negative integer strength, denoted str(g1, g2). Every set Σ

contains a special null glue whose strength with every other glue is 0. If the glue strengths do not

obey str(g1, g2) = 0 for all g1 , g2, then the glues are flexible. Unless otherwise stated, we assume

that glues are not flexible.

Configurations, assemblies, and shapes. A configuration is a partial function A : Z2 → T

for some set of tiles T , i.e., an arrangement of tiles on a square grid. For a configuration A and

vector ®u = 〈ux, uy〉 ∈ Z2, A + ®u denotes the configuration f ◦ A, where f (x, y) = (x + ux, y + uy).

For two configurations A and B, B is a translation of A, written B ' A, provided that B = A + ®u for

some vector ®u. For a configuration A, the assembly of A is the set Ã = {B : B ' A}. An assembly Ã

is a subassembly of an assembly B̃, denoted Ã v B̃, provided that there exists an A ∈ Ã and B ∈ B̃

such that A ⊆ B. The shape of an assembly Ã is {dom(A) : A ∈ Ã} where dom() is the domain of a

configuration. A shape S′ is a scaled version of shape S provided that for some k ∈ N and D ∈ S,⋃
(x,y)∈D

⋃
(i, j)∈{0,1,...,k−1}2(k x + i, ky + j) ∈ S′.

Bond graphs and stability. For a configuration A, define the bond graph GA to be the

weighted grid graph in which each element of dom(A) is a vertex, and the weight of the edge

between a pair of tiles is equal to the strength of the coincident glue pair. A configuration is τ-stable

for τ ∈ N if every edge cut of GA has strength at least τ, and is τ-unstable otherwise. Similarly,

an assembly is τ-stable provided the configurations it contains are τ-stable. Assemblies Ã and

B̃ are τ-combinable into an assembly C̃ provided there exist A ∈ Ã, B ∈ B̃, and C ∈ C̃ such that

A
⋃

B = C, dom(A)⋂ dom(B) = ∅, and C̃ is τ-stable.

Two-handed assembly and bins. We define the assembly process via bins. A bin is an

ordered tuple (S, τ) where S is a set of initial assemblies and τ ∈ N is the temperature. In this work,

τ is always equal to 2 for upper bounds, and at most some constant for lower bounds. For a bin

(S, τ), the set of produced assemblies P′(S,τ) is defined recursively as follows:

8



1. S ⊆ P′(S,τ).

2. If A, B ∈ P′(S,τ) are τ-combinable into C, then C ∈ P′(S,τ).

A produced assembly is terminal provided it is not τ-combinable with any other producible assembly,

and the set of all terminal assemblies of a bin (S, τ) is denoted P(S,τ). That is, P′(S,τ) represents the

set of all possible assemblies that can assemble from the initial set S, whereas P(S,τ) represents only

the set of assemblies that cannot grow any further.

The assemblies in P(S,τ) are uniquely produced iff for each x ∈ P′(S,τ) there exists a

corresponding y ∈ P(S,τ) such that x v y. Unique production implies that every producible assembly

can be repeatedly combined with others to form an assembly in P(S,τ).

Staged assembly systems. An r-stage b-bin mix graph M is an acyclic r-partite digraph

consisting of rb vertices mi, j for 1 ≤ i ≤ r and 1 ≤ j ≤ b, and edges of the form (mi, j,mi+1, j ′)

for some i, j, j′. A staged assembly system is a 3-tuple 〈Mr,b, {T1,T2, . . . ,Tb}, τ〉 where Mr,b is an

r-stage b-bin mix graph, Ti is a set of tile types, and τ ∈ N is the temperature. Given a staged

assembly system, for each 1 ≤ i ≤ r , 1 ≤ j ≤ b, a corresponding bin (Ri, j, τ) is defined as follows:

1. R1, j = Tj (this is a bin in the first stage);

2. For i ≥ 2, Ri, j =
( ⋃

k: (mi−1,k,mi, j )∈Mr,b

P(R(i−1,k),τi−1,k )
)
.

Thus, bins in stage 1 are tile sets Tj , and each bin in any subsequent stage receives an initial

set of assemblies consisting of the terminally produced assemblies from a subset of the bins in

the previous stage as dictated by the edges of the mix graph.1 The output of a staged system is

the union of the set of terminal assemblies of the bins in the final stage.2 The output of a staged

1The original staged model [38] only considered O(1) distinct tile types, and thus for simplicity allowed tiles to be

added at any stage (since O(1) extra bins could hold the individual tile types to mix at any stage). Because systems here

may have super-constant tile complexity, we restrict tiles to only be added at the initial stage.
2This is a slight modification of the original staged model [38] in that there is no requirement of a final stage with a

single output bin. It may be easier in general to solve problems in this variant of the model, so it is considered for lower

bound purposes. However, all results herein apply to both variants of the model.
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system is uniquely produced provided each bin in the staged system uniquely produces its terminal

assemblies.

2-Handed Tile Assembly Model (2HAM)

Here we define the two-handed tile self-assembly model (2HAM) with both negative and

positive strength glue types, as well as formulate the problem of designing a tile assembly system

that replicates any input shape. The 2HAM model was first presented in [68]. The 2HAM is a

variant of the abstract tile self-assembly model (aTAM) first presented in [20] in which there is no

seed tile, and large assemblies may combine together.

Tiles and Assemblies. A tile is an axis-aligned unit square centered at a point in Z2, where

each edge is labeled by a glue selected from a glue set Π. A strength function str : Π → Z denotes

the strength of each glue. Two tiles that are equal up to translation have the same type. A positioned

shape is any subset of Z2. A positioned assembly is a set of tiles at unique coordinates in Z2, and

the positioned shape of a positioned assembly A is the set of coordinates of those tiles.

For a given positioned assembly Υ, define the bond graph GΥ to be the weighted grid graph

in which each element of Υ is a vertex and the weight of an edge between tiles is the strength of the

matching coincident glues or 0.3 A positioned assembly C is said to be τ-stable for positive integer

τ provided the bond graph GC has min-cut at least τ, and C is said to be connected if every pair of

vertices in GC has a connecting path using only positive strength edges.

For a positioned assembly A and integer vector ®v = (v1, v2), let A®v denote the assembly

obtained by translating each tile in A by vector ®v. An assembly is a set of all translations A®v of a

positioned assembly A. An assembly is τ-stable if and only if its positioned elements are τ-stable.

An assembly is connected if its positioned elements are connected. A shape is the set of all integer

translations for some subset of Z2, and the shape of an assembly A is defined to be the union of

the positioned shapes of all positioned assemblies in A. The size of either an assembly or shape X ,

denoted as |X |, refers to the number of elements of any positioned element of X .

3Note that only matching glues of the same type contribute a non-zero weight, whereas non-equal glues always

contribute zero weight to the bond graph. Relaxing this restriction has been considered as well [28].
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Breakable Assemblies. An assembly is τ-breakable if it can be cut into two pieces along a

cut whose strength sums to less than τ. Formally, an assembly C is breakable into assemblies A and

B if A and B are connected, and the bond graph GC ′ for some assembly C′ ∈ C has a cut (A′, B′)

for A′ ∈ A and B′ ∈ B of strength less than τ. We call A and B a pair of pieces of the breakable

assembly C.

Combinable Assemblies. Two assemblies are τ-combinable provided they may attach along

a border whose strength sums to at least τ. Formally, two assemblies A and B are τ-combinable into

an assembly C provided GC ′ for any C′ ∈ C has a cut (A′, B′) of strength at least τ for some A′ ∈ A

and B′ ∈ B. We call C a combination of A and B.

Note that A and B may be combinable into an assembly that is not stable. This is a key

property that is leveraged throughout our constructions. See Figure 2.1 for an example.

X
Y

X

Y

N
Z

Z

N X
Y

X

Y

N
ZZ

N X
Y

X

Y

N
ZZ

N

(a) (b) (c)

2

-1

Figure 2.1: A simple example of attachment and detachment events and the notation for the shape replication

construction. On each tile, the glue label is presented. Red (shaded) labels represent negative

glues, and the relevant glue strengths for the tiles can be found in the captions. For caption

brevity, for a glue type X we denote str(X) simply as X (e.g. X + Y =⇒ str(X) + str(Y )). In

this temperature one, (τ = 1) example, X = 2, Y = 1, Z = 2, and N = −1. (a) The three tile

assembly on the left attaches with the single tile with strength Z + N = 2 − 1 = τ resulting in the

2 × 2 assembly shown in (b). However, this 2 × 2 assembly is unstable along the cut shown by

the dotted line, since Y + N = 1 − 1 < τ. Then the assembly is breakable into the assemblies

shown in (c).

States, Tile Systems, and Assembly Sequences. A state is a multiset of assemblies whose

counts are in Z+
⋃∞. We use notation S(x) to denote the multiplicity of an assembly x in a state S.

A state S1 transitions to a state S2 at temperature τ, and is written as S1 →τ
1 S2, if S2 is obtained
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from S1 by either replacing a pair of combinable assemblies in S1 with their combination assembly,

or by replacing a breakable assembly in S1 by its pieces. We simplify this to S1 →1 S2 when τ is

clear from context. We write S →τ S′ to denote the transitive closure of→τ
1, i.e., S →τ S′ means

that S →τ
1 S1 →τ

1 S2 →τ
1 . . . Sk →τ

1 S′ for some sequence of states 〈S1, . . . Sk〉.

A tile system is an ordered tuple Γ = (σ, τ)whereσ is a state called the initial system state and

τ is a positive integer called the temperature. We refer to any sequence of states 〈σ, S1, S2, . . . , Sk〉

such that σ →τ
1 S1, and Si →τ

1 Si+1 for i = {1 . . . k − 1}, as a valid assembly sequence for Γ. We

denote any state P at the end of of a valid assembly sequence (equivalently, σ →τ P) as a producible

state of Γ, and any assembly contained in a producible state is said to be a producible assembly.

A producible state T is said to be terminal if T does not transition at temperature τ to any other

state. A producible assembly is terminal if it is not breakable and not combinable with any other

producible assembly.
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CHAPTER III

RANDOM NUMBER GENERATION

Introduction

A promising new direction in self-assembly is the consideration of randomized self-assembly

systems. In randomized self-assembly (a.k.a. nondeterministic self-assembly), assembly growth is

dictated by nondeterministic, competing assembly paths yielding a probability distribution on a set

of final, terminal assemblies. Through careful design of tile-sets, and the relative concentration

distributions of these tiles, a number of new functionalities and efficiencies have been achieved

that are provably impossible without this nondeterminism. For example, by precisely setting the

concentration values of a generic set of tile species, arbitrarily complex strings of bits can be

programmed into the system to achieve a specific shape with high probability [39], [49]. Alternately,

if the concentration of the system is assumed to be fixed at a uniform distribution, randomization

still provides for efficient expected growth of linear assemblies [61] and low-error computation

at temperature-1 [55]. Even in the case where concentrations are unknown, randomized self-

assembly can build certain classes of shapes without error in a more efficient manner than without

randomization [67].

Motivated by the power of randomized self-assembly, along with the potential for even greater

future impact, we focus on the development of the most fundamental randomization primitive: the

robust generation of a uniform random bit. In particular, we introduce the problem of self-assembling

a uniformly random bit that is guaranteed to work for all possible concentration distributions. We

define a tile system to be a coin flip system, with respect to some tile concentration distribution,

if the terminal assemblies of the system can be partitioned such that each partition has exactly
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probability 1/2 of assembling one of its terminals. We say a system is a robust coin flip system if

such a partition exists that guarantees 1/2 probability for all possible tile concentration distributions.

Through designing systems that flip a fair coin for all possible (adversarially chosen) concentration

distributions, we achieve an intrinsically fair coin-flipping system that is robust to the experimental

realities of imprecise quantity measurements. Such fair systems may allow for increased scalability

of randomized self-assembly systems in scenarios where exact concentrations of species are either

unknown or intractable to predict at successive assembly stages.

Unbounded Space, 1-Extensible, Robust Coin Flipping

Below, we describe a 1-extensible aTAM system capable of robust fair coin flips in unbounded

space. In 1951, John von Neumann gave a simple method for extracting a fair coin from a biased one

[1]. We show an algorithm based on the Von Neumann extractor. Algorithm 1 uses an unbounded

number of rounds to extract a fair coin flip. We use Algorithm 1 to show that a fair coin flip extractor

can be implemented in the aTAM to achieve an unbounded space, 1-extensible, robust coin flip tile

system. Let Algorithm 2 denote an extension of this method in which we create a bounded fair coin

flip extractor by adding a parameter k which controls the maximum number of rounds allowed. If

after all k rounds have been exhausted the system has not returned a fair coin flip, the result of a

single flip is returned. We implement this bounded coin flip extractor in the aTAM and achieve an s

space, 1-extensible, and robust coin flip tile system with bounded bias, for some space constraint s.

We now describe our 1-extensible aTAM tile system that implements Algorithm 1. In

Algorithm 1, a coin is a set of cardinality 2 with possible values heads and tails. flip is a function

that selects and returns a heads or tails value based on the probabilities h and t, respectively, where

h, t ∈ (0, 1) and h + t = 1. In our construction, calls to the flip function are carried out by a

nondeterministic competition for attachment between a h tile and a t tile. Aside from calls to the flip

function, the rest of the algorithm can be implemented by deterministic tile placements. Figure 3.1

gives the tile set used in the construction. This construction yields Theorem 3.1, and an example is

shown in Figure 3.2.
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Algorithm 1: Unbounded

Input: h, t ∈ R, where 0 < h < 1, t = 1 − h
Output: heads or tails
1: procedure UnboundedFCFE(h, t)
2: coin = {heads, tails}
3: pdist = {h, t}
4: repeat
5: f lip_1← f lip(coin, pdist)
6: f lip_2← f lip(coin, pdist)
7: until f lip_1 , f lip_2
8: return f lip_2
9: end procedure
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Figure 3.1: Here we have the algorithm for an unbounded fair coin flip extractor on the left and the tile set

for the construction that implements that algorithm on the right. The relative concentrations of

the h tile and t tile serve as parameters h and t, respectively. The tile labeled S is the seed of the

tile assembly system and the temperature is 2. The strength of the glues are as follows: str(0)=1,

str(1)=1, str(A)=2, str(B)=2, str(C)=1, str(D)=1, str(F)=1, str(G)=2, str(R)=2, and str(R’)=2.

Theorem 3.1. There exists a 1-extensible tile system Γ = (T, σ, 2) in the aTAM that implements a

robust fair coin flip tile system (unbounded) and achieves O
(

1
pq

)
expected space, where p and q

denote the relative concentrations of the two tiles with the largest difference in concentration for a

given concentration distribution.

Proof. Let the probability that flipping a single coin is heads be represented by u and tails be

represented by 1 − u. In our construction, we have a h tile and a t tile with concentrations Ch and Ct ,

respectively. Let u = Ch

Ch+Ct
and v = 1 − u. In each round, we flip two times. Let the probability

of generating a bit each round be g = 2uv. Then, let the expected total number of flips be t. If

we succeed in the first round, we have only flipped twice. Otherwise, we have to start over, so the

expected remaining number of flips is still two. Therefore, t = 2g + (1 − g)(2 + t) = 2
g .

Using this strategy, each round requires two flips. Heads and tails each have a probability uv

of being generated. Thus, each round can succeed with a probability 2uv and the average number of

flips required to generate a bit is 2
g =

2
2uv =

1
uv . Since each round utilizes two flips, the expected

number of rounds is then t
2 =

1
2uv . In the best case, u = v and the expected number of rounds would
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Figure 3.2: A sample of producible assemblies for Round 1.

be 1
2uv = 2. In the worst case, the two tiles with the largest difference in concentration are the h tile

and t tile implying 1
2uv =

1
2pq . Each round places a constant number of tiles z, therefore the expected

space of generating a coin flip is the expected number of rounds multiplied by the number of tiles

per round, z
2pq = O

(
1
pq

)
. The placement of an H tile or T tile maps to the event that the algorithm

returns heads or tails, respectively. �
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Fixed Space, 1-Extensible, Robust Coin Flipping

We can also now limit the number of rounds, k, so that space of the system does not exceed

some constraint s by using some additional tile types and modification to glue strengths. If after k

rounds, the system has not returned a fair coin flip, the system returns the result of a single additional

flip of the two tiles used in nondeterministic attachment. This bounded fair coin flip extractor can

be implemented in the aTAM to achieve a fixed space, 1-extensible, robust coin flip tile system with

bounded bias. The bounded k-rounds can be controlled by first constructing a column of height

O(k) with glues that allow the variant of the construction of Theorem 3.1 to grow along the right

edge of the column. Note that this column can be built more efficiently, by allowing some width,

using a 1-extensible version of the aTAM counter construction from [28] for a desired base, leading

to a tradeoff in bias, space, and tile complexity.

Theorem 3.2. There exists an s space 1-extensible robust coin flip tile system in the aTAMwith bias

p(s/10), where p is the larger relative concentration from the pair of tiles with the largest difference

in concentration for a given concentration distribution.

Proof. We need at most 7 tile placements to perform a single additional flip when we fail all allotted

rounds and each round places 10 tiles. We design a system that can perform as many possible

rounds, k, given s − 7 space, where

s
10
− 1 < k = b(s − 7)/10c < s

10
. (3.1)

In the worst case, the two tile types with the largest difference in concentration, for a given

concentration distribution, are the two tile types used in nondeterministic attachment. In our

construction, those tiles are the h tile and a t tilewith concentrations Ch and Ct , respectively. Without

loss of generality, consider that Ch > Ct and thus, p = Ch

Ch+Ct
and let q = 1 − p. Let P(X = heads)

denote the probability that this system returns a heads and P(X = tails) = 1−P(X = heads). Let Fk

denote the probability that the system fails to return a coin flip after k rounds, that is Fk = (1− 2pq)k .

Therefore, P(X = heads) = pFk +
1−Fk

2 and
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|P(X = heads) − P(X = tails)|
2

= Fk

(
p − 1

2

)
. (3.2)

And, since 1
2 < p < 1 and pk ≥ Fk ,

Fk

(
p − 1

2

)
≤ pk

(
p − 1

2

)
≤ pk+1

< p
s
10 .

(3.3)

Therefore,

2p
s
10 ≥ |P(X = heads) − P(X = tails)| (3.4)

which implies this system has bias p
s
10 . �

The Big Picture

The 1-extensible results detailed above show that a robust fair coin flip can be generated in

unbounded space, but when the amount of space is bounded, the construction incurs bounded bias.

A natural question then would be, is there an aTAM construction that constitutes a robust fair coin

flip system which completes in a guaranteed O(1) space even at temperature one? This and other

results, are included in the published version [77] of this body of work. The results detailed above

showcase my primary contributions to [77].

In [77], our primary result is an aTAM construction that constitutes a robust fair coin flip

system which completes in a guaranteed O(1) space even at temperature one. We apply our robust

coin-flip construction to the result of Chandran, Gopalkrishnan, and Reif [61] to show that for

any positive integer n, there exists a O(log n) tile system that assembles a constant width-4 linear

assembly of expected length n that works for all concentration assignments. This result is for

temperature two; at temperature one it must be a width-6 linear assembly. We accompany this result

with a proof that such a concentration independent assembly of width-1 assemblies is not possible
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with fewer than n tile types. We further accompany our main coin-flip construction with variant

constructions that provide trade-offs among standard aTAM metrics such as space, tile complexity,

and temperature, as well as new metrics such as coin bias, and the extensibility of the system, which

is the maximum number of distinct locations a tile can be added to a single producible assembly of

the system.

We utilize the coin-flip construction as a fair random bit generator for implementation of

some classical random number generation algorithms. We show that 1-extensible systems, while

computationally universal, cannot robustly coin-flip in bounded space without incurring a bias, but

can robustly coin-flip in bounded expected space. We also consider the more extreme model in

which concentrations may change adversarially at each assembly step. We show that the aTAM

cannot robustly coin flip in bounded space within this model, but a number of more exotic extensions

of the aTAM from the literature are able to robustly coin flip in O(1) space. The problem of

self-assembling random bits has been considered before [45], but their technique, and almost all

randomized techniques to date, do not work when arbitrary concentrations are considered. Further,

we utilize the self-assembly of uniform random bits to implement algorithms for uniform random

number generation for any n, one construction achieving an unbiased generator with unbounded

space and the other imposing a space constraint while incurring some bias.
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CHAPTER IV

INFORMATION ENCODING

Introduction

The staged (tile assembly) model is a generalization of the two-handed (2HAM) [38], [48],

[68], [69] or hierarchical [62], [75] tile assembly model. In the aTAM, single tiles attach to a

growing multi-tile seed assembly. The 2HAM additionally permits multi-tile assemblies attach to

each other, yielding a growth process strictly more general than that of the aTAM [68].

The staged assembly model extends the 2HAM by including the ability to simultaneously

carry out separate assembly processes in multiple bins. Such separation is motivated by similar

experimental practices wherein many reactions are carried out simultaneously in distinct test tubes,

often automated via liquid-handling robots [65].

In the staged model, a bin begins with a set of input assemblies previously assembled in

other bins. These assemblies are repeatedly attached pairwise to yield a growing set of producible

assemblies until all possibilities are exhausted. The producible assemblies not attachable to any

other producible assemblies during this process are the output assemblies of the bin, and may be

used as input assemblies for other bins.

An instance of the staged model, called a staged system, consists of many bins stratified into

stages, and a mix graph that specifies which bins in each stage supply input assemblies for bins in

the following stage. Input assemblies for bins in the first stage are sets of individual tiles, and the

output assemblies of bins in the final stage are considered the output of the system.

Complexity in staged assembly. A common goal in the design of self-assembling systems

is production terminal assemblies that meets some criteria. Here we consider the design of “efficient”
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(a)

Figure 4.1: Example of a bit string pad. For compactness, glues are denoted by their subscripts in figures for

the remainder of this chapter (e.g. g0 denoted as 0). An example bit string r = 10011101001

encoded as a width-4 gap-2 11-bit string pad whose north-facing glues correspond to the bits in

r .

systems with minimum complexity that assemble our target assemblies. Three metrics exist for

staged systems:

• Tile type complexity: the number of distinct tile types used in the system.

• Bin complexity: the maximum number of bins used in a stage.

• Stage complexity: the number of stages.

Below is a description of the efficient assembly of bit string pads, shown in Figure 4.1:

assemblies that expose a sequence of north-facing glues that encode a bit string.

Definition 4.1 (Bit string pad). A width-k gap- f r-bit string pad is a k × ( f (r − 1) + 1) rectangular

assembly with r glues from a set of two glue types {g0, g1} exposed on the north face of the rectangle

at intervals of length f , starting from the westmost northern edge. All remaining exposed glues on

the north tile edges have some common label gF . The remaining exposed south, east, and west tile

edges have glues gS, gE , and gW . A bit string pad represents a given string of r bits if the exposed

g0 and g1 glues from west to east, on the north facing edges, are equal to the given bit string.

The ability to reliably encode bit strings on assemblies is a fundamental primitive for many

self-assembly algorithms. Two upper-bound constructions are detailed in the proceeding sections of

this chapter. In the “Big Picture” section, lower bounds are stated that motivate these constructions

as well how these constructions play a role in the published version [85] of this work.
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Unique Bit String Pads in Separate Bins

In this section, a b bin system constructs all possible blog bc-bit string pads, each contained

in a distinct bin.

Lemma 4.2. There exists a constant c such that for any b, t ∈ N with b, t > c, there exists a τ = 2

staged assembly system with b bins, t tile types, and O( log log b
log t ) stages whose uniquely produced

output is all width-2 gap-1 blog(b)c-bit string pads, each placed in a distinct bin.

Proof. Let γ = b t−4
2 c + 1. The construction has three cases, depending upon the relative values of γ

(determined by t) and b.

Case 1: γ < 2 log b and b = γn for n ∈ N. All three cases use width-2, gap-0 1-bit string

pads called binary gadgets: O(1)-sized assemblies representing 0 and 1. The remaining tile types

are used to assemble 2(γ − 1) connectors that bind to the west and east ends of binary gadgets.

Connectors come in west and east varieties and connector has a positive integer index such that two

connectors can bind to one another if and only if their indices are equal.

For each k ∈ {1, 2, . . . , γ − 1}, assemble west and east connectors with index k. Then repeat

the following 2-stage “round” seen in Figure 4.3. The ith round begins with 2γi−1 binary gadgets,

each in their own bin, and each of the west and east connectors stored in their own bins. In the first

stage of the round, mix each binary gadget with west and east connectors with indices h − 1 and h,

respectively, for all h ∈ {1, 2, . . . , γ − 1}, In the special case that h = 1 or h = γ − 1, omit the west

or east connector, respectively. The result is γ2γi distinct assemblies, with each assembly in its own

bin. The tile set for bit string pads and connectors can be seen in Figure 4.2.

In the second stage of the round, selectively mix the γ-size subsets of the γ2γi−1 bins,

choosing one binary gadget with each pair of connector indices, to assemble all width-2 γi-bit string

pads in separate bins. The number of bins used in round i is thus 2γi + γ: enough for all γi-bit string

pads and the γ (reusable) connectors.

Perform sufficient rounds to assemble all blog(b)c-bit string pads, i.e., the smallest integer r

such that γr ≥ log(b) and thus r = blogγ log(b)c. In the last stage of round r, the number of bins
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Figure 4.2: Example of bit string pads and winged bit string pads. Left: 2 width-2 1-bit string pads. Right:

2γ versions of each bit string pad with pairs of west and east connectors attached, as done in the

first stage of each round.

used can be reduced to 2γr , dropping the γ additional bins containing connectors.

The number of bins used then does not exceed b since 2γi + γ ≤ 2γr ≤ b for all i < r.

Moreover, the number of stages used is O(r) = O( log log b
log γ ) = O(

log log b
log t ). This construction requires

b, t > c for some constant c large enough to ensure γ ≥ 1 and b can accommodate at least 1 of each

of the bin types.

Case 2: γ < 2 log(b) and b , γn for n ∈ N. Note that this case is identical to Case 1, except

that b is not a power of γ. Thus the desired length of the assembled bit string pads are between γr−1

and γr for some r; as a solution, bit string pads are assembled from collections of shorter bit string

pads of power-of-γ lengths.

Let d1d2 . . . dblogγ(b)c be the base-γ expansion of b, with Di representing dblogγ(b)c−i+1. New

special connectors with index 0 are used, in addition to the standard connectors from Case 1. Each

round also uses growth bins, output bins, and west and east incubator bins. West and east incubator

bins contain growing
∑i

j=1 D jγ
j−1-bit string pads with special west or east connectors, respectively.

As in Case 1, use logγ(b) rounds to assemble growing sets of longer bit string pads; the

ith round begins with all γi−1-bit string pads in separate growth bins. In the first stage of the ith

round, mix standard connectors with these pads to assemble γ versions of all γi−1-bit string pads

in separate growth bins. Also, the output bins are carried down from the previous stage. In the

second stage of the ith round, if Di > 0, selectively mix γ-sized subsets of bit string pads with
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Figure 4.3: A 2-stage round used in Case 1 of Lemma 4.2. Top: at Round i Stage 0, every γi−1-bit string

pad is in a separate bin (labeled according to index). Middle: in Stage 1, each of the γi−1-bit

string pads is mixed with γ different pairs of west and east connectors with consecutive values,

yielding γ versions of each γi−1-bit string pads. Bottom: in Stage 2, bit string pads from Stage 1

are mixed in size-γ groups, assembling every possible γi-bit string pad.

standard connectors (stored in growth bins) to assemble all Diγ
i−1-bit string pads in separate bins.

When i = 1 or the output bins are empty, these bit string pads are stored in their own output bins.

Otherwise, the output bins are not empty; and they are also mixed with west connectors and stored

in west incubator bins. In the same stage, mix every bit string pad, from the output bins, with a

special east connector and store them in east incubator bins. Then, in a third stage mix all pairs of

west and east incubator bins into separate output bins, replacing any previous output bins.

For all but the last round, mix γ-sized subsets of bit string pads with standard connectors

(stored in growth bins) to assemble all γi-bit string pads in separate growth bins, replacing the previous

growth bins. Since each round concatenates Diγ
i−1 bits to the bit string pads in output bins, the bit

string pads assembled in the output bins of the final round represent
∑blogγ(b)c

j=1 D jγ
j−1 = blog(b)c
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Figure 4.4: A 3-stage round used in Case 2 of Lemma 4.2. The bins labeled growth bins follow the same

process as Case 1. Special west connectors are mixed with Di of the bitpads (from the growth

bins of Stage 1 of Round i) to produce the bitpads stored in the west incubator bins. Special east

connectors are mixed with the bitpads stored in the outputs bins (produced in the previous round)

to produce the bitpads stored in the east incubator bins. In Stage 3, all possible pairs of bitpads

from west and east incubator bins are mixed to produce the bitpads stored in the output bins for

Round i. If it is not the final round, the growth bins are also carried down.

bits. The high-level idea for the construction can be seen in Figure 4.4.

This construction requires b, t > c for some constant c large enough to ensure that γ ≥ 1

and at least one of each bin type (growth, output, etc.) is available. The number of stages remains

O( log log b
log t ).

Case 3: γ ≥ 2 log(b). Let β = blog(b)c. Begin with β bins, each containing a binary gadget

representing 0 with a distinct pair of west/east glues g1 and g2, g2 and g3, etc. Similarly, create a

second set of identical β bins, but with binary gadgets representing 1. In the second stage, combine

every β-sized subset of bins that contain binary gadgets with distinct west/east glue pairs to assemble

all β-bit string pads. �
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Fattening

Roughly speaking, “fattening” replaces a single tile type with a set of 5 corresponding tile

types and a generic filler assembly of length k − 2 to yield a 2 × k assembly which exposes the

same glues as the original tile (see Figure 4.5). Fattening is used as a subroutine for assembling

decompression pads and can also further be used to increase the gap between the bitpads generated.

A filler assembly is an assembly of length k − 2 used to fatten a tile type to some length k.

The technique in Section IV for assembling bit string pads can be used to assemble length-Θ(log b)

filler assemblies. Lemma 4.2 yields all length-log(b) bit string pads in O( log log b
log t ) stages; small

modifications yields a filler assembly of the same length in the same complexity.
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Figure 4.5: “Fattening” a single tile type from width 1 to width k. (a) The tile to be fattened is shown. (b) 5

tile types, based on the tile to be fattened, are mixed with a length-(k − 2) filler assembly which

“fattens” the assembly from width 1 to width k. The four glues of the original are exposed in the

same directions.

Encoding Via Tile Types

Here the goal is to design a collection of t tile types that assembles a target string ofΘ(t log t)

bits in bit string pad form. The solution is to utilize the base conversion approach of [15], [28], [37],

[81]. In this approach, tile types optimally encode integer values in a higher base (than binary) and

then are “decompressed” into a binary representation. In total, t tile types are used to encode a value

in a high base and decompress this representation into a string of Θ(t log t) bits.
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Definition 4.3 (Decompression pad). For k, d, x ∈ N and u = 2x , a width-k d-digit base-u

decompression pad is a k × dx rectangular assembly with d glues from a set of u − 1 glue types

{g0, g1, ..., gu−1} exposed on the north face of the rectangle at intervals of length x − 1 and starting

from the westmost northern edge. All remaining glues on the north surface have a common type gN .

The remaining exposed south, east, and west tile edges have glues gS, gE , and gW . The exposed glues

on the northern edge, disregarding glues of type gN , ga1, ga2, . . . , gad represent string a1, a2, . . . , ad .

Consider the following example, also seen in Figure 4.6. Let S = 010100000 (S = 240 in

base 8) be a bit string, with the goal of constructing a width-3 9-bit string pad representing S. First,

build a decompression pad representing S in base 8 by combining 3 different 3 × log2(8) blocks.

Then convert the decompression pad into a bit string pad representing S using O(u) tile types, where

u = 8.

U0=010 U1=100 U2=000

} } }

x=2
spacing

x=2
spacing

x=2
spacing

B B B B B010 100 B 000

0 01 1 10 0 00

0 1 0 1 0 0 0 0 0

Figure 4.6: Example of “decompressing” a decompression pad into bit string pad. Left: a width-2 gap-

(log(u) − 1) decompression pad representing a bit string S = 010100000 in base u = 8. Right:

O(u) decompression tiles interact with the north glues of the decompression pad to combine into

a width-3 bit string pad representing S in base 2.

Lemma 4.4. Given integers x ≥ 3, d ≥ 1 and u = 2x , there exists a 1-stage, 1-bin staged τ = 2

self-assembly system whose uniquely produced output is a d-digit decompression pad of width-2

and base-u, using at most 5d + log(u) − 2 tile types.

Proof. Consider a string of d digits, S = s0s1 . . . sd−1 in a base u. We want to build a decompression

pad that has glues on the north facing side representing each of the d digits with log(u) − 1 spacing

between the d digits (to have room to unpack into base-2) and with gB glues on the north surface of

those log(u) − 1 regions. We can use the algorithm in Figure 4.7 to create the tiles that build the
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Figure 4.7: Generating the tile sets for decompression pads. Using the algorithm on the left, we can generate

a tile for each digit in the string, S = 240 with base u = 8, to get the tiles in A. We can fatten the

tiles in A to length log(u) to get the tile set in B. We modify the fattening process described in

Section IV such that all glues on the north surface, other than the eastmost one, are of type gB.

Finally, C shows us how the tile set of B can self-assemble into a decompression pad for string S.

The algorithm takes as input a string of digits in base u, S = s0s1 . . . sd−1. For every digit in the

string, it creates a new tile type with the digit, converted to binary, as its north glue. The east

glues and west glues bind to the next and previous digits in the sequence, respectively.
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Figure 4.8: The set of tiles used to decompress a decompression pad representing a string in base 8. It

requires 2u − 2 tile types, where base u = 8, in this example. Similar tile sets can be made for

any base u, using 2u − 2 tiles. These tiles interact with glues exposed on a decompression pad

and extract bits along the north surface.

decompression pad by first considering a tile for each of the d digits, then fattening it so that it has

length log(u). This algorithm creates a series of length-log(u) decompression pads for each digit in

S. These length-log(u) decompression pads self-assemble into a length-d log(u) decompression pad

representing S. The length-log(u) decompression pads are created via fattening singleton tiles that

chain together so that each singleton becomes a 2 × log(u) block. For an overview of fattening, see

Section IV. Each block uses a shared filler of length log(u) − 2 built with log(u) − 2 tile types. Each

digit requires 5 tile types to fatten. Therefore, the total tile complexity is 5d + log(u) − 2. �

Lemma 4.5. Given integers d ≥ 3, x ≥ 3, u = 2x , and bit string S of length d log(u), there exists a
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τ = 2 staged assembly system with 1 bin, 5d + 2u+ log(u) − 4 tile types, and 1 stage whose uniquely

produced output is a width-3 gap-0 d log(u)-bit string pad representing S.

Proof. Consider a string of d digits, S = s0s1 . . . sd−1 that represent the same number as S but in

base u. We use the construction of Lemma 4.4 to build a width-2 decompression pad for each of the

d digits in base u. We build decompression tiles for a base u using 2u − 2 tile types (see Figure 4.8).

Decompression tile types representing bit strings of length log(u) bind via a single glue to

the decompression pad and expose a bit glue. Other decompression tiles then attach to these initial

types interact with those tiles and the north surface to “unpack” the remaining bits. Each base u

digit unpacks into log(u) bits. It follows that a string of d digits in a base u can be unpacked into

d log(u) bits. The total tile complexity is t = 5d + 2u + log(u) − 4: 5d + log(u) − 2 tupes to build

the decompression pad and 2u − 2 decompression tile types. �

Lemma 4.6. There exists a constant c such that for any t ∈ Nwith t > c, there exists an x = θ(t log t)

such that for any bit string S of length x, there exists a τ = 2 staged assembly system with 1 bin, t tile

types, and 1 stage whose uniquely produced output is a width-3 gap-0 x-bit string pad representing

S.

Proof. Here we choose the parameters that maximize the number of bits encoded using Lemma 4.5.

Given t tile types, let the base be u = 2blog t
3 c . For a string of digits S in base u, Lemma 4.5

constructs length-log(u) decompression pads for every digit in the string. Decompression pads are

constructed using 5 tile types plus some additional number of tile types called shared spacing that

allow decompression pads to grow to any length. If b t
2c tiles are used for building decompression

pads without shared spacing, then we can build b t
10c decompression pads, since each one requires 5

tile types. This allows us to represent b t
10c digits in base u. We allocate another b t

2c tile types to

build the tiles used to decompress the decompression pads and for the shared spacing that makes

them the appropriate length. Lemma 4.5 requires 2u + log(u) types to do this.

The number of bits achieved is y = d log(u) =
⌊ t

10
⌋

log 2blog t
3 c =

⌊ t
10

⌋ ⌊
log t

3
⌋
= Θ(t log t).

Using Lemma 4.5 and base u, we can build any width-3 b t
10c blog t

3c-bit string pad using only 1
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stage and 1 bin. Due to constraints building the decompression pad, we need to build at least 3

bits with a minimum of base 8, for encoding into a higher base. For building the decompression

pad, minus the shared spacing, we need at least b t
2c ≥ 5d = 15 tile types. For the decompression

tiles and shared spacing we need b t
2c ≥ 2u + log(u) − 4 = 15. For selecting base 8, we also need

u = 2blog t
3 c = 8. Thus, to implement this method, we need t

3 ≥ 8. At minimum, we need t
2 ≥ 15

and t
3 ≥ 8, so this method works for all cases where t ≥ c = 30. �

Winged Bit String Pads

Bit string pads can be mixed with O(1) tile types to assemble wings. Wings are rectangular

assemblies with geometric bumps, or teeth, that encode a positive integer index in binary. A wing

gadget has index i and m bits provided it geometrically encodes an m-bit binary string representing i.

Wings come in two varieties, west and east, shown in Figure IV.

Wings encode their indices on either the north surface (west wings) or south surface (east

wings). Roughly speaking, a pair of west and east wings can attach if their teeth match (perfectly

interlock), equivalent to having the same index. Assemblies can brought together to self-assemble

in order by attaching the approriate wings on the west and east edges of the assembly. All winged

assemblies can then be mixed to self-assemble, linearly, in the order chosen by the designer.

The Big Picture

The constructions detailed above showcase two methods of creating bit string pads and are

my primary contributions towards the published version of this body of work [85] describing an

optimal algorithm for building bit string pads.

In [85], a lower bound on the number of stages required to build a shape containing a

specified quantity of information.

Lemma 4.7. A staged system of fixed temperature τ with b bins, s stages, and t tile types can be

specified using O(t log t + sb2 + tb) bits. Such a system with flexible glues can be specified using

O(t2 + sb2 + tb) bits.

30



f f1 0
f1

f1

f1f0
0r

0l

1r

1l

1r

1l

(a)

1r
0r 1r

1l
1l0l

f f1 0 f1
f1

f1f0

(b)

f

f1

1

1r

f f f

f1

1 0 1

1l

f0

0l

f1

1l

0r 1r1r

1l

0

f0

f0

0r

0l

f

f1

1

1r

1l

(c)

0

1

1

1

0

X

(d)

Figure 4.9: Assembling wings from bit string pads and extra O(1)-size assemblies. (a) Assembly of a west

wing. (b) Assembly of an east wing. (c) The attachment of chosen west and east wings to a

O(1)-sized assembly (dark shaded) (d) Directing the assembly of O(1)-sized assemblies (dark

shaded) with attached wings. Left: mismatched wings prevented from attaching via matched

glues due to mismatched geometry. Right: matching wings have no such geometric mismatch

and so attach.

It immediately follows from Lemma 4.7 that for almost all bit strings, any staged system

with b bins and t tiles that encodes the bit string must have Ω( x−tb−t log t
b2 ) stages with standard glues

and Ω( x−tb−t2

b2 ) stages with flexible glues, where x is the length of the bit string.

The methods described above are used as subconstructions in an upper bound that nearly

matches the lower bound.

Lemma 4.8. There exists a constant c such that for any b, t ∈ N with b, t > c and any bit string S of

length x, there exists a τ = 2 staged assembly system with b bins, t tiles, and O( x−tb−t log t
b2 +

log log b
log t )

stages whose uniquely produced output is a width-7 gap-Θ(log b) x-bit string pad representing S.

The additive gap between the upper and lower bounds implied by these lemmas is due to the
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O( log log b
log t ) additional stages used to assemble the bit string pads from Section 4.2, needed to carry

out the primary steps of Lemma 4.8.

Two classes of shapes have become the defacto standards [88] for measuring assembly

efficiency: squares and and general shapes (with scaling permitted). Efficient assembly of these

two classes was first considered in the aTAM, where matching upper and lower bounds on the tile

complexity were obtained [14], [15], [37]. Squares and general scaled shapes can be assembled by

combining a universal set of “computation” tiles with efficiently assembled “input” bit string pads.

For n × n squares, we prove the stage complexity is O( log n−tb−t log t
b2 +

log log b
log t ) and, for

almost all n, Ω( log n−tb−t log t
b2 ).1 For shapes S with Kolmogorov complexity K(S), we prove the stage

complexity is O(K(S)−tb−t log t
b2 +

log log b
log t ) and Ω(

K(S)−tb−t log t
b2 ).

We obtain similar results when flexible glues [28], glues that can form bonds with non-

matching glues, are permitted. In this case, the stage complexity for n × n squares is reduced to

O( log n−t2−tb
b2 +

log log b
log t ) and, for almost all n, Ω( log n−t2−tb

b2 ), and the stage complexity for general

shapes is reduced to O(K(S)−t2−tb
b2 +

log log b
log t ) and Ω(

K(S)−t2−tb
b2 ).

Because our results are optimal across all choices of tile type and bin complexity, these

results generalize and, in some cases, improve on prior results.

1The fraction of values for which the statement holds reaches 1 in the limit as n→∞.
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CHAPTER V

SHAPE REPLICATION

Introduction

How can we harness the power of self-assembly to build a system that first senses the shape

of a given unknown object, then builds copies of that shape, like the nanoscale equivalent of a

photocopier? Although replicators are traditionally the subject of science fiction [90], biological

reproduction illustrates that this is possible (at least approximately) in the real world, and recent

biological engineering shows that information can be replicated using DNA crystal growth and

scission [66]. In this paper, we investigate more complex replication of geometric shape, using

biologically realistic models (taken to an extreme admittedly not yet practical). To do so, we need a

sufficiently flexible algorithmic model of self-assembly, and a replication “algorithm” defined by

particles that interact with each other and the given object.

The standard algorithmic abstraction of self-assembly is to model the self-assembling

particles as Wang tiles, that is, unit squares with a specified “glue” on each side, which can translate

but not rotate; each glue has a nonnegative integer strength. In the 2-Handed Assembly Model

(2HAM), two assemblies (eventually) join together if they can be translated so as to match up glues

of total strength at least τ, the temperature of the system. The resulting terminal assemblies are

those that do not join into any other assemblies.

We can define the replication problem in this model: given an unknown initial assembly of

tiles, design a collection of tiles or small assemblies to add to the self-assembly system such that the

resulting terminal assemblies consist of copies of the given shape (plus possibly some small “trash”

assemblies). However, this goal is impossible to achieve in just the 2HAM model, or any model
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with just a mechanism to join assemblies together: to sense a shape without destroying it, we need

to be also able to split assemblies back apart.

The first extension of the 2HAM shown to enable a solution to the replication problem is the

RNAse enzyme staged assembly model [47]. In this model, tiles can be of two types (DNA or RNA),

the given shape is all one type (DNA), and there is an operation that destroys all tiles of the other

type (RNA). Abel et al. [47] show that this model enables making a desired number k of copies of a

given unknown hole-free shape or, through a complicated construction, infinitely many copies of

the shape using just a constant number of tiles and stages. This result requires that the shape has a

feature size (minimum distance between two nonincident edges) of Ω(lg n) where n is the (unknown)

number of tiles in the shape. The model is unsatisfying, however, in the way that it requires multiple

stages and a global operation that modifies all tiles.

Another extension of the 2HAM shown to enable a partial solution to the replication problem

is the Signal Tile Assembly Model (STAM) [83]. This powerful model allows tiles to change their

glues and trigger assembly/disassembly events when tiles attach to other tiles. Keenan et al. [83]

show that this model enables replicating a given unknown pattern of tiles in a rectangular shape,

but not an arbitrary shape. Hendricks et al. [82] show that this model enables infinitely replicating

a given unknown hole-free shape of feature size at least 2. The model is unsatisfying, however,

in the way that it allows tiles to have arbitrarily complex behaviors. (Recent results show how to

simulate part of STAM using 2HAM (in 3D) [80], but this simulation necessarily cannot simulate

the necessary aspect of breaking assemblies apart.)

In this paper, we study a simple extension of 2HAM to allow glues of negative strength,

that is, repulsive forces in addition to standard attractive forces. This extension is practical, as

biology implements both types of forces [13], and well-studied theoretically: negative glues have

already been shown to enable fuel-efficient computation [73], space-efficient computation [70], and

computation even at temperature τ = 1 [58], [87]. The complexity of combinatorial optimization

problems with negative glues has also been studied [59]. We show that shape replication is possible in

this model: adding a fixed constant number of constant-size assemblies to a given unknown hole-free
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shape results in terminal assemblies of infinitely many copies of that shape, plus constant-size trash

assemblies.

Shape Replication Systems

A system Γ = (σ, τ) is a universal shape replicator for a class of shapes if for any shape X

in the class, there exists an assembly Υ of shape X such that system Γ′ = (σ⋃
Υ, τ) (i.e., Γ with a

single copy of Υ added to the initial state) produces an unbounded number of assemblies of shape

X , and essentially nothing else. We formalize this in the following definition, and then add some

discussion of additional desirable properties a replicator might have.

Definition 5.1. [Universal Shape Replicator] A system Γ = (σ, τ) is a universal shape replicator

for a class of shapes U if for any shape X ∈ U, there exists an assembly Υ of shape X such that

system Γ′ = (σ⋃
Υ, τ) has the following properties:

• For any positive integer n and producible state S, there exists a producible state S′ containing

at least n terminal assemblies of shape X such that S →τ S′.

• All terminal assemblies of super-constant size have shape X .

In addition to the above replicator properties, there are some additional desirable properties

a universal replicator might have. For example, the producible assemblies of the system should

be limited in size as much as possible (O(|X |) in the best possible case). Additionally, it may be

desirable to place substantial limitations on the complexity of the initial input assembly Υ, e.g.,

require its surface to expose essentially a single type of glue for each edge orientation. Our universal

replicator achieves the following bonus constraints.

Definition 5.2 (Bonus properties!). A universal replicator is said to be sleek if it has the following

properties:

• (bonus!) All producible assemblies have size O(|X |).

• (bonus!) The input assembly Υ is rather simple: infinite internal bonds, and a single glue

type for each edge orientation (e.g. North, East, South, andWest) for exposed surface glues,

with at most O(1) special tiles violating this convention.
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The class of shapes which can be replicated by the system described in this paper are hole-free

polyominoes with feature size of at least 9. The feature size of a shape is defined as follows (we use

the same definition as [47]): for two points a, b in the shape, let d(a, b) = max(|ax − bx |, |ay − by |).

Then the feature size is the minimum d(a, b) such that a, b are on two non-adjacent edges of the

shape. The feature size ensures that the replication gadgets (O(1) sized assemblies used to replicate

the shape) function properly (e.g. the gadgets can encompass the shape without “bumping into”

each other). Formally, we prove the following:

Theorem 5.3. There exists a sleek universal shape replicator Γ = (σ, 10) for genus-0 (hole-free)

shapes with feature size of at least 9.

Overview of Replication Process

The high-level process for replicating a given input assemblyΥ is described here. We assume

that Υ has special glues along its perimeter such that all North, East, South, and West facing edges

have glues of N, E, S, and W , respectively, with the exception of the Northernmost-Westernmost

unit of the shape having a North glue of C1 and West glue of C2 (Fig. 5.1a). Intuitively, the process

is to assemble an outline of Υ that is filled to have the same shape as Υ. In Phase 1, mold gadgets

attach clockwise along the outside perimeter of Υ, to detect the edges of the shape. In Phase 2, the

mold gadgets are replaced, counterclockwise gadget-by-gadget, by drill gadgets. These drill gadgets

follow the path laid out by the mold gadgets and do not attach to the shape. The drill gadgets use

negative glues to destabilize adjacent mold gadgets. This technique is used to create an assembly

called the FRAME which outlines Υ but whose bounding box is too large to simply fill to get a copy

of the shape of Υ. In Phase 3, inner mold gadgets detect the outline of the inside perimeter of the

FRAME. In Phase 4, the inner mold gadgets are replaced, counterclockwise gadget-by-gadget, by

inner drill gadgets in order to begin destabilizing the FRAME from the assembly. With the help of

an additional inner post-drill gadget, the assembly destabilizes into the FRAME and HOLLOW[Υ].

Using fill gadgets, HOLLOW[Υ] is filled to create COPY[Υ], which is a copy of the original shape.
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(a) Input Shape, Υ (b) Start of process (c) MOLD[Υ]

(d) Drilling (e) FRAME[Υ] (f) FRAME

Figure 5.1: High level process for making the FRAME from input shape Υ.

Phase 1: Shape detection via mold gadgets (Section V)

1. Place an outer start gadget at the Northernmost-Westernmost corner utilizing glues C1 and N

(Fig. 5.1b).

2. From the East edge of the outer start gadget, moving clockwise, trace the outside perimeter of

the shape with a layer of mold gadgets. Call the result MOLD[Υ] (Figs. 5.1b, 5.1c).

Phase 2: Drilling to create a FRAME (Section V)

1. Place a pre-drill gadget at the Northernmost-Westernmost corner of MOLD[Υ].

2. Starting from the pre-drill gadget, and moving counter-clockwise, replace the mold gadgets in

the surrounding layer with drill gadgets that do not have affinity to the shape (Fig. 5.1d).

3. When done drilling, place a post-drill gadget, call the result FRAME[Υ] (Fig. 5.1e).

4. FRAME[Υ] is unstable and separates into two assemblies, FRAME (Fig. 5.1f) and START[Υ].

START[Υ] is an assembly that contains only the input shape with the start gadget attached.
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(a) Start of inner process (b) FRAME[MOLD] (c) Completed drilling

(d) FRAME[HOLLOW[Υ]] (e) FRAME[START] (f) HOLLOW[Υ]

Figure 5.2: High level process for making a copy of an input shape Υ from a frame of Υ.

Phase 3: Detecting the inside of the FRAME (Section V)

1. Place an inner start gadget at the Northernmost-Westernmost corner on the inside perimeter

of FRAME, call the result FRAME[START] (Fig. 5.2a).

2. Starting from the inner start gadget, and moving clockwise, trace the inside perimeter of

FRAME[START] with a layer of mold gadgets. Call the result FRAME[MOLD] (Fig. 5.2b).

Phase 4: Drilling and post-drilling to create HOLLOW[Υ] (Section V)

1. Starting from the Northernmost-Westernmost inside corner, replace the inner mold gadgets on

the inside perimeter with inner drill gadgets that do not have affinity to FRAME (Fig. 5.2c).

2. Place an inner post-drill gadget. Call the result FRAME[HOLLOW[Υ]] (Fig. 5.2d).

3. FRAME[HOLLOW[Υ]] is unstable and separates into FRAME[START] and HOLLOW[Υ]

(Fig. 5.2e and Fig. 5.2f).
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Label Strength Label Strength
C1 2 C2 9

N,E,S,W,n,e,s,w 9 T*,t*,O*,o*,L 1
B*,b* 5 K,k 3

X*,Y*,Z*,x*,y*,z* 9 D -7
F*,f* -2 V*,U*,H*,J*,S*,v*,u*,h*,j*,s* 9
R,r 2 A* 10
g* 9 M* 5
Q -2 q -5

Table 5.1: The glue strengths of each glue label in the shape replication system.

Phase 5: Filling and Repeating (Section V)

1. HOLLOW[Υ] is filled to become COPY[Υ], which is an assembly with the same shape as Υ.

2. START[Υ], repeats the process over again, starting at the second step of Phase 1.

3. FRAME[START] also repeats creating copies of the shape, starting at the second step of

Phase 3.

Replication Gadgets

In this section, we describe the assemblies, or gadgets, which are constructed from the tiles

in the initial state of the replication system. These gadgets are designed to work in a temperature

τ = 10 system. There is a constant number of these distinct gadget types which are used to replicate

arbitrarily sized input assemblies. In our figures, a black line perpendicular and in the middle of the

edge of two adjacent tiles indicates a unique infinite strength bond (i.e. the strength of the glue is

� τ such that no detachment events can occur in which these tiles are separated). Although each

glue strength can be found in the figures and their captions, there is a full table of glue strengths in

Table 5.1. First, we describe the gadgets used in the process of creating the layer of mold gadgets

around the outer perimeter of the input assembly.

Phase 1 Gadgets for the Outer Mold

Below we describe the gadgets used to implement Phase 1 and create MOLD[Υ].

Start gadget. The start gadget is an assembly, designed to attach using the C1 glue and N

glue, which designates the Northernmost-Westernmost corner of the input assembly. Once the start
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Figure 5.3: Phase 1: Starting the outer mold process and handling type-1 corners. (a) The start gadget

attaches. C1 + N = 2 + 9 ≥ τ = 10., The first mold gadget attaches, cooperatively, to the start

gadget and the input shape. O1+N = 1+ 9 ≥ τ. The second mold gadget attaches, cooperatively,

to the previous mold gadget and the input shape. O2 + N = 1 + 9 ≥ τ. (b) A concave corner of

the assembly. The North→West corner gadget attaches. T1 +W = 1 + 9 ≥ τ. A mold gadget

attaches. O7 +W = 1 + 9 ≥ τ. (c) A convex corner of the assembly. The West→North corner

gadget attaches. O7 + N = 1 + 9 ≥ τ.

gadget attaches, a North mold gadget may attach (Fig. 5.3a).

Mold gadgets. The mold gadgets, beginning at the start gadget as shown in Figure 5.3a,

walk along the input assembly in a clockwise manner to create MOLD[Υ]. The North (South) mold

gadgets are 1 × 3 assemblies designed to walk from West to East (East to West) along the North

(South) edges of the input assembly. The West (East) mold gadgets are 3 × 1 assemblies designed

to walk from South to North (North to South) along the West (East) edges of the input assembly.

The mold gadgets expose either a positive or negative glue on their unused edge (e.g. North mold

gadgets expose either a T1 or F1) used for detecting corners and drilling at corners, respectively.

Corner mold gadgets. The corner mold gadgets attach at corners of the input assembly

once a mold gadget has reached the corner. Two sets of corner mold gadgets are used; one for

concave corners and one for convex corners. There are two types of concave and convex corner mold

gadgets. This is due to the edge length being even or odd. If the mold gadget that places adjacent to a
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corner of the shape has two negative glues, we denote the concave corner as a type-1 concave corner

and otherwise as a type-2 concave corner. A type-1 concave corner gadget attachment can be seen in

Figure 5.3b, and convex in Figure 5.3c. Type-2 corner gadget details can be seen in Figure 5.4. The

North→West (South→East) corner gadget attaches cooperatively to a North (South) mold gadget

and the input shape. The East→North (West→South) corner gadget attaches cooperatively to a East

(West) mold gadget and the input shape.
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Figure 5.4: Phase 1: Type-2 concave and convex corners of the assembly. (a) A type-2 concave corner of

the assembly. The type-2 North→West corner gadget attaches. T1 +W = 1 + 9 ≥ τ. An mold

gadget attaches. O7 +W = 1 + 9 ≥ τ. (b) An convex corner of the assembly. The West→North

corner gadget attaches. O8 + N = 1 + 9 ≥ τ.

Phase 2 Gadgets for Making the FRAME

Belowwe describe the gadgets used to implement Phase 2 and create FRAME and START[Υ].

Pre-drill gadget. A gadget that binds to the start gadget, a mold gadget (in some cases) , and

the input shape that is designed to allow the placement of a West drill helper to its South. It allows

the drilling process to begin once mold gadgets have finished encircling the input shape (Fig. 5.5).

Drill gadgets. The drill gadgets (Fig. 5.6a), along with drill helpers, walk along the

boundary of the input assembly in a counter-clockwise manner destabilizing mold gadgets and
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Figure 5.5: Phase 2: The pre-drill process. (a) Case 1: The mold process has completed. The pre-drill

gadget attaches cooperatively to the start gadget, input shape, and a mold gadget. K + C2 +

B4 + D = 3 + 9 + 5 − 7 ≥ τ. (b) The pre-drill gadget destabilizes the adjacent mold gadget.

B4 +W + O8 + D = 5 + 9 + 1 − 7 < τ. (c) Case 2: The mold process has not completed, the

pre-drill gadget may still attach. After attachment, the negative ‘D’ glue prevents a mold gadget

from occupying the space directly below. K + C2 = 3 + 9 ≥ τ.
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Figure 5.6: Phase 2: The drilling process begins. (a) A West drill helper attaches cooperatively to the

pre-drill gadget and a mold gadget. B4 + B4 = 5 + 5 ≥ τ. A drill gadget attaches cooperatively

to the pre-drill gadget and drill helper. Z4 + X4 + D = 9 + 9 − 7 ≥ τ. (b) The drill gadget

destabilizes the mold gadget underneath. B4+W +O7+D = 5+ 9+ 1− 7 < τ. (c) The removal

of the mold gadget allows the process shown in (a) and (b) to repeat. The process continues

along the face of the shape.

replacing them to create the FRAME. The drill gadgets do not attach to the input shape Υ, so when

the drills have removed all of the mold gadgets, the FRAME will not be attached to the input shape.
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The drill gadgets are assemblies that attach to the North (South) drill helpers and destabilize mold

gadgets to their East (West). The West (East) drill gadgets are assemblies that attach to the West

(East) drill helpers and destabilize mold gadgets to their North (South).

Drill helpers. The drill helpers (Fig. 5.6a) are 1 × 1 assemblies that, beginning at the

pre-drill gadget, walk along the boundary of the input assembly in a counter-clockwise manner

exposing glues that allow drill gadgets to destabilize adjacent mold gadgets. These gadgets walk

along the boundary by following glues exposed by mold gadgets, rather than using glues on the

input assembly.

Drill corner gadgets. Drill corner gadgets bind cooperatively at type-1 and type-2 corners

to drill helpers and mold gadgets in order for the drilling process to turn corners. Details can be

seen in Figures 5.7,5.8,and 5.9.

Post-drill gadget. Post-drilling refers to the the process of removing the input shape to

create a FRAME. It is needed because the pre-drill gadget is still attached to the input shape. The

post-drill gadget may attach once the drill gadgets have encircled the input shape. It attaches to the

pre-drill gadget and last-placed drill gadget. Once attached, it destabilizes the assembly with the

input shape and start gadget to create the FRAME. (See Fig. 5.10.)

Phase 3 Gadgets for the Inner Mold

Here we describe the gadgets used to implement Phase 3 and create FRAME[MOLD]. The

inner mold gadgets are similar to the mold gadgets used in Section V, with changes to allow them to

encircle the inside perimeter of the FRAME, rather than the outside perimeter of the input shape

Υ. The Phase 3 gadgets (shown in Figure 5.11) include an inner start gadget which attaches to the

FRAME to allow the attachment of inner mold gadgets which attach along the inside perimeter of

the FRAME in a clockwise manner. The inner mold gadgets reflect the form and function of the

mold gadgets shown in Section V, handling corners in a similar way. Type-2 inner mold corner

gadgets can be seen in Figure 5.12.
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Figure 5.7: Phase 2: The drilling process encounters a type-1 concave corner of the assembly. (a)Adrill gadget

destabilizes the North→West corner gadget. B4+W+T1+D = 5+9+1−7 < τ.AWest→North

drill corner helper attaches to amold gadget and a drill gadget. Y4+T1 = 9+1 ≥ τ.AWest→North

drill corner gadget attaches, cooperatively. H4+ Z4+ F1 = 9+ 9− 2 ≥ τ. (b) The West→North

drill corner gadget destabilizes a mold gadget to its South. O1+N +O2+F1 = 1+9+1−2 < τ.

(c) A mold gadget has destabilized and has broken off the assembly. Another West→drill gadget

attaches. (d) destabilizes a mold gadget to its South. N +O2 + F1 = 9 + 1 − 2 < τ (e) Without

any adjacent mold gadgets to its East or West, a mold gadget becomes unstable. N = 9 < τ. (f)

A drill corner gadget fills in the space in the concave corner and exposes a glue that will allow

drilling to continue to the West. A4 = 10 ≥ τ.
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Figure 5.8: Phase 2: The drilling process encounters a type-2 concave corner of the assembly. (a) A drill

gadget destabilizes the North→West corner gadget. B4 +W + T1 + D = 5 + 9 + 1 − 7 < τ (b) A

West→North drill corner helper attaches to a mold gadget and a drill gadget. Y4+T1 = 9+1 ≥ τ.

(c) A West→North drill corner gadget attaches, cooperatively. V4+ Z4+ F1 = 9+ 9− 2 ≥ τ. (d)

TheWest→North drill corner gadget destabilizes a mold gadget to its South. O1+N +O2+F1 =

1 + 9 + 1 − 2 < τ. (e) Without a mold gadget to its West, the mold gadget in the concave

corner is unstable. N = 9 < τ. (f) A drill corner gadget fills in the space in the concave corner.

U4+ B4 = 9+ 5 ≥ τ. This gadget exposes a glue on its West side that allows drilling to continue

to the West. B1 + B1 = 5 + 5 ≥ τ.
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Figure 5.9: Phase 2: The drilling process encounters convex corners of the assembly. (a) Coming from the

East, drill gadgets encounter a type-1 convex corner of the assembly. The mold corner gadget

becomes unstable and will break from the assembly. O7+N +B1+D = 1+9+5−7 ≥ τ. (b) The

drill gadgets encounter a type-2 convex corner gadget. It becomes unstable and will break from

the assembly. O8 + N + B1 + D = 1 + 9 + 5 − 7 < τ. (c) Convex corner gadgets bind and allow

the drilling process to continue. B4 + B1 = 5 + 5 ≥ τ. Z1 + R4 + S1 + D = 9 + 4 + 4 − 7 ≥ τ.
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Figure 5.10: Phase 2: The post-drill process begins. (a) The post-drill gadget binds at the Northernmost-

Westernmost corner of the assembly that contains the input shape. It binds cooperatively to

the last placed drill block and the pre-drill gadget. Y5 + Y1 + Q = 9 + 9 − 2 ≥ τ. (b) Once

placed, the pre-drill gadget destabilizes a cut which includes the input shape and the start block.

B1 +C2 + K +Q + D = 5 + 9 + 3 − 2 − 7 < τ. (c) Once the assembly with the input shape and

the start block detached, the FRAME remains.

Phase 4 Gadgets for Making the Hollow Outline

Below we describe the gadgets used to implement Phase 4 and create FRAME[START] and

HOLLOW[Υ]. The inner pre-drill gadget can attach to the FRAME after the inner start gadget has
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Figure 5.11: Phase 3: Starting the inner mold process and handling type-1 corners. (a) The inner start

gadget attaches to the inside perimeter of the FRAME. C2 + B1 = 9 + 5 ≥ τ. An inner mold

gadget attaches cooperatively to the start gadget and the FRAME. o1 + n = 1 + 9 ≥ τ. Another

inner mold gadget attaches cooperatively to the FRAME and the previous inner mold gadget.

o2 + n = 1 + 9 ≥ τ. (b) A concave corner of the assembly. A South→West concave corner

gadget attaches to the concave corner. t1 + e = 1 + 9 ≥ τ. An inner mold gadget attaches

cooperatively to the FRAME and the South→West concave corner gadget. o3 + e = 1 + 9 ≥ τ.

(c) A convex corner of the assembly. AWest→South convex corner gadget attaches at the convex

corner, allowing the mold process to continue around the convex corner. o3 + n = 1 + 9 ≥ τ.

o1 + n = 1 + 9 ≥ τ.

placed, similar to the pre-drill gadget shown in Section V. The inner pre-drill gadget can be seen in

Figure 5.13. Once the inner pre-drilling gadget has attached, the inner drill gadgets attach along the

inside edge of the frame, removing the inner mold gadgets one by one counterclockwise. These

gadgets reflect the form and function of the drill gadgets shown in Section V. The inner drilling

process reflects that of the outer drilling, and can be seen in Figure 5.14a. Corners are handled

similarly to the outer drill gadgets, from Phase 2 (Section V) An. When the drills completely

attach to the inner perimeter of the FRAME, the inner post-drill gadget can attach, as seen in

Figure 5.15a, to create FRAME[HOLLOW[Υ]]. After the inner post-drill gadget attaches, the

assembly destabilizes into FRAME[START] and HOLLOW[Υ], as shown in Figure 5.15b.
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Figure 5.12: Phase 3: Type-2 concave and convex corners of the assembly. (a) A type-2 South→West

concave corner gadget binds, which allows the mold process to continue around the concave

corner. t1 + e = 1 + 9 ≥ τ. o3 + e = 1 + 9 ≥ τ.(b) A type-2 West→South corner gadget

binds allowing the mold process to continue around the convex corner. o4 + n = 1 + 9 ≥ τ.

o1 + n = 1 + 9 ≥ τ.

Phase 5 Gadgets to Fill the Hollow Outline

Below we describe the gadgets used to implement Phase 5 to fill HOLLOW[Υ] to create

COPY[Υ]. The filler gadgets begin the process of filling the shape, shown in Figure 5.16. Two

regions of HOLLOW[Υ] need to be filled to become COPY[Υ], the Northernmost-Westernmost

corner (Figure 5.16a) and the interior (Figures 5.16b,5.16c).

Universal Shape Replication

In this section we formally state the results, including the class of shapes which can be

replicated by the replication gadgets discussed in the previous section. The input shape must be

sufficiently large for the replication gadgets to assemble in the intended manner, so we define the

feature size of a shape as follows (we use the same definition as [47]): for two points a, b in the

shape, let d(a, b) = max(|ax − bx |, |ay − by |). Then the feature size is the minimum d(a, b) such

that a, b are on two non-adjacent edges of the shape.

Theorem 5.3. There exists a sleek universal shape replicator Γ = (σ, 10) for genus-0 (hole-free)
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Figure 5.13: Phase 4: The inner pre-drilling process begins. (a) Case 1: The inner mold process has not

completed and the inner pre-drill gadget binds cooperatively to the FRAME and the inner start

gadget. w + k = 9 + 3 ≥ τ. (b) Case 2: The inner mold process has completed and the inner

pre-drill gadget binds cooperatively to the FRAME, inner start gadget, and an inner mold gadget.

w + k + b4 + D = 9 + 3 + 5 − 7 ≥ τ. (c) The inner pre-drill gadget prevents any inner mold

gadget from attaching to its south and destabilizes any inner mold gadget that may have been in

that space. b4 + o5 + w + D = 5 + 1 + 9 − 7 < τ.

shapes with feature size of at least 9.

Proof. The proof follows by constructing an unbounded shape replication system Γ = (σ, 10).

Consider an initial assembly state σ consisting of infinite counts of the tiles which construct the

replication gadgets shown in Section V. For any shape X of genus-0 and minimum feature size 9,

consider an assembly Υ of shape X with the properties discussed at the beginning of Section V (i.e.,

the exposed glues on Υ are N, E, S, and W based on edge orientation, and there is a special glue

in the Northernmost-Westernmost position of Υ which exposes glues C1 to the North and C2 to

the West). Then we prove inductively that Γ′ = (σ⋃
Υ, 10) has the following property: for any

n ∈ N and producible state S of Γ′, there exists a producible state S′ containing at least n terminal

assemblies of shape X such that S → S′.

For the base, note that the Γ′ follows the process described in Section V. When the FRAME

detaches from HOLLOW[Υ], HOLLOW[Υ] is filled to generate 1 terminal assembly of shape X .
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Figure 5.14: Phase 4: The inner drilling process begins. (a) A drill helper binds to the inner pre-drill gadget

and an inner mold gadget. b4 + b4 = 5 + 5 ≥ τ. A drill block binds cooperatively to the drill

helper and pre-drill gadget. x4 + z4 + D = 9 + 9 − 7 ≥ τ. (b) The drill gadgets destabilize an

inner mold gadget. b4 + o5 + w + D = 5 + 1 + 9 − 7 < τ. (c) The drilling process continues

counter-clockwise along the inside perimeter of the FRAME until the drill gadgets reach the

inner start gadget.

Then, for any producible state S, σ
⋃
Υ→ S by definition, so S contains at least 1 terminal of shape

X or S → Ŝ such that Ŝ contains at least 1 terminal of shape X .

Now, consider any producible state A such that A has at least n ∈ N terminal assemblies

of shape X . For A to have at least one such terminal, HOLLOW[Υ] must have detached from

the FRAME. When this occurs, the FRAME is still attached to the inner start gadget, so the

inner mold/drill process repeats, generating HOLLOW[Υ]. Again, HOLLOW[Υ] detaches from

the FRAME, and then HOLLOW[Υ] is filled, resulting in 1 more terminal assembly of shape X .

Therefore A→ A′ such that A′ contains at least n + 1 terminal assemblies of shape X . Then, since

S or Ŝ contains at least 1 terminal of shape X , S → S′ such that S′ has at least n terminal assemblies

of shape X for any n. This satisfies the first property of Definition 5.1.

Further, any terminal assembly B in the system that does not have shape X , |B | = O(1),

satisfying the second property of Definition 5.1. Note that the only assemblies which are larger
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Figure 5.15: Phase 4: The inner post-drilling process. (a) The inner post-drill gadget binds cooperatively to

the inner pre-drill gadget and the second-to-last placed drill gadget. y5+ y1+ q = 9+9−5 ≥ τ.

(b) The assembly with the FRAME and the start gadget becomes unstable and breaks off the

assembly. b1 + w + k + q + D = 5 + 9 + 3 − 5 − 7 < τ.
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Figure 5.16: Phase 5: The inner filling process. (a) The first filler gadget comes in to fill in the Northernmost-

Westernmost corner of HOLLOW[Υ]. k + y1 = 3 + 9 ≥ τ. (b) L = 1, g∗ = 9. (c) M1 = M2 =

M3 = 5. First, the 4 tiles in (b) attach one by one to the hollow shape. The filler gadget in (c)

can then attach and flood the inside of the shape.

than O(1) size are assemblies related to the input shape, the FRAME, and HOLLOW[Υ]. The input

shape and the intermediate assemblies produced while creating the FRAME are not terminal since

the process repeats once the FRAME is detached. The FRAME and the intermediate assemblies
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produced while creating HOLLOW[Υ] are not terminal since the process repeats once HOLLOW[Υ]

detaches. HOLLOW[Υ] fills to create a terminal assembly of shape X , so none of the intermediate

assemblies are terminal.

Then, Γ = (σ, 10) is a universal shape replicator for genus-0 (hole-free) shapes with minimum

feature size 9. To show that it is a sleek universal shape replicator (i.e. the bonus properties

discussed in the definitions apply), note that the input shape considered here has the same properties

as described in that definition, and that the input shape, the FRAME, HOLLOW[Υ], and the

intermediate steps of each of these assemblies, do not grow larger than O(|X |) in size. �

The Big Picture

The above described work reflects my contribution to a larger body of work [84]. In this

work we formally introduced the problem of shape replication in the 2-handed tile assembly model

and provided a universal replication system for all genus-0 shapes with at least a constant minimum

feature size. Shape replication has been studied in more powerful self-assembly models such as

the staged self-assembly model and the signal tile model. However, our result constitutes the

first example of general shape replication in a passive model of self-assembly where no outside

experimenter intervention is required, and where the system monomers are state-less, static pieces

that interact based purely on the attraction and repulsion of surface chemistry.
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Phase 1
C + N ≥ τ O + N ≥ τ
T +W ≥ τ

Phase 2: Pre-drilling
K + C2 + B + D ≥ τ K + C2 ≥ τ
B +W +O + D < τ

Phase 2: Drilling
B + B ≥ τ Z + X + D ≥ τ
B + X ≥ τ
Phase 2: Drilling Type-1 Corners

B +W + T + D < τ Y + T ≥ τ
Z + V + F ≥ τ Y + Z + T + F ≥ τ

Z + B + V + Y + F ≥ τ Z + X + V + Y + F ≥ τ
T + Z + B + F ≥ τ O + N +O + F < τ

B + B ≥ τ B +U ≥ τ
Phase 2: Drilling Type-2 Corners

Z + H + F ≥ τ H + Y + Z + B + F ≥ τ
H + Y + Z + X + F ≥ τ T + Z + B + F ≥ τ

O + N +O + F < τ N < τ
A ≥ τ B + B ≥ τ

Phase 2: Drilling Obtuse Corners
B + N +O + D < τ B + B ≥ τ
Z + R + S + D ≥ τ O +W + B + D < τ

Phase 2: Post-Drilling
B + N + C1 + K + D ≥ τ Y + Y +Q ≥ τ

Y + Z + B + N + C1 + K +Q ≥ τ B + N + C1 + C2 + B + Z + Y +Q + D ≥ τ
Y + Z + B + C2 + K +Q ≥ τ B + N + C1 + K + D +Q ≥ τ

C2 + C1 + N ≥ τ K + B + C2 +Q + D < τ

Phase 3
C2 + B ≥ τ o + n ≥ τ

t + e ≥ τ
Phase 4 - Pre-drilling

k + w + b + D ≥ τ b + w + i + D < τ
k + w ≥ τ

Phase 4 - Drilling
b + b ≥ τ z + x + D ≥ τ

b + w + i + D < τ b + x ≥ τ
Phase 4 - Post-drilling

B + b + k + C2 + D ≥ τ y + y +Q ≥ τ
B + b + k + C2 + D +Q ≥ τ b + k + w + D + q < τ

B + C2 ≥ τ B + C2 + C1 + N + B1 +O + D ≥ τ
Z + B ≥ τ B +W +W +O + D ≥ τ
k + y ≥ τ

Phase 5
L + g∗ ≥ τ M + M ≥ τ

Table 5.2: Shown are the constraints, in the form of inequalities, which must be satisfied for the replication
gadgets shown in Section V to function in the way required to prove Theorem 5.3. All single glue
labels except A must have strength < τ. Unless otherwise stated, in these inequalities, a glue label
G represents all glues G∗ (e.g., G1, G2, etc.).
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CHAPTER VI

SIMULATION

VersaTILE is a graphical simulator (Figure 6.1) and tile editor (Figure 6.2) designed to be

able to simulate many models of tile-based algorithmic self-assembly. VersaTILE is cross-platform

(Java) and currently supports the simulation of the abstract Tile Assembly Model, the dupled Tile

Assembly Model, the hexagonal Tile Assembly Model, and the polyomino Tile Assembly Model. It

also supports generalized versions of many of the extensions to these models such as probabilistic

attachment, temperature programming, concentration programming, negative interactions, a run-time

model, and flexible glues. VersaTILE has clean and consistent user-interface that makes it very

easy for a user to identify how to use the software. To make things easier, VersaTILE automatically

keeps up-to-date and looks the same across all platforms. Users are able to specify custom colors

for tiles so that they can quickly get a high-level overview of the state of the tile assembly system.

VersaTILE was inspired by other tile-based self-assembly simulators that exist, such as Xgrow and

the ISU Tile Assembly Simulator. Simulators for this line of research are important tools for the

rapid prototyping and debugging of tile assembly systems. The primary contribution of VersaTILE

to this space is that VersaTILE generalizes the self-assembly process and uses polymorphism to

allow a developer to make new models by simply constraining or modifying small pieces of the base

classes through inheritance. Not only is VersaTILE open-source, but it uses an XML file format to

make it simple for others to support or write to the VersaTILE format. Besides being a tool for rapid

prototyping and development, VersaTILE is a useful tool for interactive demonstrations as well as

education. This poster reviews the major features and functionality of VersaTILE.
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Simulated Models

VersaTILE is able to simulate various models of DNA tile self-assembly such as the abstract

Tile Assembly Model (aTAM), the polyomino Tile Assembly Model (polyTAM), the dupled Tile

Assembly Model (DaTAM), hexagonal Tile Assembly Model (hTAM), and other models that extend

on the use of unit square DNA tiles.

Features

VersaTILE supports generalized extensions to thesemodels such as temperature programming,

concentration programming, negative interactions (attachments only), a run-time model, flexible

glues, and probabilistic assembly.

VersaTILE supports auto-updating, importing of ISU TAS files, XML output, visualization

and debugging of the frontier, and other features. VersaTILE is easy to extend. Developers can add

new models by simply extending existing Java classes and overriding default behavior.

The Big Picture

VersaTILE attempts to provide a solution for the problem of simulating self-assembling

systems. As the lead developer my primary contributions to VersaTILE were the high-level

design, the implementation of many of the base classes, the GUI interface, the tile editor, the

auto-updating mechanism, the development of all the extensions to base models, and more. This

work was presented at a poster session at the 21st International Conference on DNA Computing and

Molecular Programming (DNA '15) titled “Multi-Model Cross-Platform Self-Assembly Simulation

with VersaTILE” to a large portion of the self-assembly community.
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Figure 6.1: VersaTILE: A breakdown of the primary components on the main window.

Figure 6.2: VersaTILE: A breakdown of the primary components on the tile editor window.
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CHAPTER VII

CONCLUSION

During my time as a graduate student, I researched the area of algorithmic self-assembly.

Investigating different models is essential because without having a model it is almost impossible to

design a real-world experimental system. Knowing the capabilities of different models, helps to

identify which problems can or can’t be solved by certain systems and helps to establish a hierarchy

of models in terms of complexity. I was able to make original contributions to the areas of random

number generation, information encoding, shape replication, and simulation.

Random Number Generation

In regards to random number generation, I was able to construct a 1-extensible robust coin

flip system inspired by Von Neumann’s randomness extractors that uses unbounded space. I was

also able to rigorously analyze and prove a bound on the bias of this system when its growth is

fixed within a space constraint. When paired with other results from the published version [77], this

upper bound highlights a gap in the power between 1-extensible and 2-extensible systems, which

can generate robust coin flips in O(1)-space.

A direction for future work is the consideration of generalizations of the coin flip problem.

Our partition definition for coin flip systems extends naturally to distributions with more than

two outcomes, as well as non-uniform distributions. What general probability distributions can

be assembled in O(1) space, and with what efficiency? We have also introduced the online

variant of concentration robustness in which species concentrations may change at each step of the

self-assembly process. We have shown in [77] that when such changes are completely arbitrary, coin

flipping is not possible in the aTAM. A relaxed version of this robustness constraint could permit
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concentration changes to be bounded by some fixed rate. In such a model, how close to a fair coin

flip can a system guarantee in terms of the given rate bound? As an additional relaxation, one could

consider the problem in which an initial concentration assignment may be approximately set by the

system designer, thereby modeling the limited precision an experimenter can obtain with a pipette.

A final line of future work focuses on applying randomization in self-assembly to computing

functions. The parallelization within the abstract tile assembly model allows for substantially faster

arithmetic than what is possible in non-parallel computational models [86]. Can randomization be

applied to solve these problems even faster? Moreover, there are a number of potentially interesting

problems that might be helped by randomization, such as primality testing, sorting, or general

simulation of randomized boolean circuits.

Information Encoding

In regards to information encoding, I was able to utilize the base conversion approach of [15],

[28], [37], [81] to reduce the tile complexity building bit string pads, when limited to O(1) bins and

stages. I was also able to describe how given some constraint of tile types t and constraint on bins b,

O( log log b
log t ) stages can be used to uniquely produced all width-2 gap-1 blog(b)c-bit string pads, each

placed in a distinct bin. These constructions correspond to terms in the upper bound for the nearly

optimal construction of bit string pads described in the published version of this work [85], which

nearly matches the lower bound.

The obvious technical question that remains is whether the additive O( log log b
log t ) gap between

the upper and lower bounds can be removed. This gap in the optimal bit pad constructions is induced

by the wings built with the method from Section IV, and seems difficult to eliminate, as the wings

serve as our generic solution to assembly labeling and coordinated attachment. As such, the wings

subconstruction might be useful for improving the efficiency of staged assembly for other shape

classes.
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Shape Replication

In regards to shape replication, I was able to generate a constant set of tiles that can replicate

all hole-free shapes with feature size of at least 9 in a passive model of self-assembly. Previous work

in similar models required the use of stages and global “destroy” operations by an “RNAse enzyme”

molecule. Our work opens up a number of directions for future work. One direction includes

analyzing and improving the rate of replication. Under a reasonable model of replication time, our

construction should costitute a quadratic replicator− in that after time t, Ω(t2) copies of the input

shape are expected. Designing a faster replicator is an open question. In particular, achieving an

exponential replicator is an important goal. Further, to properly consider these questions requires a

formal modelling of replication rates for this model.

Another direction is to further generalize the class of shapes that can be replicated. For

example, can shapes with holes be replicated? This is likely difficult, but might be achievable by

drilling into the input assembly in a carefully engineered way. Achieving such general replication

would be the first example of shape replication that extends beyond genus-0. This seems to require a

shape with more complex glues, which leads to another area of research.

The consideration of variations of the sleek requirements may be of interest. For example,

removing the need for any special tiles from the replication system might be achievable. Or, allowing

for more complex input assemblies could allow for high genus replication, as discussed above.

Finally, determining the lowest necessary temperature and glue strengths needed for replication is

an open question. We use temperature value 10 to maximize clarity of the construction and have not

attempted to optimize this value. To help such optimization, we have included a compiled table

(Table 5.2) showing the inequality specifications induced by our construction for each gadget to help

guide where a modification to the replication algorithm might reduce the temperature needed.

Finally, extending replication to work in a planar fashion is an open question, as the current

construction requires a large assembly to “pop” out of an encased frame. Planar replication systems

might provide insight into extending replication into 3D, while maintaining a spatial construction.
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Simulation

In regards to simulation, I contributed as the lead developer of VersaTILE. Future directions

for this work would include the support for the kinetic Tile AssemblyModel (kTAM), the two-Handed

Tile Assembly Model, and the Staged Assembly Model. There are also plans to incorporate a 3D

extension of all supported models in the simulator. With the decision to use JavaFX, a mobile

version could be created for Android and iOS devices.

Closing Remarks

Each of these results relates to fundamental primitives for nanotechnology: the ability to

use randomized algorithms, the ability to solve problems invariant of the relative concentrations of

molecules, the ability to encode information into tile assembly systems in the form of bits, and the

ability to “sense” information from unknown objects in the form of shape and to be able to replicate

that shape.

This research is important because it provides constructions, algorithms for designing tile

assembly systems, for solving these interesting problems. There are still many questions left to

answer for the motivated researcher or upcoming graduate students.
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