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ABSTRACT

We analyse spectroscopic and photometric transits of the hot Jupiters WASP-52 b and HAT-P30 b obtained with ESPRESSO, Eulercam
and NGTS for both targets, and additional TESS data for HAT-P-30. Our goal is to update the system parameters and refine our
knowledge of the host star surfaces. For WASP-52, the companion planet has occulted starspots in the past, and as such our aim was
to use the reloaded Rossiter–McLaughlin technique to directly probe its starspot properties. Unfortunately, we find no evidence for
starspot occultations in the datasets herein. Additionally, we searched for stellar surface differential rotation (DR) and any centre-to-
limb variation (CLV) due to convection, but return a null detection of both. This is unsurprising for WASP-52, given its relatively
cool temperature, high magnetic activity (which leads to lower CLV), and projected obliquity near 0◦ (meaning the transit chord is
less likely to cross several stellar latitudes). For HAT-P-30, this result was more surprising given its hotter effective temperature, lower
magnetic field, and high projected obliquity (near 70◦). To explore the reasons behind the null DR and CLV detection for HAT-P-30,
we simulated a variety of scenarios. We find that either the CLV present on HAT-P-30 is below the solar level or the presence of DR
prevents a CLV detection given the precision of the data herein. A careful treatment of both DR and CLV is required, especially for
systems with high impact factors, due to potential degeneracies between the two. Future observations and/or a sophisticated treatment
of the red noise present in the data (likely due to granulation) is required to refine the DR and CLV for these particular systems; such
observations would also present another opportunity to try to examine starspots on WASP-52.

Key words. methods: data analysis – planets and satellites: atmospheres – planets and satellites: fundamental parameters –
techniques: radial velocities – techniques: imaging spectroscopy

1. Introduction

Transiting exoplanets have the power to open a new and unique
observational window on stellar astrophysics, which in turn
can feed back into exoplanet confirmation and characterisa-
tion techniques. The surfaces of Sun-like stars have numerous
inhomogeneities (e.g., but not limited to, magnetoconvection,
pressure-mode oscillations, stellar differential rotation, spots,
faculae/plage) that contaminate planetary measurements. For
example, stellar surface phenomena alter the observed stel-
lar absorption line profiles and introduce asymmetries that
may be mistaken for wholesale Doppler shifts that can mask
? Based on observations made at ESO’s VLT (ESO Paranal Observa-

tory, Chile) under ESO programmes 0102.C-0493 and 0102.D-0789.
?? UKRI Future Leaders Fellow.

or mimic the Doppler reflex motion induced by a planetary
companion (Saar & Donahue 1997) – even solar-level con-
vection/granulation and p-mode oscillations alone are large
enough to completely disguise the Doppler wobble of an Earth
twin (Cegla 2019, and references therein). Starspots, facu-
lae/plage, and limb-dependent convective variations have all
been shown to contaminate planet atmosphere interpretations
if treated incorrectly, even introducing false-positive signatures
(e.g. McCullough et al. 2014; Oshagh et al. 2014; Bruno et al.
2020; Casasayas-Barris et al. 2020; Chen et al. 2020, and
references therein). Ignoring these effects can also bias our mea-
surements of star-planet system geometries (Czesla et al. 2015;
Cegla et al. 2016b; Oshagh et al. 2016, 2018), as well as our stel-
lar rotation interpretations (e.g. Triaud et al. 2009, 2015; Cegla
et al. 2016a). Moreover, as stellar differential rotation is believed
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to play a key role in the dynamo process that generates magnetic
fields, systematically neglecting it in exoplanet observations may
also bias our understanding of magnetic activity as a whole. The
ability to spatially resolve our Sun provides a wealth of informa-
tion; however, transiting planets allow the unique opportunity to
spatially resolve and explore the physics at play in distant stars
across a variety of spectral types.

One such technique that harnesses this power of transit-
ing exoplanets is the reloaded Rossiter–McLaughlin (RRM). In
its first application, using data from HARPS (High Accuracy
Radial velocity Planet Searcher), Cegla et al. (2016a) were able
to put constraints on the stellar surface differential rotation of
HD 189733, self-consistently derive the system’s 3D obliquity,
and place limits on the centre-to-limb variation in the net con-
vective velocities. However, HD 189733 is a slowly rotating,
magnetically active K dwarf, with an aligned planetary com-
panion; these combined aspects mean that while this system’s
brightness lends itself to high precision radial velocities (RVs),
the overall amplitude of the differential rotation and convective
centre-to-limb variations is low and therefore difficult to mea-
sure (Roguet-Kern et al. 2022). Moreover, while this host star
is magnetically active, the planet does not transit these regions
and therefore cannot be used to directly probe them. Similar
constraints were true for other RRM analyses (Bourrier et al.
2017, 2018, 2022); however, we note that their use of the RRM
did allow them to make significant advances in the star-planet
obliquity measurements, including the first such measurements
for an M dwarf. In a recent study by Doyle et al. (2022), the
authors were able to put stronger constraints on the convec-
tive centre-to-limb variations of WASP-166 and even pull out
a tentative detection using the RRM technique. The convec-
tive centre-to-limb variations of specific stellar lines were also
retrieved using transiting exoplanets as probes of the stellar sur-
faces of HD 209458 and HD 189733 (Dravins et al. 2017, 2018);
for a more in-depth discussion on future observational prospects,
we advise the reader to see Dravins et al. (2021). Similarly, for
a more in-depth discussion on stellar surface differential rota-
tion across spectral types, using different techniques, we advise
the reader to see Balona & Abedigamba (2016) and references
therein.

Nonetheless, we can advance the stellar characterisation
capability via the RRM if we optimise the instrument and/or
telescope choice and the target selection. Higher precision spec-
trographs and larger telescope diameters naturally improve the
RV precision of individual measurements, while higher reso-
lution spectrographs allow us to further resolve any potential
centre-to-limb variations that arise from changes in the stel-
lar line profile shapes. On the other hand, stars with a higher
effective temperature, lower magnetic activity, and/or a later
stage of evolution can have a higher amplitude centre-to-limb
variation due to convection. Similarly, stars with equivalent dif-
ferential rotation, but a higher overall stellar rotation have a
larger amplitude effect that is easier to measure. There are also
some star-planet geometries that are more favourable than others;
for example, geometries where the planet crosses more stellar
latitudes may make it easier to detect the surface differential rota-
tion (Serrano et al. 2020; Roguet-Kern et al. 2022). Additionally,
if the planet occults an active region, then we can isolate the
starlight from these areas and probe the impact of the magnetic
field directly.

It is for the reasons above that we analyse transit observations
of WASP-52 b and HAT-P-30 b1, taken with the ESPRESSO

1 Also known as WASP-51 b.

(Echelle SPectrograph for Rocky Exoplanets and Stable Spec-
troscopic Observations) spectrograph on the Very Large Tele-
scope (VLT) as part of programmes 0102.D-0789 (PI: H. M.
Cegla) and 0102.C-0493 (PI: G. Chen). WASP-52 is an inter-
esting system as its hot Jupiter is known to occult regions of
increased magnetic activity on its relatively bright host, includ-
ing evidence for both spots and faculae/plage (Kirk et al. 2016;
Mancini et al. 2017; Bruno et al. 2018; Öztürk & Erdem 2019).
If we can isolate the local cross-correlation function (CCF) from
such an active region, with the reloaded RM, then we can com-
pare its shape and net convective blueshift with regions from
the quiescent photosphere, as well as predictions from simula-
tions. Herein, we combine the spectroscopic transits with both
simultaneous and long-term photometric monitoring of WASP-
52 to identify potential active regions. Previous RM observations
of WASP-52 also indicated that this system might have a small
misalignment (24+17

−9
◦; Hébrard et al. 2013), which would make

detecting stellar differential rotation slightly easier; however, the
ESPRESSO observations clearly show this system has a pro-
jected alignment near zero (Chen et al. 2020, and this work
herein), in line with the photometric analysis of Mancini et al.
(2017). Nonetheless, the increased resolution, RV precision and
collecting power of ESPRESSO at the VLT means this target
still warrants investigation in regards to the detection of stellar
surface differential rotation, as well as centre-to-limb variations
in the net convective blueshift. On the other hand, HAT-P-30 was
identified as an ideal candidate for probing stellar surface differ-
ential rotation as the previously determined projected obliquity
of its hot Jupiter companion is relatively large, 73.5 ± 9.0◦
(Johnson et al. 2011), meaning there is a high likelihood that the
planet will occult multiple latitudes. Additionally, HAT-P-30’s
high effective temperature (∼6300 K) and evidence for low mag-
netic activity (based on photometric monitoring and its log R′HK)
means the centre-to-limb variation in its net convective blueshift
should be higher and more easily detectable.

Both WASP-52 and HAT-P-30 rotate relatively slowly,
∼3 km s−1 and ∼2 km s−1, respectively; this means the impact
of stellar surface differential rotation (DR) will be subtle and
similar in scale to the expected centre-to-limb variations (CLV)
in the net convective blueshift. As a result, we also perform
injection/recovery tests for these signatures using model star
observations, combined with local RV uncertainties based on
(and extrapolated from) the empirical data.

In Sect. 2, we detail the spectroscopic and photometric obser-
vations taken as a part of this campaign. The transit light curves
and analysis of the long-term photometry is described in Sect. 3,
while the reloaded RM analysis is performed in Sect. 4. The
simulated DR and CLV injection/recovery tests can be found in
Sect. 5. We summarise and conclude in Sect. 6.

2. Observations

We observed simultaneous spectroscopic and photometric tran-
sits of two hot Jupiters: WASP-52 b and HAT-P-30 b (also
known as WASP-51 b; to avoid confusion, we use the HAT
nomenclature hereafter).

2.1. Spectroscopic observations

Spectroscopic transits were observed with the ESPRESSO spec-
trograph in single UT mode on one of the 8 m telescopes of the
VLT at the ESO Paranal as part of programmes 0102.D-0789
(PI: H. M. Cegla) and 0102.C-0493 (PI: G. Chen). Successful
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Table 1. Summary of the ESPRESSO observations, including the number of observations per night (with the in- and out-of-transit breakdown in
brackets alongside those in-transit that passed the quality threshold) and exposure time.

Target Night Nobs (in [pass] /out) texp S/N

WASP-52 (∗) 31-10-2018 24 (11 [11]/13) 500 s 27
WASP-52 (†) 07-11-2018 18 (8 [7]/10) 800 s 31
WASP-52 (†) 14-11-2018 15 (8 [7]/7) 800 s 35
HAT-P-30 (∗) 10-01-2019 53 (31 [25]/22) 200 s 38
HAT-P-30 (∗) 27-03-2019 52 (30 [23]/22) 200 s 35

Notes. S/N is the average from order 103, i.e. near ∼550 nm. (∗)Run ID: 0102.D-0789. (†)Run ID: 0102.C-0493.

Table 2. Summary of photometric observations included in this work.

Date Instrument Bandpass Baseline model White noise σw [ppm] RMS (2 min) [ppm]

WASP-52
31-10-2018 EulerCam Geneva V p3(t) + p1(fwhm) 883 1298
31-10-2018 NGTS NGTS p1(t) 7588 3483
01-11-2018 NGTS NGTS p1(t) 8729 4158
07-11-2018 EulerCam Geneva V p1(t) 736 1248
07-11-2018 NGTS NGTS p1(t) 8865 3893
14-11-2018 NGTS NGTS p1(t) 7080 3512

HAT-P-30
10-01-2019 EulerCam Geneva V p2(t) 528 892
10-01-2019 NGTS NGTS p1(t) 867 2241
27-03-2019 EulerCam Geneva V p1(t) + p2(xy) 870 1173
27-03-2019 NGTS NGTS p1(t) 526 2385
January 2019 TESS TESS off 0 977

Notes. The nomenclature for the baseline models, pi(par1), refers to an ith order polynomial in parameter par1, with t, fwhm and xy referring to
time, full-width at half maximum and coordinate shifts, respectively and off denoting a constant offset. The σw values refer to supplementary white
noise resulting from the CONAN analysis of each light curve, added to the uncertainties in quadrature; see Sect. 3.

transit observations of WASP-52 b, with ESPRESSO, were taken
on October 31st, November 7th, and November 14th 2018 (an
attempt to observe a transit on October 3rd was unsuccessful due
to a failure in the telescope control system). Transits of HAT-P-
30 b were observed with ESPRESSO on January 10th and March
27th 2019. All ESPRESSO observations employed the 2x1 bin-
ning in slow readout, high resolution mode (R∼140 000); further
details can be found in the summary in Table 1. Each set of obser-
vations has approximately a 1 hr baseline before and after transit;
all observations were reduced with version 2 of the ESPRESSO
Data Reduction Software2.

2.2. Photometric observations

We obtained photometric transit observations of both WASP-52
and HAT-P-30 with the goal of revising planetary parameters,
measuring a precise ephemeris of the targets, and searching for
the signatures of spot-crossing events in simultaneous observa-
tions. To do so, we used both EulerCam at the 1.2 m Euler
telescope (Lendl et al. 2012) and the Next Generation Transit
Survey (NGTS; Wheatley et al. 2018); the latter consists of
twelve 20 cm telescopes located at Paranal observatory. All
ground-based photometry was obtained using relative aperture
photometry with iterative selection of stable reference stars and

2 https://www.eso.org/sci/software/pipelines/espresso/
espresso-pipe-recipes.html

aperture sizes. For HAT-P-30, we also made use of data provided
by the photometric TESS satellite (Ricker et al. 2015).

WASP-52. We obtained photometric transit observations in
parallel with the first two ESPRESSO spectroscopic observa-
tions with EulerCam using a Geneva V band filter (Rufener &
Nicolet 1988). The choice of a comparably blue band was moti-
vated by the aim of increasing sensitivity to spot-crossing events
manifesting themselves as bumps in the transit light curve. With
NGTS (using a single 20 cm telescope), we obtained paral-
lel observations to all three ESPRESSO observations, plus two
additional transit observations on 2018-09-12 and 2018-10-31.
NGTS is equipped with a single broad optical filter with high
transmission between 500 and 900 nm (Wheatley et al. 2018).

In the interest of refining/updating the stellar rotation period
for WASP-52, we also performed long-term photometric mon-
itoring for this target. The discovery paper reported a stellar
rotation period near ∼12 days (Hébrard et al. 2013) based on
their v sin i? and stellar radius measurements, assuming the rota-
tion axis of the star was aligned with the orbital plane of
the planet; however, they also reported a ∼16 days periodic-
ity observed in two seasons of WASP data. Later reports from
Louden et al. (2017); Bruno et al. (2020); Rosich et al. (2020)
favour a stellar rotation period closer to ∼16–18 days. To fully
sample these periodicities and explore the stellar variability
present near our transit observations, we obtained 79 nights of
photometric monitoring with NGTS between 30 August 2018
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Fig. 1. Ground-based transit photometry of WASP-52 together with the
best-fit models (solid curves). The data have been baseline corrected
and binned into 2-min intervals.

and 1 December 2018. An average of fifty 10-s images were
obtained each night and combined into a single, high precision
photometric measurement.

HAT-P-30. We obtained photometric transit observations
with both, EulerCam and NGTS in parallel to both ESPRESSO
observations. As for WASP-52, a Geneva V band filter
(Rufener & Nicolet 1988) was used for EulerCam, while NGTS
observations were made using a single 20 cm telescope with a
broad optical bandpass (Wheatley et al. 2018). We also included
TESS observations of HAT-P-30 obtained during its Sector 7.
We made use of the TESS Science Processing Operations Cen-
ter (Jenkins et al. 2016) 2-min cadence PDC light curve (Smith
et al. 2012; Stumpe et al. 2014), which we additionally filtered
for low-frequency trends using a 6-h boxcar while masking the
transits of planet b. All light curves are summarised in Table 2.

3. Light curve modelling

We used the transit light curves described above to derive
updated parameters and ephemerides for the WASP-52 and HAT-
P-30 systems. To do so we used a Markov chain Monte Carlo
(MCMC) approach implemented in the CONAN package (Lendl
et al. 2020). We assumed stellar parameters from Johnson et al.
(2011) and Mancini et al. (2017) and radial-velocity ampli-
tudes from Johnson et al. (2011) and Hébrard et al. (2013)
for HAT-P-30 and WASP-52, respectively, and assumed circu-
lar orbits following the original RV analysis (which is sensible
given their short periods). We further assumed quadratic limb-
darkening parameters, fixed to values derived with the limbdark
tool (Espinoza & Jordán 2015) for each passband. A wide range
of parametric baseline models were tested to fit systematic
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Fig. 2. Ground-based transit photometry of HAT-P-30 together with the
best-fit models (solid curves). The data have been baseline corrected and
binned into 2-min intervals.
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Fig. 3. TESS transit photometry of HAT-P-30 together with the best-fit
models. The data have been phase-folded, with data binned into 14-min
intervals shown in black.

trends of each light curve, however low-order polynomials were
found to be adequate via comparison of the Bayes factor (e.g.
Carlin & Louis 2009). The baseline models used are listed in
Table 2, and the light curves, together with their best-fit models
are shown in Figs. 1, 2, and 3. We allowed for additional white
noise in each light curve by independently requiring each data set
to produce a reduced χ2 of unity and increasing the uncertainties
to reach this condition. A Gelman & Rubin (Gelman & Rubin
1992) test confirmed good convergence of the MCMC chains.
The updated parameters are given in Tables 3 and 4 for WASP-52
and HAT-P-30, respectively.

From Mancini et al. (2017), we expect anomalies from spot
occultations for WASP-52 b to be of the order of ∼0.005–0.01
in normalised flux (e.g., see their Figs. 1–3) and to occur over
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Fig. 4. Three-spot model fit to the NGTS photometry of WASP-52. The data is binned per night and the red curves show random samples from the
posterior distribution; spot evolution, which is unaccounted for in SOAP, is the most likely reason for the divergence in fit.

Table 3. Star-planet parameters for the WASP-52 system.

Par. Value Reference

T0 2458374.60896530+0.00037832
−0.00028912 d This work

P 1.74977083+0.00001028
−0.00001200 d This work

ip 1.48573310+0.00377061
−0.00326637 This work

Rp 0.16739970+0.00109760
−0.00113988 R? This work

a/R? 7.16832287+0.11414292
−0.10113834 This work

u1 0.69880 This work
u2 0.08777 This work
K 0.0843 ± 0.0030 km s−1 Hébrard et al. (2013)
e 0 Hébrard et al. (2013)
ω 90◦ Hébrard et al. (2013)
Teff 5014 ± 41 K Chen et al. (2020)
log g 4.48 ± 0.08 Chen et al. (2020)
Vmag 12.192 ± 0.069 Stassun et al. (2019)
Fe/H 0.06 ± 0.03 Chen et al. (2020)

a ∼40 min duration. We note that the 2-min WASP-52 data
from EulerCam has an RMS around 0.001 in normalised flux
(see Table 2); as such, we should be able to detect any potential
spot crossings with high significance. Unfortunately, as shown
in Fig. 1, we did not find any significant evidence for spot
occultations during the WASP-52 b transits herein.

Nonetheless, WASP-52 does show long-term spot modula-
tion, as evidenced in the monitoring from NGTS in Fig. 4.
We used this long-term photometric monitoring to constrain the
potential stellar inclination and rotation rate. We used the SOAP
code (Oshagh et al. 2013; Dumusque et al. 2014; Akinsanmi et al.
2018) to fit a spot model to our long-term photometry, shown in
Fig. 4. We note that the current version of SOAP does not con-
sider the evolution of active regions, and as a result the fit is
mostly constrained by the first stellar rotation. We assumed dif-
ferent number of spots (2, 3, and 4) and fit for the longitude,
latitude and size of each of the spots, alongside the stellar incli-
nation and rotation period. The observations were nightly binned
before fitting since spots induce longer-term flux variations. We
compared the different models using the Bayes factor and found

Table 4. Star-planet parameters for the HAT-P-30 system.

Par. Value Reference

T0 2458491.91561223+0.00019437
−0.00024875 d This work

P 2.81057534+0.00003581
−0.00003041 d This work

ip 1.43941624+0.00257064
−0.00231606 This work

Rp 0.10896401+0.00060343
−0.00086416 R? This work

a/R? 6.61749789+0.09170950
−0.08749245 This work

u1 0.48526013 This work
u2 0.20773733 This work
K 0.0907 ± 0.0021 km s−1 Maciejewski et al. (2016)
e 0 Maciejewski et al. (2016)
ω 90◦ Maciejewski et al. (2016)
Teff 6338 +162

−124 Stassun et al. (2019)
log g 4.284+0.028

−0.026 Maciejewski et al. (2016)
Vmag 10.352 ± 0.007 Stassun et al. (2019)
Fe/H 0.130 ± 0.080 Johnson et al. (2011)

that the 3-spot model was preferred. From our photometric spot
modelling, we find a stellar inclination of i? = 77.1 ± 15.6◦ and
a stellar rotation period of Prot = 17.69 ± 0.12 days (this Prot is
in agreement with the recent analysis by Rosich et al. 2020).

4. Reloaded Rossiter-McLaughlin

For the reloaded RM method, we create master-out CCFs for
each night by co-adding the respective out-of-transit CCFs.
Then the master-out and all individual CCFs are continuum nor-
malised and multiplied by a transit light curve (generated with
the batman code; Kreidberg 2015) based on the modelling in
Sect. 3 to put them on an correct relative scale. We adopted
the limb darkening coefficients used in the EulerCam fitting,
as its V band filter is a close approximation to the ESPRESSO
bandpass; we did test various limb darkening scenarios, with
the final results being consistent within 1σ; however, we caution
that for higher precision datasets, the limb darkening choice war-
rants close consideration as a mismatch can result in systematic

A174, page 5 of 28



A&A 674, A174 (2023)

biases in the local RVs. In turn, this allows us to directly subtract
the individual CCFs from the master-out CCFs, on a night by
night basis; for the in-transit observations we isolate the starlight
behind the planet, which we refer to as the local CCF, and for
the out-of-transit observations the residuals provide information
on the precision of the data. We then determine the RV of the
local CCF from the centroid of a Gaussian fit. For more details
see Cegla et al. (2016a).

To model the local RVs, we considered a variety of scenar-
ios for each target: solid body rotation alone (SB), solid body
rotation with a centre-to-limb variation in the net convective
blueshift (SB+CLV), differential rotation alone (DR), and differ-
ential rotation with a CLV (DR+CLV). We follow the coordinate
system laid out in Cegla et al. (2016a), and similarly assume a
solar-like stellar rotation law (but allowing for anti-solar rota-
tion), as well as test both a linear and quadratic limb-dependent
polynomial for the CLV. We remind the reader that the disc-
integrated net convective blueshift is encoded in the RV of
the master-out CCFs, which is removed from the local RVs to
account for the systemic velocities and any nightly offsets from
atmospheric, instrumental, or slowly evolving stellar variability
(relative to the transit timescales, e.g. spots or plage); this sub-
traction is accounted for in the CLV polynomials within the c0
formulation.

To perform each model comparison, we utilised the emcee
software package (Foreman-Mackey et al. 2013) and computed
MCMCs with a Gaussian likelihood function. We used 200 walk-
ers, 2000 accepted steps, and following a visual inspection of
the chains, opted for a burn-in of 500 steps (we also discarded a
few chains with significantly lower likelihood). For our least con-
strained cases, we did test using 20000 steps, but found results
consistent within 1σ. We assumed uninformative, uniform pri-
ors to stay within the physical boundaries and our coordinate
system. In particular we constrained the stellar inclination (i?)
to 0–180◦, the projected spin-orbit obliquity (λ) to –180–180◦,
and the differential rotation rate (α) to –1–1 (we note α < −1
is physically possible, but we excluded this regime for computa-
tional ease and because this parameter space is highly unlikely).
For WASP-52, we also used the long-term photometric moni-
toring and spot modelling from Sect. 3 to perform additional
analyses with Gaussian priors placed on the stellar rotation and
inclination.

Data near the stellar limb have a lower signal-to-noise (S/N);
this is in part due to increased limb darkening, but largely due
to the fact that the planet is only partially on the stellar disc at
ingress and egress. To select data of a sufficient quality we set
a threshold based off the dispersion of the continuum relative to
the contrast (i.e. depth) of the local CCF. The theoretical preci-
sion on the local CCF contrast achievable by fitting a Gaussian
is σcont/

√
FWHM, where σcont is the dispersion of the local

CCF continuum and FWHM is the full-width half maximum
expressed in pixel units (Allart et al. 2017). For our Gaussian fit
to perform optimally, the local CCF contrast must be discernible
from the surrounding noise. Herein, we exclude data where the
local CCF contrast is less than 10 times the precision of the local
CCF; this effectively removes data near the stellar limb. Various
thresholding factors were tested and each local CCF was exam-
ined by eye to confirm the local CCFs were discernible and that
the respective Gaussian fits were appropriate.

4.1. WASP-52

The local CCFs behind the transiting planet, and along the tran-
sit chord, for WASP-52 are shown in Fig. 5; the residuals from a

Fig. 5. Local stellar CCFs, behind the transiting planet (i.e. CCFout –
CCFin), for WASP-52. Top: plotted in various colours in the stellar rest
frame (indicated by a dotted vertical line); the two in-transit local CCFs
that fail the signal-to-noise test are shown as dashed lines. Individual
out-of-transit CCFs subtracted from the master CCFout are displayed in
grey. Bottom: plotted as a function of phase and colour-coded by the
flux; a further horizontal dashed line indicates zero phase.

subtraction between the master-out and individual out-of-transit
CCFs are also shown in grey and provide an indication of the pre-
cision. For the three nights of WASP-52 observations, only two
local CCFs, very near the stellar limb, fail the aforementioned
quality test; they are indicated as dotted lines. Due to the low
v sin i? of WASP-52 and the noise in the local CCFs, it is hard
to discern the stellar rotation by eye, but this becomes easier to
see when the local (or residual) CCFs are plotted as a function of
phase and colour-coded by flux, as shown in the bottom of Fig. 5.

The corresponding local RVs for WASP-52, across the tran-
sit chord, are displayed in Fig. 6. If WASP-52 b had occulted a
magnetically active region on the host star, then we would expect
to see a net redshift relative to the surrounding local RVs, due
to the suppression of convection in said region. Similar to the
transit light curve analysis, there is no strong evidence for any
spot or plage crossings during these observations; that is to say,
it is unlikely that there were any discernible magnetically active
regions along the transit chord during these times.

In Fig. 6, we also plot the best fit models for the various SB,
DR, and CLV scenarios. The respective coefficients for the vari-
ous fits, their Bayesian Information Criterion (BIC), and reduced
chi squared statistic (χ2

r ) are provided in Table 5. It is impor-
tant to note that the residuals to the various best fit models
under the SB rotation are non-Gaussian, e.g. failing the Shapiro,
D’Agostino’s K2, and Anderson-Darling tests for normality (see
Virtanen et al. 2020, for further references); this is largely due to
the points closest to the stellar limb. Hence, an inspection of the
BIC must be taken with caution.
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Table 5. Best fit results for the models of the local RVs of WASP-52.

Model (a) veq (km s−1) i? (◦) (b) α λ (◦) c1 (km s−1) c2 (km s−1) σ (km s−1) BIC χ2
r ψ (◦)

SB 2.06±0.04(b) 90 (c) 0(b) 0.64±0.62 – – – 48.2 1.8 –(b)

SB + σ 2.04±0.05(b) 90 (c) 0(b) 0.60+0.93
−0.94 – – 0.06+0.03

−0.02 33.5 1.1 –(b)

SB + CLVlin 2.06±0.04(b) 90 (c) 0(b) 0.38±0.64 –0.2+0.13
−0.14 – – 49.2 1.8 –(b)

SB + CLVquad 2.07±0.04(b) 90 (c) 0(b) 2.94+2.21
−2.20 –1.98+1.49

−1.48 1.41+1.18
−1.17 – 51.0 1.8 –(b)

DR 1.99+0.60
−0.43 115.93+18.96

−47.65 –0.50+0.97
−0.33 0.59+0.64

−0.66 – – – 104.6 4.4 33.53+16.73
−16.27

DR (0≤ α ≤1) 2.51+0.18
−0.14 64.58+11.24

11.71 0.71+0.21
−0.40 0.66 ± 0.57 – – – 52.0 1.9 20.92+11.75

−10.6

DR (–1≤ α ≤0) 1.82+0.62
−0.30 122.05+16.87

−17.26 –0.58+0.26
−0.27 0.56+0.67

−0.65 – – – 49.4 1.8 37.36+16.44
−16.23

DR (phot. prior) 2.47+0.08
−0.10 67.83+7.83

−7.62 0.73+0.20
−0.32 0.66±0.56 – – – 50.8 1.8 17.39+7.61

−7.71

Notes. (a)Assuming uninformative, uniform priors, unless otherwise indicated. (b)i? is constrained to 0–180◦, and values > 90◦ indicate the star’s
rotation axis is pointing away from the LOS. (c)Fixed under the assumption of rigid body rotation; we note this means the value in the veq column
for this row corresponds to veq sin i? and that we are unable to determine the 3D obliquity, ψ.

Fig. 6. Top: local RVs as a function of phase (in black), over-plotted with
the various model fits for the velocity contributions behind WASP-52 b
along the transit chord. Bottom: residuals between the measured local
RVs and the aforementioned model fits, with a dotted line at 0 km s−1

to guide the eye.

The non-Gaussian residuals from the pure SB model
prompted us to inspect whether our uncertainties might be under-
estimated; to test this we explored the best fit of SB rotation
and a white noise term, σ. Introducing an additional white noise
term will, by design, push our χ2

r towards 1. Nonetheless, the
improvement in the BIC suggests that there is evidence that our
local RV uncertainties might be under-estimated by as much as
60 m s−1 on average. However, the residuals of the SB+σ fit still
fail normality tests.

The non-normality of the residuals in these two tests indi-
cate it is possible there may be unaccounted for correlated
noise present in the data, e.g. from stellar surface variability.
Hence, we also fit for an additional contribution from CLV
(i.e. SB+CLV); we tested both a linear and quadratic form for
the CLV (CLVlin and CLVquad, respectively). In both cases the
CLV polynomial coefficients are consistent with zero within 2σ
(though they are highly correlated with λ for the quadratic case).
The v sin i? and λ also remain consistent with those from the
pure SB fit and all three scenarios provide a similar goodness of
it, meaning the extra free parameters in the CLV models cannot
be justified.

We further explored whether any constraints could be placed
on the potential level of DR on WASP-52, although given the
projected alignment of the system, this is likely to be difficult
to constrain. Implementing the uninformative, uniform priors
from above, we find a DR fit results in a split distribution for
α, i?, and veq (though the median value for the latter remains
close to the v sin i? derived under the SB assumption). The pro-
jected obliquity appears robust, with a Gaussian distribution and
median value close to zero, as found in the SB fits. We note that
the α distributions are clustered towards the extrema of the uni-
form prior, and are much larger than other DR determinations in
the literature, which indicates the fits may not be physical. The
most probable explanation for these split distributions is that as α
nears 0, the sin(θlat) term drops out, which leaves only the sin(i?)
latitudinal dependency, and sin(i?) = sin(π− i?). In this instance,
we see resulting i? distributions centred around ∼60◦ and ∼120◦
and a divergence at α = 0.

Hence, such bi-modal distributions in α and i? likely indicate
that the spectroscopic transits alone are not precise enough to
differentiate between solar and anti-solar rotation and/or a star
pointing towards or away from us. As such, we explore fitting for
a solar-like and anti-solar DR rotation separately (i.e α ≥ 0 and
α ≤ 0, respectively); both of these instances result in a similar,
albeit slightly worse, quality of fit compared to the SB case(s).
In each case, |α| still diverges towards 1, and we are unable to
completely break degeneracy between veq and sin i?. As a result,
we do not assign a physical interpretation of the α derived from
these fits.

We note that following Chaplin et al. (2019), we would
expect the p-modes for WASP-52 to be averaged out within the
given exposure times. Nonetheless, further binning the data can
increase the S/N. Since p-modes were not expected to be an
issue, and we found no evidence for spot occultations, we opted
to bin the data in phase to preserve spatial resolution (in bins
of ∼0.004). However, we found the results here were consistent
with the unbinned data.

In the case of WASP-52, we can use the long-term photomet-
ric monitoring from NGTS in an attempt to further constrain the
potential DR. In Sect. 3, spot modelling with SOAP indicated
i? = 77.1 ± 15.6◦ and Prot = 17.69 ± 0.12 days. In turn, we used
these to add Gaussian priors on i? and veq in a further DR fit of
the local RVs. Although veq, λ and i? are well constrained, we
are still unable to break the degeneracy between veq and α, with
the preferred α approaching the α = 1 boundary (with the result
largely consistent with the 0 ≤ α ≤ 1 prior). Hence, we do not
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trust the rotational shear returned from this DR model fit. Unfor-
tunately, even with the slight inclination of the stellar spin axis,
the small projected alignment means the planet likely occults
only 4◦ of latitude (half that of the HD 189733 b system); this
fact combined with the slow rotation means the absolute change
in rotational velocity from any rotational shear along the transit
chord is very small.

4.2. HAT-P-30

The local CCFs behind the transiting planet for HAT-P-30 are
shown in Fig. 7; the residuals from a subtraction between the
master-out and individual out-of-transit CCFs are shown in grey
in the top plot and in dark purple in the bottom plot. The local
CCFs that fail the quality test are shown as dotted lines in the
top of Fig. 7. Of the 61 in-transit local CCFs from the two tran-
sits, 48 pass the quality test. Although HAT-P-30 is brighter than
WASP-52, the very high impact factor for this system (b ≈ 0.86)
means its planet spends less time fully on the stellar disc and
occults regions with much heavier limb darkening, both of which
decrease the S/N of the resulting local CCFs.

The projected misalignment of this system is clearly indi-
cated in Fig. 7, as the centroid of the local CCFs all lie to one
side of the stellar rest frame; this is further evidenced by the cor-
responding local RVs plotted in Fig. 8. At this stage in the initial
analysis we noted a significant offset between the two transits,
which was remedied by utilising the sky-subtracted observations
for the second transit.

In Fig. 8, we also plot the best fit models for the various
SB, DR, and CLV scenarios. The respective coefficients for the
various fits, their BIC, and reduced chi squared statistic (χ2

r )
are provided in Table 6. Similar to the WASP-52 analysis, the
residuals to the various best fit models under the SB rotation
are non-Gaussian, e.g. failing the Shapiro, D’Agostino’s K2, and
Anderson-Darling tests for normality, and an inspection of the
BIC must be taken with caution.

Despite the slightly higher v sin i?, larger projected obliq-
uity, and increased brightness compared to WASP-52, the best-fit
model is similarly the SB+σ, indicating here that the uncertain-
ties may potentially be underestimated by up to ∼130 m s−1.
There are likely a combination of additional factors at play here.
For example, the Rp/R? is smaller for WASP-52 b, and the
impact factor of HAT-P-30 b is much higher, meaning the planet
is nearly always grazing and always occulting regions of high
limb darkening. The higher effective temperature of HAT-P-30
also means this star will have larger p-mode and granulation
variability, contributing to higher red noise in the local RVs; this
is evident in Figs. 6 and 8 where the median RV uncertainties
are ∼70 and ∼290 m s−1, respectively.

For HAT-P-30, the posteriors are well-defined in the SB
and SB+σ model fits (e.g. see Figs. B.1 and B.2), but there
is a strong correlation between the v sin i? and the c1 coeffi-
cient for the SB+CLVlin fit (see Fig. A.3). Interestingly, when
investigating the more flexible quadratic CLV contribution, the
CLV coefficients are both linearly correlated with v sin i?, but
there is a split in this distribution resulting in a V-shaped cor-
relation (see Fig. B.4). The λ and v sin i? relationship also goes
from well-defined in the linear CLV model to a banana shape
in the quadratic CLV model, where the centroid of the banana
occurs near λ = 0◦. The quadratic CLV coefficients are also now
strongly correlated with λ, which is no longer reliably recovered
(λ = 9.94+45

−53
◦). The behaviour of the SB and CLV fits indicates

that at high impact factors, the stellar rotation and centre-to-limb
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s, behin the transFig. 7. Local stellar CCFs, behind the transiting planet (i.e. CCFout –
CCFin), for HAT-P-30. Top: plotted in various colours in the stellar rest
frame (indicated by a dotted vertical line); the two in-transit local CCFs
that fail the signal-to-noise test are shown as dashed lines. Individual
out-of-transit CCFs subtracted from the master CCFout are displayed in
grey. Bottom: plotted as a function of phase and colour-coded by the
flux; a further horizontal dashed line indicates zero phase.

convective contribution may become degenerate if the observa-
tions are of insufficient RV precision compared to their relative
contributions.

The initial DR fit reveals a binary distribution in i?, similar
to what we saw for WASP-52, but the α distribution is rela-
tively flat this time (as opposed to the binary distribution seen
in WASP-52). For this reason, we explored both solar/anti-solar
priors and priors to enforce i? to either point towards or away
from the line-of-sight. In all cases, the projected obliquity and
equatorial velocity remain in agreement within 1σ. When i? is
forced to point towards the observer, there is broad agreement
with the anti-solar DR fit, with i? ≈ 50–60◦. Similarly, the solar
DR fit is in broad agreement when forcing i? to point away, with
i? ≈ 120–140◦. On the other hand, the solar and anti-solar α
distributions are relatively flat, while the i? priors resulted in
α distributions that favoured the extrema of the uniform pri-
ors. Nonetheless, in all cases α = 0 cannot be disregarded and
the BIC favours the solid body solutions. Moreover, it is clear
from Fig. 8, that the difference in the various model fits is small
relative to the scatter in the data.

As HAT-P-30 was the more ideal target to search for DR and
CLV (owing to its larger obliquity and higher effective temper-
ature and lower magnetic activity), for this target we also tested
the DR+CLV fits for various CLV polynomials up to cubic. This
was partially inspired by Doyle et al. (2022), where the authors
found a potentially large CLV on the hot F star WASP-166 could
dominate over the DR effects; in this case, a DR fit could only
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Table 6. Best fit results for the models of the local RVs of HAT-P-30, assuming uninformative, uniform priors.

Model veq (km s−1) i? (◦) (a) α λ (◦) c1 (km s−1) c2 (km s−1) σ (km s−1) BIC χ2
r ψ (◦)

SB 3.62+0.07
−0.06

(b) 90 (b) 0(b) 70.19+2.54
−2.46 – – – 74.8 1.5 –(b)

SB + σ 3.63±0.07(b) 90 (b) 0(b) 70.49+2.86
−2.77 – – 0.13±0.08 69.3 1.3 –(b)

SB + CLVlin 3.41±0.23(b) 90 (b) 0(b) 69.45+2.83
−2.81 –0.69+0.71

−0.69 – – 77.8 1.5 –(b)

SB + CLVquad 1.53+0.87
−0.35

(b) 90 (b) 0(b) 9.94+45.15
−53.02 16.03+7.42

−8.30 –19.85+9.80
−8.72 – 85.2 1.6 –(b)

DR 4.51+1.47
−0.68 66.17+68.88

−23.20 –0.28+0.67
−0.53 73.19+8.41

−7.01 – – – 238.7 5.1 74.27+13.79
−7.49

DR (0≤ α ≤1) 5.08+2.28
−1.30 126.94+20.67

−60.44 0.30+0.41
−0.23 75.92+8.89

−5.70 – – – 123.3 2.5 84.56+8.62
−13.93

DR (–1≤ α ≤0) 4.40+1.17
−0.61 57.01+50.82

−16.00 –0.49+0.37
−0.36 70.47+6.63

−6.27 – – – 90.5 1.7 72.41+6.24
−6.99

DR (0≤ i? ≤90) 4.38+1.01
−0.55 51.94+19.53

−13.02 –0.55+0.45
−0.33 71.60+6.58

−5.63 – – – 82.2 1.5 71.6+5.06
−5.83

DR (90≤ i? ≤180) 5.43+2.26
−1.66 135.97+13.60

−30.46 0.33+0.42
−0.40 77.66+7.93

−9.28 – – – 80.8 1.5 87.89+5.74
14.32

Notes. (a)i? is constrained to 0–180◦, and values > 90◦ indicate the star’s rotation axis is pointing away from the LOS. (b)Fixed under the assumption
of rigid body rotation; we note this means the value in the veq column for this row corresponds to veq sin i? and that we are unable to determine the
3D obliquity, ψ.

Fig. 8. Top: local RVs as a function of phase (in black), over-plotted with
the various model fits for the velocity contributions behind HAT-P-30 b
along the transit chord. Bottom: residuals between the measured local
RVs and the aforementioned model fits, with a dotted line at 0 km s−1 to
guide the eye. We note the DR fit without additional priors is a poor fit
due to the bi-modal distributions in the fitted parameters, see main text
and Appendix B for details.

be preferred if both DR and a cubic CLV were fit simultane-
ously. However, in each case here the CLV coefficients were still
always consistent with zero, the α distribution was relatively flat
and the i? distribution split around 90◦, as before. It is interesting
to note that λ was only recovered around 70◦ when considering
the linear CLV; for the higher orders the preferred obliquity was
near 40–50◦. For completeness, we also tested a SB plus cubic
CLV fit; as expected we found the CLV coefficients consistent
with zero, but the λ distribution was then centred closer to 60◦
with a large tail towards lower obliquities, effectively cutting off
some of the CLV-λ degeneracy seen in the SB+CLVquad fit. In all
cases, we could not justify the extra degrees of freedom required
by these models.

As a final effort, we also tried binning the data to reduce
the impact of p-modes. Following the methodology in Chaplin
et al. (2019), we expect the p-modes to have a negligible effect

with exposure times near 8 min. To very roughly account for
the uncertainties discussed in Chaplin et al. (2019), we opted to
bin in approximately 20 min intervals. We repeated the analy-
sis above on the binned data, but found that the parameters were
consistent within 1σ. The null effect of binning here may indi-
cate that the dominate issues are not due to p-modes, but rather
the geometry of the system (e.g. the high impact factor) and/or
precision of the observations which still limit this system even
after binning, or perhaps due to red noise from the granulation.

5. Simulations

Given the relatively low effective temperature of WASP-52,
combined with its slow rotation and the low projected obliquity,
we did not expect to detect DR or CLV for this target (we remind
the reader the aim was to explore spot occultations, but there
was insufficient evidence of occultations for the transits herein).
However, given both the higher effective temperature and large
projected misalignment of HAT-P-30, our aim was to detect both
DR and CLV for this target. As shown in Sect. 4, we did not find
sufficient evidence for either phenomena in either of our targets.
Here, we briefly simulate the HAT-P-30 system to explore further
under what scenarios we should be able to detect DR and CLV
if present at a solar-like level. In particular, we explore a variety
of projected obliquities, stellar inclinations, stellar rotation rates,
and impact factors.

We followed the procedure in Roguet-Kern et al. (2022)
to simulate local RVs with appropriate uncertainties and test
DR/CLV retrievals; where not stated the parameters were fixed
to those in Table 4 for the HAT-P-30 system. In our first sim-
ulations, we explored the conditions where we might expect to
confidently detect DR if present at the solar level (i.e. a differ-
ential shear = 0.2), neglecting any CLV contributions. We set
v sin i? = 3.6 km s−1 and explored the whole λ parameter space
(–180 to +180◦, in 4◦ steps). We varied i? between 0–180◦ in
2◦ steps, and veq was then derived given the fixed v sin i? value
above. We used the time sampling of the observations herein, and
the local RV uncertainties were set by Eq. (1) in Roguet-Kern
et al. (2022):

RVerr(µ) =

√
1

gain
·

(
1
R∗

)2

· 10
V

2.5 ·
1

texp
·

LC(µ)
1 − LC(µ)

·C, (1)
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where the gain was set to 6 for ESPRESSO3, R∗ is the stellar
radius, texp is the exposure time in seconds, and LC is the light
curve (which is also a function of centre-to-limb angle, µ). In
Roguet-Kern et al. (2022), C is a constant scaled to the local
uncertainties of HD 189733 to account for other instrumental
setups and environmental parameters. At the time, this constant
was found to accurately predict the local RV uncertainties from a
RRM analysis for various star-planet systems. This is indeed the
case for WASP-52, but here we find using the same C system-
atically under predicts the uncertainties for HAT-P-30. All three
systems have a similarly slow rotation, but HAT-P-30 is much
hotter so the convective broadening of the local CCF is much
larger and may lead to a decease in the overall RV precision.
Advancing Eq. (1) is beyond the scope of this paper and will be
the subject of future work; herein we scale C to the empirically
derived uncertainties measured in Sect. 4. We opted to use the
predicted uncertainties, rather than the empirical, as they rep-
resent the most ideal observing conditions and the most ideal
scenario of pure white noise, thereby setting an lower limit. Fol-
lowing Roguet-Kern et al. (2022), we used the difference in BIC
assess goodness of fit. To account for different realisations of
white noise, we repeated the simulation and fit three times and
took the average.

As expected, the uncertainties are too large to justify the
more complicated DR model over SB regardless of any potential
stellar inclination or projected obliquity. The most likely limiting
factors for a DR detection are the low projected stellar rotation
rate and the high impact factor. Hence, we also simulated sce-
narios with either a v sin i? = 5 km s−1 and 10 km s−1, or the
measured rotation v sin i? = 3.6 km s−1 and an impact factor of
b = 0.2, 0.4, or 0.6.

We find that either a faster rotation or lower impact factor
could indeed enable a DR detection. For the v sin i? = 10 km s−1

(b ≈ 0.87) and b = 0.6–0.4 (v sin i? = 3.6 km s−1) cases there are
some combinations of λ and i? where a DR detection may be
feasible. For the known obliquity near 70◦, there may be poten-
tial for a DR detection if the stellar inclination were near 90◦ or
the star was pole-on. We note that the accuracy of the retrieved
differential shear, α, is improved for lower impact factors, except
at b = 0.2 where the absolute value of the stellar rotation rate
along the transit chord (for the known obliquity) is low and thus
DR becomes difficult (or impossible) to detect (e.g. shown in
Roguet-Kern et al. 2022).

We also tested these various scenarios under the assumption
of the (lower) uncertainty derived when the scalar C was derived
from HD 189733. Naturally, this led to a larger DR detection
parameter space, where we would have expected to detect DR
for HAT-P-30. Hence, if the star was potentially cooler, it may
have been possible to detect DR (if present at the solar level) at
the real impact factor and stellar rotation rate.

To explore the potential for a CLV detection for HAT-P-30,
we first took a DR+CLV model and added the subsequent white
noise (as described above). We explored the same parameter
space as before, except we kept λ near the known value, explor-
ing between 50–100◦. We use the CLV from Roguet-Kern et al.
(2022) based off the net 0 G solar MHD simulations in Cegla
et al. (2018). We note that for a hot, F dwarf like HAT-P-30, this
CLV is likely an under-estimate (e.g. see Beeck et al. 2013; Doyle
et al. 2022).

As the CLV is on the same order as the DR, we expect
our simulated injeciton and recory to perform similarly to the

3 The gain is set to 1 for HARPS, under which the original expression
was derived.

pure DR case; this was indeed the case. The high impact factor
of HAT-P-30 b means that planet track is always at high limb
angles (low µ), making it difficult to trace the full centre-to-limb
behaviour. However, even for the simulations with b = 0.6 or 0.4,
we were still unable to prefer a DR+CLV model given the preci-
sion of the simulated data. If instead we had a higher precision
dataset, e.g. matching that scaled from HD 189733, then we pre-
dict a CLV detection if b = 0.4 and the stellar rotation axis was
perpendicular or the pole-on.

We also explored a simplified case, where the star rotated
as a solid body (with the rate above) and had a solar-like CLV.
In this case, we predict a CLV detection in the entire parameter
space explored above, in other words, a SB+CLV fit is preferred
over a SB fit. If the star rotated as a solid body, any latitudinal
variation in RV could only originate from a CLV contribution.
In the DR case, the latitudinal contribution could come from the
rotational shearing or the CLV; these extra degrees of freedom
require a higher precision to disentangle. Hence, for HAT-P-30
it is likely that either the CLV level is below that of the solar
values explored here or the contribution of DR prevents a CLV
detection given the precision of the current dataset. We note that
since we only simulated one functional form of CLV, we cannot
comment on the detectability of a CLV with a different shape.

6. Summary and concluding remarks

We analysed spectroscopic and photometric transits of WASP-
52 b and HAT-P-30 b to examine the respective host stars’ stellar
surface phenomena. As WASP-52 b has often occulted starspots
in the past, our goal was to use the reloaded RM technique to
isolate the starlight from such regions and examine the spot prop-
erties directly. A secondary goal for this target was to explore
potential differential rotation and convective centre-to-limb vari-
ations; given the slow rotation of this system, the moderate/low
effective temperate and high magnetic activity of the K dwarf
host star this was foreseen to be challenging. However, a DR and
CLV detection was the primary goal for the hotter F star HAT-P-
30, with its projected obliquity previously known to be near 70◦;
in this case the higher effective temperature of the host star (and
lower magnetic activity) is expected to lead to a larger (more eas-
ily detectable) CLV, while a higher obliquity means the planet is
likely to occult more stellar latitudes and therefore more easily
enable a DR detection.

From the photometric transits (using Eulercam and NGTS for
both targets, and additional TESS data for HAT-P-30), we have
updated the ephemeris for each system and the corresponding
transit parameters. For WASP-52, we also performed long-term
photometric monitoring with NGTS to further refine the stel-
lar rotation period, which we found to be 17.69 ± 0.12 days (in
agreement with the literature). Unfortunately, we find no evi-
dence for spot occultations during the transits observed herein
for WASP-52 b.

For both systems, the preferred stellar surface model is solid
body rotation plus a white noise term. We note that the p-modes
are expected to be averaged out within the individual expo-
sures for WASP-52. For HAT-P-30, we expect the p-modes to
be negligible with larger exposure times and examined the data
binned on 20 min intervals, but found no significant changes
in the returned model fits. All stellar surface model fits that
included a CLV polynomial returned coefficients consistent with
zero. When considering a linear CLV contribution, λ was unaf-
fected. However, a quadratic CLV fit for HAT-P-30 resulted in
a split distribution in λ, indicating the stellar rotation and CLV
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may be degenerate at high impact factors if the RV precision
is insufficient. An attempt to recover DR resulted in bi-modal
distributions for both targets. To overcome these degeneracies
for WASP-52, we tried utilising Gaussian priors on i? and Prot
(from the photometry) and also restricting the parameter space
to either a purely solar-like or anti-solar differential shear. Whilst
restricting the parameter space did improve the goodness of fit,
it was not sufficient to justify the extra degrees of freedom. For
HAT-P-30, we did not have a prior on the stellar rotation, so we
further restricted the DR parameter space to explore a solar-like
vs anti-solar shear and whether the star was pointing towards us
or away; of these, a solar-like shear with the star pointing towards
the observer was preferred, but not over solid body rotation. For
HAT-P-30, we also tried to fit DR and CLV simultaneously, in
case both effects are on the same order, but we were still unable
to constrain either effect.

Due to the somewhat surprising result for HAT-P-30, we sim-
ulated various scenarios to try to identify when DR and/or CLV
might be detectable, if present at the solar level. Given the preci-
sion of our dataset for HAT-P-30, we predict that a DR detection
would only be possible if the star was either spinning much faster
(e.g. near 10 km s−1) or the impact factor was lower (e.g. between
b = 0.4 to 0.6). However, at too low of an impact factor (e.g.
b = 0.2), the transit chord covers very low stellar rotation rates,
given the high projected obliquity, and thus DR would become
challenging or impossible. We postulate that the limiting fac-
tors for the precision may be the host star brightness, red noise
due to granulation (which is higher for hotter stars), and/or the
high impact factor which means the transit chord is heavily limb
darkened and the planet is nearly always grazing. If the host star
had been more similar to HD 189733, we may have been able to
recover a DR+CLV detection if the stellar inclination was either
perpendicular or pole-on. Interestingly, if the true stellar rota-
tion could be represented by a solid body, then we predict that
we would have expected a SB+CLV detection if the CLV were
present at the solar level (or higher). This indicates that either
the CLV for this system is below the solar values or possibly
that the DR present is preventing a CLV confirmation given the
precision of the current dataset.

Further observations and/or a sophisticated treatment of the
red noise present in these observations is required to refine the
potential differential rotation and convective centre-to-limb vari-
ations present on WASP-52 and HAT-P-30. Future observations
of WASP-52 also present a new opportunity to capture starspot
occultations and directly probe the spot properties. Moreover,
we advocate for a thorough and cautious approach when search-
ing for these subtle stellar signatures as various degeneracies
are possible; this is especially true for systems with high impact
factors (i.e. grazing transits).
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Appendix A: Posterior Distributions for WASP-52

Fig. A.1. WASP-52 corner plot for solid body stellar rotation (SB); displayed are the one and two dimensional projections of the posterior
probability distributions and their corresponding log-normal likelihood estimates. Vertical dashed lines correspond to the median values and their
respective 1σ uncertainties calculated from the 16th, 50th, and 84th percentiles of the samples.

A174, page 12 of 28



Cegla, H. M., et al.: A&A proofs, manuscript no. aa45523-22

Fig. A.2. WASP-52 corner plot for solid body stellar rotation with an additional white noise term (SB+σ); displayed are the one and two
dimensional projections of the posterior probability distributions and their corresponding log-normal likelihood estimates. Vertical dashed lines
correspond to the median values and their respective 1σ uncertainties calculated from the 16th, 50th, and 84th percentiles of the samples.
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Fig. A.3. WASP-52 corner plot for solid body stellar rotation with a linear centre-to-limb variation due to convection (SB+CLVlin); displayed are
the one and two dimensional projections of the posterior probability distributions and their corresponding log-normal likelihood estimates. Vertical
dashed lines correspond to the median values and their respective 1σ uncertainties calculated from the 16th, 50th, and 84th percentiles of the
samples.
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Fig. A.4. WASP-52 corner plot for solid body stellar rotation with a quadratic centre-to-limb variation due to convection (SB+CLVquad); displayed
are the one and two dimensional projections of the posterior probability distributions and their corresponding log-normal likelihood estimates.
Vertical dashed lines correspond to the median values and their respective 1σ uncertainties calculated from the 16th, 50th, and 84th percentiles of
the samples.
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Fig. A.5. WASP-52 corner plot for differential stellar rotation (DR); displayed are the one and two dimensional projections of the posterior
probability distributions and their corresponding log-normal likelihood estimates. Vertical dashed lines correspond to the median values and their
respective 1σ uncertainties calculated from the 16th, 50th, and 84th percentiles of the samples.
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Fig. A.6. WASP-52 corner plot for differential stellar rotation, assuming a positive (solar-like) rotational shear (DR, 0 ≤ α ≤ 1); displayed are the
one and two dimensional projections of the posterior probability distributions and their corresponding log-normal likelihood estimates. Vertical
dashed lines correspond to the median values and their respective 1σ uncertainties calculated from the 16th, 50th, and 84th percentiles of the
samples.

A174, page 17 of 28



A&A 674, A174 (2023)

Fig. A.7. WASP-52 corner plot for differential stellar rotation, assuming a negative (antisolar) rotational shear (DR, −1 ≤ α ≤ 0); displayed are the
one and two dimensional projections of the posterior probability distributions and their corresponding log-normal likelihood estimates. Vertical
dashed lines correspond to the median values and their respective 1σ uncertainties calculated from the 16th, 50th, and 84th percentiles of the
samples.
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Fig. A.8. WASP-52 corner plot for differential stellar rotation, with priors on veq and i? from long-term photometric monitoring (DR, phot. prior);
displayed are the one and two dimensional projections of the posterior probability distributions and their corresponding log-normal likelihood
estimates. Vertical dashed lines correspond to the median values and their respective 1σ uncertainties calculated from the 16th, 50th, and 84th
percentiles of the samples.
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Appendix B: Posterior Distributions for HAT-P-30

Fig. B.1. HAT-P-30 corner plot for solid body stellar rotation (SB); displayed are the one and two dimensional projections of the posterior
probability distributions and their corresponding log-normal likelihood estimates. Vertical dashed lines correspond to the median values and their
respective 1σ uncertainties calculated from the 16th, 50th, and 84th percentiles of the samples.

A174, page 20 of 28



Cegla, H. M., et al.: A&A proofs, manuscript no. aa45523-22

Fig. B.2. HAT-P-30 corner plot for solid body stellar rotation with an additional white noise term (SB+σ); displayed are the one and two
dimensional projections of the posterior probability distributions and their corresponding log-normal likelihood estimates. Vertical dashed lines
correspond to the median values and their respective 1σ uncertainties calculated from the 16th, 50th, and 84th percentiles of the samples.
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Fig. B.3. HAT-P-30 corner plot for solid body stellar rotation with a linear centre-to-limb variation due to convection (SB+CLVlin); displayed
are the one and two dimensional projections of the posterior probability distributions and their corresponding log-normal likelihood estimates.
Vertical dashed lines correspond to the median values and their respective 1σ uncertainties calculated from the 16th, 50th, and 84th percentiles of
the samples.
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Fig. B.4. HAT-P-30 corner plot for solid body stellar rotation with a quadratic centre-to-limb variation due to convection (SB+CLVquad); displayed
are the one and two dimensional projections of the posterior probability distributions and their corresponding log-normal likelihood estimates.
Vertical dashed lines correspond to the median values and their respective 1σ uncertainties calculated from the 16th, 50th, and 84th percentiles of
the samples.
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Fig. B.5. HAT-P-30 corner plot for differential stellar rotation (DR); displayed are the one and two dimensional projections of the posterior
probability distributions and their corresponding log-normal likelihood estimates. Vertical dashed lines correspond to the median values and their
respective 1σ uncertainties calculated from the 16th, 50th, and 84th percentiles of the samples.
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Fig. B.6. HAT-P-30 corner plot for differential stellar rotation, assuming a positive (solar-like) rotational shear (DR, 0 ≤ α ≤ 1); displayed are the
one and two dimensional projections of the posterior probability distributions and their corresponding log-normal likelihood estimates. Vertical
dashed lines correspond to the median values and their respective 1σ uncertainties calculated from the 16th, 50th, and 84th percentiles of the
samples.
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Fig. B.7. HAT-P-30 corner plot for differential stellar rotation, assuming a negative (antisolar) rotational shear (DR, −1 ≤ α ≤ 0); displayed are
the one and two dimensional projections of the posterior probability distributions and their corresponding log-normal likelihood estimates. Vertical
dashed lines correspond to the median values and their respective 1σ uncertainties calculated from the 16th, 50th, and 84th percentiles of the
samples.
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Fig. B.8. HAT-P-30 corner plot for differential stellar rotation, assuming a stellar inclination pointing towards the line-of-sight (DR, 0 ≤ i? ≤ 90);
displayed are the one and two dimensional projections of the posterior probability distributions and their corresponding log-normal likelihood
estimates. Vertical dashed lines correspond to the median values and their respective 1σ uncertainties calculated from the 16th, 50th, and 84th
percentiles of the samples.
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Fig. B.9. HAT-P-30 corner plot for differential stellar rotation, assuming a stellar inclination pointing away from the line-of-sight (DR, 90 ≤
i? ≤ 180); displayed are the one and two dimensional projections of the posterior probability distributions and their corresponding log-normal
likelihood estimates. Vertical dashed lines correspond to the median values and their respective 1σ uncertainties calculated from the 16th, 50th,
and 84th percentiles of the samples.
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