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MINDFUL SPACE IN SENTENCES - A DATASET OF VIRTUAL EMOTIONS FOR
NATURAL LANGUAGE CLASSIFICATION

Abstract

Spatial emotions have played a critical role in visual-spatial environmental assessment, which can be
assessed using bio-sensors and language description. However, information on virtual spatial emotion
assessment with objective emotion labels and natural language processing (NLP) is insufficient in
literature. Thus, designers’ ability to assess spatial design quantitatively and cost effectively is limited
before the design is finalized. This research measures the emotions expressed using
electroencephalograms (EEGs) and descriptions in virtual reality (VR) spaces with different parameters.
First, 26 subjects experienced 10 designed virtual spaces with a VR headset (Quest 2 device)
corresponding to the different space parameters of shape, height, width, and length. Simultaneously, the
EEG measured the emotions of the subjects using four electrodes and the five brain waves. Second, two
labels — calm and active — were produced using EEGs to describe these virtual reality spaces. Last, this
labeled emotion dataset compared the differences among the virtual spaces, human feelings, and the
language description of the participants in the VR spatial experience. Experimental results show that the
parameter changes of VR spaces can arouse significant fluctuations in the five brain waves. The EEG brain
wave signals, in turn, can label the virtual rooms with calm and active emotions. Specifically, in terms of VR
spaces and emotions, the experiments find that more relative spatial height results in less active emotions,
while round spaces arouse calmness in the human brain waves. Moreover, the precise connection among
VR spaces, brain waves in emotion, and languages still needs further research. This research attempts to
offer a useful emotion measurement tool in virtual architectural design and description using EEGs. This
research identifies potentials for future applications combining physiological metrics and Al methods, i.e.,
machine learning for synthetic design generation and evaluation.
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Virtual reality (VR), Spatial Perception, Spatial assessment, Electroencephalogram (EEG), Natural
Language Processing (NLP)
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ABSTRACT

Spatial emotions have played a critical role in visual-spatial environmental assessment, which can
be assessed using bio-sensors and language description. However, information on virtual spatial
emotion assessment with objective emotion labels and natural language processing (NLP) is
insufficient in literature. Thus, designers’ ability to assess spatial design quantitatively and cost
effectively is limited before the design is finalized. This research measures the emotions expressed
using electroencephalograms (EEGs) and descriptions in virtual reality (VR) spaces with different
parameters. First, 26 subjects experienced 10 designed virtual spaces with a VR headset (Quest 2
device) corresponding to the different space parameters of shape, height, width, and length.
Simultaneously, the EEG measured the emotions of the subjects using four electrodes and the five
brain waves. Second, two labels — calm and active — were produced using EEGs to describe these
virtual reality spaces. Last, this labeled emotion dataset compared the differences among the virtual
spaces, human feelings, and the language description of the participants in the VR spatial
experience. Experimental results show that the parameter changes of VR spaces can arouse
significant fluctuations in the five brain waves. The EEG brain wave signals, in turn, can label the
virtual rooms with calm and active emotions. Specifically, in terms of VR spaces and emotions, the
experiments find that more relative spatial height results in less active emotions, while round spaces
arouse calmness in the human brain waves. Moreover, the precise connection among VR spaces,
brain waves in emotion, and languages still needs further research. This research attempts to offer a
useful emotion measurement tool in virtual architectural design and description using EEGs. This
research identifies potentials for future applications combining physiological metrics and Al
methods, i.e., machine learning for synthetic design generation and evaluation.

Keywords: Virtual reality (VR), Spatial Perception, Spatial assessment, Electroencephalogram
(EEG), Natural Language Processing (NLP)
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1. INTRODUCTION

Design evaluation in the real-world costs much before the design is finalized. Moreover,
it’s expensive to incorporate user feedback with sentiments and description post-design due to
the individual differences. Quantifying and explaining user experience are important to detect
patterns to make generalizations in design assessment.

The immersive experience of virtual reality (VR) offers a new way to measure the impact
of pure visual experiences (El Beheiry et al., 2019) with lower cost before the design is
finalized. Researchers can simulate intricate real-life spaces in VR to investigate the emotion
feedback that subjects experience inside the spatial settings. Although there are many VR and
electroencephalograms (EEGS) studies (Shemesh et al., 2021; Suhaimi et al., 2020), their spaces
lack the elements of everyday architectural spaces, such as windows and doors (Shemesh et al.,
2017), and the language interpretation of the spaces by the participating experimenters (Hu et
al., 2019). Our study hypothesizes that we can quantify people’s descriptions and explanations
of spaces by analyzing their sentences with emotional labels.

The immersive spaces in this research consist of 10 rooms with variable design
parameters of shape, height, width, and length to stimulate emotional experiences of spaces that
the users experience during everyday life. In the experimental study, 26 participants describe the
virtual spaces of different parameters and explain their reactions in sentences to create a spatial
dataset. The dataset is built in 3 dimensions of spatial parameters, sentences, and emotional
labels to assess the spatial emotions in everyday language. Our study aims to assess how design
parameters influence linguistic and emotional responses to virtual spaces. Our dataset assists
architects' decision-making processes in facilitating more accessible and accurate labeling of
description and emotion reactions to spaces.

2. RELATED WORK

Virtual reality (VR) technology has been used as an architectural assessment tool to assist
in decision-making for unbuilt spaces, as well as psychological, educational, and recreational
design tools. Measurements of architectural spaces in VR involve measuring quantitative spatial
parameters and qualitative spatial features. Quantitative spatial measures are mostly related to
size, proportion, scale, and distance perceptions (Shemesh et al., 2021), while qualitative
features are the environmental aspects of spaces, such as openness and closeness (Ergan et al.,
2018b, 2018a). Assessments of architectural spaces in VR involve the feedback from user
physiological data and language explanation, such as descriptions and questionnaires.

In the assessment of VR spaces, non-architects find it difficult to explain their exact
feelings about the visual space. For example, non-architects will describe a space with some
sentences, like "it is a space for me to study calmly in," rather than a more straightforward word,
like “tranquil” or “unaroused.” To quantify emotional reactions from participants in VR spaces,
researchers build body biosensor systems, including electroencephalogram (EEG), galvanic skin
response (GSR), heart rate in photoplethysmogram (PPG) and eye tracking, to measure and
assess basic emotions in VR spatial experiences (Ergan et al., 2018a). Among all the biosensors,
EEGs play a role in measuring the emotion of brain waves to measure cognitive emotion and
assess architectural design with descriptions (Diemer et al., 2015). In this research, the
emotional states of calmness and activeness are measured with EEGs corresponding to the
descriptions during the spatial experiences.

Natural language processing (NLP) has been recognized as a critical language tool for
statistical analysis and assessment of designed spaces. However, everyday descriptions of the
experience with natural language, such as the text sentences from Twitter, seldom result from
only visual-spatial experiences. These sentences describe the spaces merged with other
elements, such as the temperature, social interactions, and senses. Architecture researchers have
difficulty distinguishing whether the experiences in a sentence come from space or from other
elements of everyday life, such as food and weather. Existing emotion classifiers do not provide
effective guidance to architects in practical applications (Mohammad et al., 2018). Thus, the
architecture researchers' ability to evaluate spaces using language is limited. This research aims
to build a dataset of natural language mapping from visual-spatial sentence descriptions to
visual-spatial emotion labels.

https://digitalcommons.bau.edu.lb/apj/vol28/iss3/43
DOI: 10.54729/2789-8547.1238



TU and YANG: MINDFUL SPACE IN SENTENCES - A DATASET OF VIRTUAL EMOTIONS FOR NA

3. METHODOLOGY

This section introduces the parameters of VR models, the apparatus, and the
psychophysiological Indices of biosensors (EEG devices), overview of participants, experiment
procedures and data analyzing methodology (Figure 1). The methods aim to match the sentence
descriptions with the corresponding emotion and spatial parameters using EEG and VR models.
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Fig.1: A diagram showing the pipeline of the methodology using EEGs, VR and NLP

3.1. Architectural Spaces and VR Devices

Researchers rendered 10 3D room models in Unity for the VR headset experiences.
The parameters of the virtual rooms (Table 1) are the shapes of the rooms (rectangle, and
round in diameter of 3 m or 9 m), and the sizes (height in 3 m or 6 m, width in 3 m or 9 m,
and length in 3 m or 9 m) of the rooms. Other virtual spatial parameters, such as color, light
and the size proportion of the window (0.5 m, 0.5 m, 0.5 m, 0), remain the same. Many of
these prototyped rooms are shaped in design strategies as potential spaces for new study,
work, and recreation. All of them can play an important role providing calming space for
mindfulness.

The participants were also equipped with a wearable VR device — Oculus Quest 2.
The Quest 2 offers a VR experience with the field of view in 90 degrees and per eye
resolution of 1832x1920. The researchers set up the 10 room models in Quest 2 for VR
testing. All these space models are then recognized as calm (mindful) or active (anxious)
spaces using electroencephalogram (EEG) devices with a spontaneous effect on human
brain waves in five brainwaves: alpha, beta, gamma, theta, and delta.
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Table 1: The parameters of the 10 VR rooms

Room No. Shape Height Length Width Room Settings Immersive View
1 Rectangle 3m 3m 3m
2 Rectangle 3m 3m 9m
3 Rectangle 3m 9m 9m
4 Rectangle 6m 3m 3m
5 Rectangle 6m 3m 9m
6 Rectangle 6m 9m 9m
7 Round 3m 3m
8 Round 3m 9m
9 Round 6m 3m
10 Round 6m 9m

3.2. Biosensors

Viewing the VR rooms, the participants were also equipped with a Muse headset — a
wearable brain sensing headband. The device is fully portable and can be paired with any
tablet or smartphone and operated with the Muse application (Mind Monitor) to record the
EEG data. The sensors are placed on the frontal lobes of subjects to detect the five brain
waves (Table 2) — delta (1-4 Hz), theta (4-8 Hz), alpha (7.5-13 Hz), beta (13-30 Hz) and

https://digitalcommons.bau.edu.lb/apj/vol28/iss3/43
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gamma (30-44 Hz). The EEG device tracks and records the five brain wave patterns in 4
electrodes of signal collected from frontal areas (TP9, AF7, AF8 and TP10 electrodes).
Brain waves data from Muse 2 are absolute band powers, based on the logarithm of the
Power Spectral Density (PSD) of the EEG data for each channel. When analyzing the EEG
data, we compared the data of five types of oscillations.

Table 2: The five brainwaves’ absolute frequency ranges read from the Muse headset

Frequency T .
Name Range Description in emotion
Delta 1-4Hz Usually indicating the unconscious mind and occurs in deep sleep
Usually indicating the subconscious mind and occurs in sleeping and
Theta 4-8Hz dreaming
Usually indicating a relaxed mental state yet aware and are correlated with

Alpha 1513 Hz brain activation

Beta 13-30 Hz Usually indicating active mind statzgtr:si?;curs during intense focused mental
Gamma 3044 Hz Usually associated with intense brain activity

3.3. Comments from the Participants

Individuals differ in terms of baseline anxieties and arousal levels in reacting to the
VR room experiences. The Mindful Attention Awareness Scale (MAAS) can measure
mindfulness as an attribute that varies between people (Brown and Ryan, 2003). Thus,
MAAS measures the diversity of attention to and awareness of present events and
experiences in the VR spaces. The questionnaire includes gquestions related to the elements
of VR spaces and the experience. The question settings of the questionnaire are 5 gradients
- almost always, very frequently, something frequently, something infrequently, very
infrequently, and almost never, while people cognize and feel the spaces hardly by these
numerical values. Moreover, the questionnaire questions are difficult to cover all the spatial
cognition and emotional feedback of the participants. To collect more feedback in the
experiments, participants expressed their spontaneous spatial feelings through their
language. Researchers used audio to record participants’ comments on the spaces and
questions (Table 3). After converting the audio to text, researchers conduct a natural
language processing analysis of the sentences combined with emotion from EEGs.

Table 3: The questions for each participant during the VR test for each room

Feeling Sentences

Question 1 How would you describe the space in more than two sentences?

Question 2 How would you describe your feelings of the space in more than two sentences?

Behavioral Intention Sentences

Question 3 What would you like to do in this room right now?
Question 4 What would you like to do in this room for the following 3 hours?
Question 5 What would you like to do in this room with your best friends?

Spatial Intention Sentences

Question 6 If this room was part of your house, then, which room of your house do you think this room
would be and why?

Question 7 If this room was a public room, what kind of function do you think the room would have?
Question 8 If you could name this room, what name or title would you want to choose and why?
Question 9 The previous subject described the room as “a prison”; what do you think about that?

3.4. Experiment Setup

The participants consisted of n = 26 people (16 women, 10 men; mean age = 27, SE
= 7.65). They were architecture or non-architecture students and volunteers from higher
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education institutes, such as MIT and Harvard. 6 of them do not have VR experience before
and 20 of them have VR experiences before our test.

The experiment was designed to be independently executed by each of the
participants, and each session was recorded individually (Table 4). They were also
provided with a VR headset (Oculus Quest 2), Muse headset to measure brain waves, a
chair to sit on, and a quiet area to stay for 30 minutes (Figure 2). All participants underwent
a short training and a short sample session with the apparatus. They were instructed by the
researchers on how to perform the experiment—describe their views or feelings of the VR
rooms in sentences following the questions (Table 3) designed to elicit appropriate
responses. After this, participants experienced the rooms in a random order, describing their
feelings in audio-recorded sentences.

EEG
Headset

VR
Headset

It can be like a parking Verbal
garage for public use. [ Recordings

Fig.2: Example of participants’ experiments with EEG headset, VR headset, and Verbal recordings

In the VR experiment, connectivity with the Muse headset had to be established with
Bluetooth and checked for all four electrodes (TP9, AF7, AF8, TP10) each time. After the
proper connection of smartphones with Muse, the baseline phase of the experiment—the
relaxation phase—was established. During this time, participants were asked to close their
eyes and relax for 30 seconds while their EEG data were recorded by Muse (the baseline
phase, was later on subtracted from the signal). Next, during the 60 minutes’ sitting,
participants looked at the VR rooms without unnecessary movement. Viewing the VR
rooms, the participants answered the questions asked by the researchers. Complete
recording of sentences at 10 room views (plus the break time of 2 min each for interval)
took between 45 and 60 min. The participants filled out the questionnaires after doing the
VR experiment.
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Table 4: Research design and the phases of the procedures

Preparation for VR Research

10 VR rooms designed by researchers (Section 3.1);

Phase 1
Random choice of rooms’ orders and questions for participants to answer (Table 3).
Introduction for Participants
Introduction to research goals and equipment — instructions for all 26 participants.
Presentation of research VR headset including 10 rooms in random order.
Phase 2

Test Bluetooth connection—smartphone to Muse EEG device.

First-time VR users will have 1 min more to experience the VR headset to overcome
the initial excitement of trying VR for the first time.

Then, the participants had 30 seconds’ rest before the VR Research and Audio
Recordings.

VR Experiments and Audio Recordings

The participants are seated in a room without sound or movement for the VR tests.
During the VR spatial test, the participants wear the Muse Headset to record the
EEG data simultaneously. The researchers ask the participants the questions (Table
Phase 3 3) on the topics of spatial feeling, behavior intention, and random sentences for each
virtual room. The participants answer in sentences to describe each virtual room.
The researchers audio-record the sentences to match the sentences and the emotions
from EEG to build the dataset.

The participants have a 2 min break in the transition of the two VR rooms to avoid
emotional influences of the room transition.

Individual Mindfulness Balanced Questionnaire

Phase 4 The Mindful Attention Awareness Scale questionnaires (Brown and Ryan, 2003)
together with other VR experiences related questions measured the individual
emotional differences.
Data Curation
Phase 5
Data preparation as described in the “Statistical Analysis” section of this article.
Data Analysis
Phase 6
Data analysis as described in the “Results” section of this article.
Dataset Building and NLP
Phase 7

Dataset preparation and NLP training as described in the “NLP Classification
Training” section of this article.
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4. RESULTS

Our dataset contains 1,402 sentences from participants’ comments with 2 labels and 10
rooms (Table 5). We analyzed our dataset using electroencephalograms (EEGS), statistical tools
and natural language processing (NLP) classification models. In this section, we showcase the
potential of using our dataset for data-driven analysis of spaces and emotions.

Table 5: Example of our dataset with1,402 sentences, 2 emotion labels and 10 rooms

Room Emotion
Sentences
1D label
6 This is very upright space, and I’'m looking at this strike so weird. 1
6 It looks like terrace; I don’t know how you attached the texture. 0

It’s a similar room, I would say, still upright, but seems like the window
3 says is smaller, but it's still like large accordingly relative to the wall that 0
I'm facing. So, | would say it's still like a very, like nice view room.

I think it's large, | would not say it's huge, but it's a size of like good. I like

3 a small dance hall, but I see is quite low, like a dorm ceiling. 0
| feel like I'm in a barrel. So, I've already decided the nickname. Because
8 it's cylinder and very tall. So, make me like a can, and it's weird, because 1
you are there any kind of flaw here, because like this is a curry wall and
like the door, as well as the handrail, has some bug.
8 It has a curvy like window. 0

4.1. Analysis from the Users’ Comments

In terms of the relationship between rooms and emotions, each room can arouse
some participants' calm and active emotions. Therefore, it is difficult to label a room with
emotion. Moreover, some rooms have distinct emotional features, such as room 1 (shape =
rectangle, height = 3m, length = 3m, width = 3m), room 6 (shape = rectangle, height = 6m,
length = 9m, width = 9m), and room 5 (shape = rectangle, height = 6m, length = 3m, width
= 9m), and some do not have distinct emotional features (Figure 3).

Furthermore, Figure 3 illustrates that rooms have stark individual differences in
emotional arousal. Participants may have generally more active emotions (e.g., Participant
9, 10, 15, and 26), or calmer emotions (e.g., Participants 7, 13, and 23) in the virtual reality
(VR) environment. Such deviations may come from the deviation of individual spatial
cognition and spatial perception, or the individual's different stress responses to VR space
during the experiments. For example, Participant 25 said he was excited when speaking and
wondering in the VR rooms.

In terms of the relationship between sentences and emotions, the emotional labels of
sentences were strongly correlated with participant number and room height parameters.
The significant differences in emotions among the participants also reflect the difference in
the individual's emotions towards the room. However, for the higher spaces, most
participants exhibited calmer emotions (Table 6, -0.20** with significance in the
relationship between height and active). Therefore, we expect further analysis between
sentences and emotions.
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Fig.3: Calm and active distribution by Room ID and Participant ID
Table 6: Correlations between emotion labels of rooms and participant ID
Participant_ID Emotion_label

Participant_ID (gender/architects/) 1 .303™

Room_ID .051 -.035

Length -.101™ -.037

Width -.009 .076

Height -.038 -.020™

Emotion_label .303™ 1

4.2. EEG Results

To prepare the emotion label data from the EEGs, we carry out additional
preprocessing and then statistical analyses using Python programming language (with the
libraries SciPy, Statsmodels and Scikit_posthocs).

The EEG signal from the Muse 2 headset is recorded with the use of the Muse
Monitor mobile app. The absolute signal undergoes a Fast Fourier Transform (FFT)
algorithm in Muse to compute the power spectral density of each frequency range (for
instance, alpha, i.e., 9-13 Hz) on each channel. Basically, the signal from each channel
shows “how much” of each frequency exists in the interval of one second. The raw data are
given on a log scale, in units of Bels, for further analysis. At first, the signal is cleaned in
terms of the number of non-informative elements and errors (e.g., missing data, non-
numeric values, poor signal quality obtained from a particular electrode, eye blinks and jaw
clenches annotation data, dropped samples, etc.). Then, we subtract the 30 s baseline
(relaxation phase of the study) from the rest of the signal, for each room and for each
participant separately. Subsequently, we average the absolute band power of the five
oscillations for each session in the VR as well as for each person, for later comparisons.

After the preprocessing of the absolute wave data and extraction of all 5 oscillation
bands (using Formula 1), we conduct analysis of variance (ANOVA) with Sidak’s
correction for multiple comparisons, where the mean oscillation values for each location
are the dependent variables, and the type of rooms and type of oscillation are independent
variables.

alphaansolute = (alphare + alphaare + alphaare + alpharpio)/n - alphasasseiine (1)
n = real active number of channels for each participant

The mean oscillation values (Formula 2), of each room assigns the emotion labels —
calm (0) and active (1) — of the room for the virtual spaces and the sentences describing the
rooms.

a=1/25 :2=51 a; )
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The text sentences of each room transcribed from the audio are labeled with the room
emotion data for further correlation analysis and NLP classification training. Basically, for
each room (10 in total) in VR, 450 sentences from the subjects (26 in total) with 2 labels,
calm and active from the EEGs. Correlation matrices are then be generated for all 5
oscillation bands and rating differences to uncover possible correlations between the
emotions, sentences, and room parameters.

Normalized
Wave Value we== Delta === Theta Alpha Beta === Gamma

1.20

0.90
PARTICIPANT # 26, ROOM # 7

Active

0.60

0.30

0.00

Calm

-0.30

time

Fig.5: Example of emotion labeling

When participant experiencing the room number 7, we record his brain wave, and audio sentences
stimulated by this room. We find that, he had an active emotion that above the 0 line — which is his
baseline of brain wave. So, we label this sentence with active.

4.3. NLP Classification

Aside from quantitatively analyzing, our dataset can also be used to define natural
language processing (NLP) tasks. Bidirectional Encoder Representations from
Transformers (BERT) is a deep learning-based model for NLP which are pre-trained using
a very large text corpus (Devlin et al., 2019). BERT is used for text classification training
to compare the spatial emotions in virtual reality from our dataset and non-spatial emotions
from the existing emotion dataset, such as SemEval2018Taskl (Mohammad et al., 2018),
Ascertain (Subramanian et al., 2018) and Dreamer (Katsigiannis and Ramzan, 2017).

In this section, we introduce two novel tasks based on our dataset. In the first task,
given a space’s parameters of shape, length, width, and height, we predict whether the
room will arouse a calm emotion or an active one. In the second task, given a sentence, we
predict the emotions aroused by the spaces. Both these tasks are not only challenging from
an NLP perspective, but also have potential applications. For example, models for
predicting the emotions aroused by a space might be used in recommendation systems for
architectural design. Also, a model trained to predict the emotions given comments using
thousands of training examples might result in better design feedback for architects.

In task 1, since there are 10 rooms and 4 parameters, but there are only 1402
sentences, the mAP of the model is not high - only 0.3. For classification training with 10
labels, a larger training set should be required to learn the features.

In task 2, the model has an F1 score of 0.82 for the active label in the validation set
while an F1 score of 0.37 for the calm label. This is since the number of labels in the
overall training set and validation set is about 50% less than that of the active (Figure 3),
which makes the samples challenging to learn and validate. Therefore, in the results of
classification learning, the machine tends to classify more sentences as active.

https://digitalcommons.bau.edu.lb/apj/vol28/iss3/43
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The results on the two classification tasks show that the discrete distribution of the
training set over room parameters and the imbalanced distribution over sentiment labels
lead to biased training results. The envisioned solutions include increasing the number of
participants in sample collection to increase the dataset and balancing the number of two
types of sentiment labels.

Table 7: Results of trained BERT model of Task 2

precision recall fl-score support
Calm 0.35 0.41 0.37 24
Active 0.69 1.00 0.82 54
accuracy 0.69 78
macro avg 0.35 0.50 0.41 78
weighted avg 0.48 0.69 0.57 78

4.4. Dataset Comparison

We compare our dataset with existing sentiment classification datasets in two
aspects: psychological datasets and NLP emotion datasets. Compared to other psychology
datasets, our dataset is the first to use space as a medium for natural language and EEG.
Existing datasets inspire emotions through images and quantify the data by measuring data
to build datasets, such as Ascertain (Subramanian et al., 2018), Dreamer (Katsigiannis and
Ramzan, 2017), and FER-2013. However, our dataset is a language corpus inspired by
spaces and measured by EEG. Such datasets are difficult to analyze because language is
ambiguous, and the mutual interpretation between emotion and language is also ambiguous.
Also, the language of everyday life is not extreme and does not have a strong emotional
consensus to provide further analysis. Compared with other NLP sentiment classification
datasets, on the one hand, our dataset provides different sentiment labels since EEG devices
are better at accurately measuring the emotional state of calm and active. If complex
emotional states, such as happiness, need to be measured, more complex measurement
equipment is often required. Therefore, our dataset adopts different emotion labels from
existing NLP emotion classification datasets in the use of emotion models. For example,
SemEval2018Taskl (Mohammad et al., 2018) adopts emotion labels such as anger, fear,
joy, or sadness, while we use calm and active. On the other hand, our dataset comes from
precise linguistic descriptions of spaces, and other datasets, such as SemEval2018Task1
(Mohammad et al., 2018), have sentences from Twitter — a language corpus that describes
elements of every aspect of life. Since spatial elements inspire the sentences in our dataset,
our dataset is a more spatially relevant corpus.

Table 8: Results of trained BERT model of Task 2

SemEval-2018 Task 1:

Sentences Our dataset Affect in Tweets

This space feels more relaxing, but with more sounds like the

space for worshipping or for prayers. calm 10y
| feel very energetic, and | feel like dancing. active joy

I can’t stop. | finished - dejected. luckily no one is in the .
active fear

bathroom. So, | go to a stall and wait until my pants are dry.

Well stock finished &amp; listed, living room moved around,
new editing done &amp; fitted in a visit to the in-laws. active joy
#productivityatitsfinest #happy
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5. DISCUSSION AND LIMITATIONS

In settings of VR spaces, on the one hand, the parameters are more controllable than real-
world spaces, and VR spaces are a cheaper experimental test tool than real-world constructions.
On the other hand, VR spaces may not necessarily reflect real-world user experiences. Spatial
elements in the real world are complex and changeable, and selecting the combination of
complex architectural features is key to experimental testing. For example, some researchers
have selected elements such as openness and closeness (Ergan et al., 2018a). The more choices
of elements, the more complex the spatial composition and the longer the experiment.

Participants in this study experienced the space at a fixed point standing or sitting.
However, in the real world, the experience of space is continuous, and people experience
architectural spaces not statically, but with movements. As a next step, moving panorama video
may be a good start for testing real-world spaces.

The study tested brainwave data from 26 participants in a VR space using a Muse 2
device with 4 electrodes. More expensive EEG equipment may be able to reflect more
comprehensive brain wave data. For example, the 14-channel EEG device (Emotiv Epic) with
02 and P7 electrodes (Shemesh et al., 2017), is a particularly important signal point (citation)
for spatial experience. In addition, in terms of body sensors to capture more bio data, other
devices can be used, such as electromyography (EMG), galvanic skin response (GSR), heart rate
in photoplethysmogram (PPG), and eye tracking. For instance, the user's gaze trajectories or
other behaviors in VR spaces may also cause measurement biases in the data for emotions.

During the experiment, this study collected participants’ data such as EEG and audio,
while the participants were sitting or standing and speaking or listening. Certain factors, such as
the sitting or standing state of the participants, should be controlled. Participant 25, for example,
said that speaking in the VR space would arouse his excitement. Other factors, such as smell and
white noise, and psychological cognitive factors including memory, will also cause certain
experimental errors in the impact of spatial emotions. In terms of NLP, we asked the participants
particular questions for feedback on their emotional states. However, many kinds of questions
might be asked and answered. Future research should include a spatial task with guidelines, such
as asking participants to wait, to stimulate specific feelings (stress or calm).

6. CONCLUSION

Our spatial dataset, the first publicly available spatial dataset for spatial research and
design purposes, contains 1402 sentences and 2 labels — calm and active. Our analysis shows
interesting trends and predicts two results: (i) the emotional reaction to a space based on spatial
features and (ii) the emotion in brain waves corresponding to a sentence based on its contents.
Our experiments show that certain properties of spaces, such as length, width, and height, are
correlated with higher possibilities of calmness, reflected in EEG data. We offer a useful NLP
emotion classification dataset for architectural design improvement using everyday sentences.
More importantly, we hope that our dataset helps architects understand the virtual spatial
emotions in everyday language to guide design. In terms of application, our model can generate
emotional evaluations of spaces based on the user's verbal description and brainwave data. Our
models can be used to evaluate machine-learned or human-generated designs in the age of Al.
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