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Abstract Reproduction of atmospheric boundary layer wind tunnel experiments by
numerical simulation is achieved in this work by directly modeling, with immersed
boundary method, the geometrical elements placed in the wind tunnel’s floor to
induce the desired characteristics to the boundary layer. The numerical model is im-
plemented on the basis of the open source flow solver caffa3d.MBRi, which uses
a finite volume method over block structured grids, coupled with various LES ap-
proaches for turbulence modeling and parallelization through domain decomposi-
tion with MPI. The Immersed boundary method approach followed the work of
Liao et al 2009. Numerical simulation results are compared to wind tunnel measure-
ments for the mean velocity profiles, rms profiles and spectrums, providing good
overall agreement. We conclude that the Immersed Boundary Condition method is
a promising approach to numerically reproduce ABL Boundary Layer development
methods used in physical modeling.
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1 Introduction

The global trend towards urbanisation explains the growing interest in recent decades
in studying the Atmospheric Boundary Layer (ABL), comprising the first layer of
the atmosphere that extends about 1-2 km from ground and hosts a large part of hu-
man activities. The effect of winds on buildings and other structures, as well as on
pedestrian in urban environments, the transport of pollutants in air, or wind power
generation are a few examples of human activities that develop within the ABL and
require its study [3, 9, 2]. The characteristics of the ABL flow are shaped up mainly
by the interaction with the ground and so will vary depending on the characteristics
of the terrain and its roughness which might correspond for example to different
urban environments, sea or vegetated fields [1].

Physically modeling ABL processes in a Wind Tunnel its traditional well sta-
blished technique. Special Wind Tunnels are built for this purpose, named Atmo-
spheric Boundary Layer Wind Tunnels, in which the test sections is preceded by
a relatively long working zone in which the modeled ABL flow is developed over
selected roughness elements.

While this technique is traditionally used for the study of the ABL, numerical
modeling has emerged as a complementary contribution to it in the last decades.The
development of modern parallel computers and computational fluid dynamics nu-
merical methods presently allows to numerically simulate turbulent flows with
different approaches, ranging from Reynolds Averaged Navier-Stokes methods
(RANS), through Large Eddy Simulation (LES), up to Direct Numerical Simula-
tion (DNS) [12].

The Numerical Wind Tunnel methodology targets the numerical simulation of
flows which are physically modeled in Wind Tunnels. In the case of the ABL a pri-
mary concern in this methodology is to appropriately reproduce the boundary layer
characteristics, which in turn are mainly driven by the roughness characteristics
of the terrain. Different approaches have been proposed for this matter, including
roughness wall functions and drag based representation of vegetation.

This paper aims at a preliminar analysis of viability of using immered bound-
ary method to explicitly representate roughness elements in numerical simulations
of ABL Wind Tunnel experiments. Chapter 2 presents the reference Wind Tunnel
experiments used for comparision with the numerical simulations developed in this
work. Chapter 3 presents the numerical method, describing the base open source
solver used, caffa3d.MBRi, as well as the immersed boundary approach followed
to represent roughness elements. Chapter 4 presents the results and conclusions are
derived in Chapter 5.

2 Wind tunnel experiments

The experimental data used in this work was obtained at the Atmospheric Boundary
Layer Wind Tunnel of the Facultad de Ingenieria in Uruguay, which is an open
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circuit wind tunnel with a 2.20× 2.25 m square test section, and a 14 m long inlet
region for the development of the ABL, capable of achieving maximum wind speeds
of 30 m/s. In figure 1 the general layout of the Wind Tunnel is presented.

Boundary layer development is shaped up with a series of cubical elements, 3
cm in side, placed in a regular staggered arrangement with a 15 cm spacement, 3
Standen spires type vortex generators [14], of 134 cm height, and a 31.5 cm height
wall placed at the inlet. This arrangement is used to reproduce an urban boundary
layer with a length scale 1:200. Figure 2 gives general and detailed views of this
arrangement.

Velocity was measured with a TSI IFA 100 hot wire anemometer. SN hot film
probes were used for this purpose. The sampling rate was 4000 Hz and a low-pass
filtering of the signal at 2000 Hz was used to avoid aliasing. 65536 samples were
taken in each location accounting to a sampling time of 16,384 s. The positioning
of the hot film probe was done using a robotic arm designed to perform this task.
Vertical profiles of mean velocity, root mean square fluctuations are obtained as
well as power spectrums at selected locations. Experimental results are reported
and compared with numerical simulation results in section 4.

Fig. 1 Layout of the Atmspheric Boundary Layer Wind Tunnel at IMFIA. Lengths in (m)

Fig. 2 General (left) and detalied (right) views of the wind tunnel test section and boundary layer
preparation section, with roughness element cubes and vortex induction Standen spires type ele-
ments
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3 Numerical method

The methodology developed to numerically simulate atmospheric boundary layer
wind tunnel tests is based on the open source solver caffa3d.MBRi [10], coupled
with a specific immersed boundary conditions module, following the work of [7], to
explicitly represent the geometry of roughness elements used in the Wind Tunnel.

The open source incompressible flow solver caffa3d.MBRi is a Fortran90 im-
plementation of the finite volume method, evolved from the work of Ferziger and
Peric [4]. It features a block structured framework to accommodate both a flexi-
ble approach to geometry representation and a straightforward implementation of
parallel capabilities through the MPI library. Representation of complex geometries
can be handled semi automatically through a combination of body fitted blocks of
grids and the immersed boundary condition strategy over both Cartesian and body
fitted grid blocks. The parallelization strategy is based on the same block structured
framework, by means of encapsulated MPI calls performing a set of conceptually
defined high level communication tasks. It has been suggested by other authors that
fluid dynamics research would benefit from the availability of more public and open
source codes [17]. The authors agree with this view and welcome the use and fur-
ther development of caffa3d.MBRi model by other researchers. For this purpose the
code is freely available through the website (www.fing.edu.uy/imfia/caffa3d.MB).

3.1 Mathematical model

The mathematical model comprises the mass balance equation (1) and momentum
balance equation (2) for a viscous incompressible fluid, together with generic non-
reacting scalar transport equation (3) for scalar field φ with diffusion coefficient Γ .
Note that (2) has been written only for the first Cartesian direction here.∫

S
(v · n̂S)dS = 0 (1)

∫
Ω

ρ
∂u
∂ t

dΩ +
∫
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S

Γ (∇φ · n̂S)dS (3)

In these equations, v = (u,v,w) is the fluid velocity, ρ is the density, β is the
thermal expansion factor, T the fluid temperature and Tre f a reference temperature,
g is the gravity, p the pressure, µ the dynamic viscosity of the fluid and D the strain
tensor. The balance equations are written for a region Ω , limited by a closed surface
S, with unit outward pointing normal n̂S. Finally ê1 is the first Cartesian direction.

The generic transport equation (3) for non-reacting scalars can be used to im-
plement in a straightforward manner further physical models like heat transport
required for the temperature field, both Reynolds Averaged and Large Eddy Sim-
ulation turbulence closures, wet air processes which include evaporation and con-
densation, etc. An arbitrary number of scalar fields can be solved simultaneously,
with coupling between them as for the case of temperature field influencing both
momentum equations through buoyancy and wet air process equations through con-
densation and evaporation conditions. The use of equations in their global balance
form together with the finite volume method, as opposed to the differential form,
favors enforcing conservation laws for fundamental quantities such as mass and
momentum into the solving procedure [4]. For the present simulations a standard
Smagorinsky large eddy turbulence model was attached to the solver.

3.2 Discretization and solving procedure

Complete details for discretization of each term will not be given here but can be
found in [16], together with various validations of the solver [16, 15, 10]. Second
order central differencing scheme for diffusive terms is used, while convective terms
are discretized blending first order upwind approximations and second order central
differences.

Further, the SIMPLE [13] method for pressure-velocity coupling is used to obtain
a discretized equation for the pressure, from the mass balance equation (1). Refined
methods for pressure-velocity coupling can also be incorporated [6], together with
improved linear interpolations [5]. Also different implicit time stepping schemes
can be combined for the momentum equations, like first order backwards Euler or
second order Cranck-Nicholson.

The usual lexicographical order in 3D implies that the resulting segregated lin-
ear equation system is hepta-diagonal in each grid block, and thus globally block
hepta-diagonal. Either a block structured variant of the Stone-SIP solver [8] or a
block structured Algebraic Multigrid (AMG) solver with SIP as a smoother [11, 16]
are used for iterative solution of each linear system. The SIP solver algorithm ac-
commodates well the block structure inherited from the grid, allowing efficient par-
allelization.
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3.3 Immersed boundary conditions method

Following the work of [7], a specific immersed boundary conditions module was
included in the solver. In this approach the geometry of roughness elements used in
the Wind Tunnel, like cubes and spires, is explicitly represented over the structured
grid, by means of a triangulated surface as shown in figure 3, The distance from
each grid node to the closest roughness element wall is then computed and used
to derive the forcing term. For grid nodes that fall inside roughness elements an
additional body force term is computed to enforce null velocity at that node. For
grid nodes falling outside roughness elements, but close enough, an interpolation
procedure is applied to estimate the target velocity at the node and the additional
body force is applied based on that estimate. This computation is embeded into the
overal implicit outer iteration procedure, so that the additional body force value at
each node is adjusted within each time step until convergence is reached.

This procedure leads to an almost automatic meshing strategy for a geometry
in which developing a body fitted block structured grid would be seldom feasible.
Unstructured grids would be better suited for a body fitted approach, but still would
require considerable meshing effort, especially considering the intricate global ge-
ometry of the roughness elements set. Also, modifying the geometry of roughness
elements can be done on the fly, without requiring a change in the grid.

Fig. 3 Immersed Boundary Condition representation of roughness element cubes and vortex in-
duction Standen spires type elements.
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While the grid resolution does not warrants that the boundary layer over each
individual roughness element will be adequately captured, it is expected that the
overall contribution to the development of the ABL like flow, comprised of the su-
perposition of each elements wakes, will be indeed well represented.

3.4 Numerical simulations setup

The computational domain corresponds to the working area of the wind tunnel,
13.72 m long up to the test section, within which the boundary layer is developed.
Buffer regions for inlet and outlet boundary conditions add up to the total length of
16.25 m for the computational domain, with a cross section 2.25 m wide and 2 m
high. This domain was split into 26 identical regions or grid blocks, each 1.25 m
long, 1.125 m wide and 2m high. Two grids were setup with different spatial reso-
lution. For the coarse grid, a uniform horizontal grid spacing of 1.56 cm was used.
A vertical non-uniform distribution of cells was selected, with minimum vertical
spacing of 1mm at the floor. Each grid block then required 80 cells in the stream-
wise direction, 72 cells spanwise and 104 cells in the vertical, for a total of almost
600.000 cells per grid block. For the fine grid, the horizontal resolution was set to
1.04 cm while the vertical resolution was kept at 1mm at the floor. The total number
of cells per grid block for the fine grid was about 2 million cells, 120 cells stream-
wise, 108 cells spanwise and 156 in the vertical direction.

Wall boundary conditions with non slip condition were applied at the floor, while
slip conditions were applied at the roof and side walls of the tunnel. The inlet was set
to a uniform velocity of Uo=13.5 m/s and null gradient boundary condition normal
to the outlet was applied.

For the coarse grid a time step of 0.5 seconds was used, while for the fine grid
computations were performed for time steps of 0.5 s and 0.01 s. Computations were
distributed in 26 cores on the Cluster-FING infraestructure [www.fing.edu.uy/cluster].
A total of about 60.000 cpu-hours were used for the set of numerical simulations
with an estimated cost of about less than one thousand euros.

4 Results

Mean velocity profiles from Wind Tunnel experimental data and from the three nu-
merical simulation runs are presented in figure 4, showing good agreement between
numerical and experimental data, as well as almost grid and time step independance.
Preliminary analysis, not indluded here due to sapce constrains, also show a good
logarithmic behaviour at the logarthmic sublayer. In figure 5, urms profiles are given
for the same set of experimental and numerical data, showing a good match as well.

Finally, power spectrums for longitudinal velocity are given at 100mm from floor
for experimental data in figure 6 and for numerical results from the fine grid in figure
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7. The behaviour of numerical results up to the integral scales and the begining of
the inertial sub-ranges is appropriate, while the energy decay afterwards is more
accentuated, probably due to too much dissipation from the LES model, with an
early sharp cut off due to grid resolution.

Fig. 4 Mean velocity profiles
form experiments and nu-
merical simulations. symbols:
experimental data; solid line:
coarse grid dt=0.5s; dashed
line: fine grid dt=0.5s; dotted
line: fine grid dt=0.01s

Fig. 5 Urms profiles form
experiments and numerical
simulations. symbols: experi-
mental data; solid line: coarse
grid dt=0.5s; dashed line: fine
grid dt=0.5s; dotted line: fine
grid dt=0.01s
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Fig. 6 Power spectrum for
longitudinal velocity at 100m
height, from experimental
data

Fig. 7 Power spectrum for
longitudinal velocity at 100m
height, from fine grid numer-
cial simulations

5 Conclusions

Preliminary results showing good overall agreement between experimental data and
numerical simulations suggest that the direct representation of roughness elements
by immersed boundary condition method is an effective way of numerically mod-
eling ABL Wind tunnel tests. Both mean velocity profile and urms profile were
adequately captured at the applied grid resolutions, which must be fine enough to
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geometrically resolve the roughness elements. While computational intensive the
proposed method has the advantage of requiring almost no calibration to reproduce
wind tunnel test conditions. Almost no meshing effort is required as well, making it
possible to even use a single grid for different roughness element setups.
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5. Lehnhauser T. and Schäfer M., Improved linear interpolation practice for finite-volume
schemes on complex grids. International Journal for Numerical Methods in Fluids, 38 (2002)
625-645.
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