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Computer vision and perception tools are an important step on the developing world of robotics. 
The goal of computer vision development is to enable machines to understand visual information. 
When this goal is acquired, there are countless usages in fields such as production, healthcare, 
and entertainment like sports. This thesis addresses perception tools, computer vision and espe-
cially their usage amongst sports. 

The thesis can be roughly divided into two parts, the first part is literature research about 
computer vision and perception tools. The second part of the thesis is a practical example with 
OpenDR’s pose estimator tool, which is used to do a short analysis on two separate golf swings. 
These swings are then compared to each other and by this one way of using perception tools in 
sports is showcased. 

First part of the literature research addresses the basics of computer vision. The beginning of 
this part introduces what computer vision and perception tools are. In addition, a rough version of 
a vision system is presented. After that we move on to how computers process images. Briefly 
computers segment the picture and then give a value to each part that corresponds into a color. 
After image processing we switch over to 3D-vision and present three different ways on how it is 
executed. The methods that were presented are, triangulation, time-of-flight, and structured light. 
Lastly, we researched on how object tracking is implemented on vision systems. We found out 
that no one way of executing object tracking is set in stone, and there are available several dif-
ferent algorithms. One common factor in these algorithms was the need of background filtering. 
Usually this is done by comparing subsequent images and separating objects that are in motion 
from those that are motionless. At the end of this part project OpenDR is also showcased, which 
is used in the practical part of the thesis. 

The second part of the literature research contains presentations of different systems that are 
already used in sports. In total 4 systems were presented, each of them focusing on a different 
part of computer vision. The presented systems were used in hockey, tennis, cricket, and bad-
minton. The purpose of these systems include improvement in training efficiency, added enter-
tainment value, and increasing the accuracy of officiating. Some of the systems are already in 
commercial use and some were still in development. Although the purpose of these systems is to 
develop sports in general, there are some difficulties. These difficulties include technical ones like 
accuracy of the system or price, and impact on the entertainment value by disrupting the flow of 
the game. 

On the last part of the thesis a pose estimator algorithm was used to detect joints and other 
keypoints from images. These keypoints were used to compare two different golf swings and to 
detect differences in these swings. These differences were then used to consider on what should 
be changed on the swing to acquire better results. The algorithm made it easier to detect the 
differences in the swings and we concluded that with more data such as different angles, in addi-
tion to better sport knowledge, more accurate advice could be provided. 
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Konenäkö ja havainnointityökalut ovat tärkeä osa kehittyvässä robotiikan maailmassa. Ko-
nenäön kehityksellä pyritään tietokoneiden ja robottien visuaalisen informaation ymmärrykseen. 
Kun tavoite saavutetaan, on tälle lukemattomia käyttötarkoituksia niin tuotannossa, terveyden-
huollossa ja viihteessä, kuten urheilussa. Tämä työ käsitteleekin konenäköä, havainnointityöka-
luja ja erityisesti niiden käyttöä urheilussa. 

Työ voidaan jakaa karkeasti kahteen osaan. Työn laajempi osa on kirjallisuuskatsaus ko-
nenäöstä ja sen käytöstä urheilussa. Toisessa osassa tehdään pienimuotoinen käytännön työ 
OpenDR:n pose estimator-työkalulla, jonka avulla analysoidaan tiettyä urheilusuoritusta. Tätä 
suoritusta verrataan ammattilaisen vastaavaan suoritukseen. Näin esitellään yksi tapa hyödyntää 
konenäköä urheilussa. 

Kirjallisuuskatsauksen ensimmäinen osa käsittelee konenäön perusteita. Osion alussa esitel-
lään lyhyesti, mitä konenäkö on. Tämän lisäksi esitellään konenäköjärjestelmien karkea rakenne. 
Tämän jälkeen siirrytään konenäön toimintaperiaatteisiin. Ensimmäisenä käydään läpi, kuinka 
tietokoneet käsittelevät kuvia. Tämä toteutetaan syöttämällä tietokoneelle kuva. Tietokoneelle 
syötetty kuva pilkotaan osiin, jonka jälkeen jokaiselle osalle annetaan tiettyä väriä vastaava arvo. 
Kuvankäsittelyn jälkeen käydään läpi tietokoneiden 3D-konenäköä ja muutamia tapoja 3D-näön 
toteuttamiseen. Työssä esitellään yhteensä kolme eri tapaa. Seuraavaksi työssä käsitellään 
kuinka järjestelmät toteuttavat jonkun tietyn objektin seurannan videokuvasta. Havaittiin että ob-
jektin seurantaan ei ole tiettyä tapaa. On olemassa useita eri algoritmeja, joilla pyritään vahvista-
maan objektinseurannassa tiettyjä osa-alueita, kuten havainnointinopeutta. Tällöin muut osa-alu-
eet kuten tarkkuus voivat kuitenkin kärsiä. Objektinseurannassa yhtenä pääkohtana havaittiin 
taustan erottelu halutusta objektista. Tämä toteutetaan usein vertailemalla peräkkäisiä kuvia ja 
erottelemalla niistä liikkuvat ja liikkumattomat objektit. Viimeisenä tässä osiossa esiteltiin vielä 
OpenDR-projektia, jota hyödynnettiin käytännön osiossa. 

Kirjallisuuskatsauksen toisessa osiossa esitellään useita eri urheilussa käytettäviä järjestel-
miä. Konenäköjärjestelmiä esiteltiin yhteensä neljä. Jokainen järjestelmä keskittyy konenäön eri 
osa-alueeseen. Esitellyt järjestelmät olivat käytössä jääkiekossa, tenniksessä, sulkapallossa ja 
kriketissä. Järjestelmien tarkoituksiin kuuluivat esimerkiksi viihdearvon lisäys, tuomaroinnin tark-
kuuden parantaminen sekä harjoittelun tehokkuuden kehittäminen. Osa esitellyistä järjestelmistä 
on jo kaupallisessa käytössä, kun osa taas vielä kehitysvaiheessa. Vaikka järjestelmien tarkoitus 
onkin viedä urheilua eteenpäin, on niissä myös haasteita. Osa näistä haasteista liittyy järjestel-
mien teknisiin ominaisuuksiin, kuten tarkkuuteen ja hintaan. Osa taas keskittyy niiden vaikutuk-
seen urheilun viihdearvoon, kuten pelin liiallisiin keskeytyksiin. 

Työn viimeisessä osiossa käytettiin konenäköalgoritmia tunnistamaan kuvasta ihmisen niveliä 
ja muita olennaisia osia asennon arviointiin. Tämän avulla vertailtiin kahta golflyöntiä ja pyrittiin 
tunnistamaan näistä eroja. Näiden erojen avulla pohdittiin, kuinka lyöntiä täytyisi muuttaa, jotta 
päästäisiin parempiin lopputuloksiin. Algoritmin avulla lyöntien erot olivat helpommat huomata, ja 
tultiin siihen tulokseen, että suuremmalla datamäärällä ja paremmilla lajitiedoilla lyönnin kehityk-
seen voitaisiin antaa paljon enemmän hyödyllistä tietoa. 
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1. INTRODUCTION 

Robotics is a rapidly growing branch of technology due to its diverse utilization in a va-

riety of different fields. There are many advantages in robotics, some of them are de-

crease in manual labor and automatization of dangerous tasks. Developing robotics 

and making them more efficient is a very important task on the journey of making self-

reliant machines. Although robots possess many advantages, they also have limita-

tions. These limitations become evident when robots interact with the real world and 

cannot properly adapt into unpredictable environments. The solution is in developing a 

system that allows robots to perceive their environment and react based on that.  

Perception tools are widely used in robotics to enable machines to perceive and inter-

act with their environment. These tools include sensors as cameras and LIDARs which 

provide robots with data about their surroundings. By analyzing this data, robots can 

make informed decisions and perform tasks with greater efficiency and accuracy.[1] 

Scientists have been trying to develop ways for machines to understand visual data for 

over 60 years. During these same times AI also emerged as an academic field of study 

and since then AI, Deep Learning, and perception tools have often been used and im-

proved simultaneously. Some early topics of computer vision research were edge de-

tection and different object modeling algorithms. Early researchers of computer vision 

thought that solving the visual input problem would be an easy step along the path of 

solving more difficult robotics problems. Since then, we now know the problem is much 

more difficult than that. [2, s.29] 

In recent years, there has been a growing interest in applying software and perception 

tools to the field of sports analysis. By using sensors and cameras to capture data on 

athlete and object movement, sports analysts and coaches can gain insight into how 

athletes can improve their performance and optimize their training routines. Additionally 

wearable sensors can also improve athletes’ safety by alerting when an injury is likely 

and allowing them to make preventive actions.[1] 

Despite the potential benefits of using perception tools in sports analysis, there is a 

need for further research on their effectiveness and practical applications. This study 

aims to address this gap by examining the usage of perception tools in analyzing 

sports, with a focus on their benefits and limitations. Specifically, this study will explore 



2 
 

the following questions: What are the basic principles of perception tools? What are the 

different perception tools used in sports analysis? How are these tools applied in prac-

tice? What are the benefits and limitations of using perception tools in sports analysis? 

In addition of perception tools in general, this study specifically explores the OpenDR 

toolkit provided by several different institutions such as Aristotle University of Thessalo-

niki and Tampere University. As an example, OpenDR toolkit is used to analyze a golf 

swing and provide information about how the movement could be optimized. 

The structure of the study is as follows. Chapter 2 focuses on reviewing the basics of 

computer vision and perception tools. Chapter 2 also includes a broad review of 

OpenDR. In chapter 3 it is explored what tools are used in sports and sports analysis 

and how are these tools applied. In chapter 4, the pose estimator algorithm from the 

OpenDR toolkit is used in analyzing a sports movement. That analyzing is done by 

comparing a movement of an amateur to a professional. 
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2. BASICS OF PERCEPTION TOOLS 

In this chapter we will provide an overview of the fundamental principles of com-

puter vision and perception tools. Computer vision is a field that focuses on devel-

oping technologies and techniques to enable machines to perceive information 

from images and video data. Perception tools are a key component of computer 

vision, as they enable machines to collect the information and data on their sur-

roundings. 

We will also examine the advantages and limitations of these fundamentals. While 

they have the potential to change industries they also come with various chal-

lenges. Furthermore, we will discuss what OpenDR toolkit is and how it is address-

ing some of the challenges in computer vision. 

Overall, this chapter will provide a comprehensive introduction to computer vision 

and perception tools, setting the stage for an exploration of the OpenDR project 

and its possible uses. 

 

2.1 Computer vision 

While humans possess the abilities to sense with vision, smell, hearing, touch and 

taste, machines do not possess these senses. For machines to be more agile and al-

lowing them to work more independently we have had to and still need to develop ways 

for them do acquire these senses. Computer vision strives to improve the vision sense 

on machines to be more human like. As Wiley describes computer vision [3] “Computer 

Vision is about how we can automate image or video understanding on machines.” 

A functional vision system needs several different components. Firstly, you need a radi-

ation source. If an object does not radiate and does not illuminate its surroundings, it is 

impossible to be observed. Therefore, the wanted object must radiate. To capture the 

radiation from the source we need some capturing device like a camera. In many envi-

ronments the captured signal is light. Light can be captured with a simple optical 

lens.[4] In certain environments, the desired object may not emit light, making neces-

sary to use alternate methods. For instance, in X-ray imaging, the object of interest 

may be contained withing another object that does emit light.  
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Other components of a vision system include a sensor, processing unit and actors. 

Sensors are used to convert the received radiation into a suitable signal for further pro-

cessing. Processing unit processes and stores the incoming data and Actors react to 

the visual observation. By connecting these components, we get a basic vision system 

and its chain of steps as seen in figure 1. 

 

Figure 1. Chain of steps in a basic vision system. Based on source [4 p.3]. 

 

2.2 Image understanding 

While we as humans find it easy to understand images and visual information. It’s a 

much more complex task for computers. Unlike us, computers can’t see images, they 

must break them down into many smaller pieces and assign a value to each one to un-

derstand the differences between them. To a computer, an image is just an array of 

numbers that corresponds to colors (Figure 2). If we want to acquire accurate and relia-

ble results from robots, the arrays must be much bigger and more complex. For exam-

ple, to be equivalent to the human eye there would have to be around 127 million ele-

ments in the array. In addition, the more we add colors, the more complex and heavier 

the computation process gets. [4] 
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Figure 2. Different versions of an image. An array of numbers (left) which are the 
values of grey scales in the low- resolution image of a face (top right). Based on source 

[4]. 

 

While some tasks must be only a fraction as accurate as human eye, robots that utilize 

computer vision and interact with humans must be reliable. So, robots must be able to 

process video footage in real time. Also, the robot some information that robots per-

ceive must be colorized in order to separate different entities. That adds another layer 

of complexity in our vision systems and makes it no easy task. 

 

2.3 3D Imaging 

Non-contact depth sensing is an important part on a vision system. Functional vision 

systems must be able to detect and react to objects in their environment to work 

properly without constant monitoring. There are many different depth sensing technolo-

gies and here are presented a few of them. Different technologies have different ad-

vantages, and the method of choice should be based on them. 

Triangulation is the most widely used technique for optical shape measurements [4]. As 

in its name triangulation utilizes triangles, geometry, and parameters such as distance 

between the cameras to figure out the distance to the wanted object. There are many 

different triangulation techniques, but they all have the same basic principle of trigo-

nometry. 
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Figure 3. Example image of triangulation with 2 sensors. [5] 

 

Time-of-flight method uses speed of light to determine the depth to an object. A light 

signal is sent to an object and a sensor catches the reflected light. The distance can 

then be calculated with 

𝑧 =
𝑐𝜏

2
              (1) 

where 𝑧 is the distance to the object, 𝑐 is the speed of light and 𝜏 is the time-of-flight of 

the light signal.[4] Time-of-flight is utilized in common sensors such as LIDAR. 

 

 

Figure 4. Principle of a time-of-flight sensor.[4] 

 

Another way of measuring distance to an object is using structured light. In this technol-

ogy patterned, usually infrared light is projected into an object. Sensor then observes 
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the pattern and because the projected pattern is known, it provides the information 

needed to acquire depth. 

 

 

Figure 5. Illustrative image on usage of structured light. [5]. 

 

2.4 Object tracking 

Tracking an object of interest has many different practical applications due to its im-

portance on robots doing task autonomously. Fundamentally it refers to using sensor 

measurement like a camera to determine its location and path.[6] Like all computer vi-

sion applications, also object tracking has many different problems and difficulties. 

These difficulties include, illumination changes and shadows, difference in weather, 

background updates, and moving objects that do not interest us, like branches or 

clouds. 

There are a wide variety of techniques and algorithms that try to solve the object track-

ing tasks in different ways, but it they always try to extract the wanted object from a 

background. Tracking usually starts by building a background image. There are many 

different solutions to this, but many utilize consecutive frames and segment out the 

parts that do not move.  

After that you need to detect the object of interest via some detection system. One pop-

ular detection system is called Hawkeye, it is used in many sports such as cricket. 

Hawkeye uses various cameras and calculates the wanted objects 3D position from 𝑥 
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and 𝑦 co-ordinates from the consecutive frames. With the information acquired it can 

track the object and make predictions about its future path. [7] 

Generally, object tracking does not have a straightforward implementation due to differ-

ent conditions in environment. The basic principles of image processing and 3D imag-

ing still apply and for object tracking system to work it must utilize those concepts. 

2.5 OpenDR 

OpenDR is an EU 2020 project that was released under the Horizon 2020 program. 

OpenDR is built upon Python, and it aims on developing a modular, open, and non-pro-

prietary toolkit for core robotic functionalities. OpenDR focuses on perception and 

strives for active robot perception in a human-centric environment.[8] 

Although Deep Learning has benefited AI tremendously it has some barriers in a practi-

cal robotics scenario. These barriers include heavy computational load and Deep 

Learnings applications on mostly static environments.[8] For Deep Learning and robot-

ics to be applied in sports, the systems must be mobile, and computation must be 

quick. While this project may not be directly related to sports, its research has potential 

applications in the field, such as 3D multi object tracking [9], or human action recogni-

tion [10].  



9 
 

3. USAGE OF PERCEPTION TOOLS IN SPORTS 

Computer vision has the potential to revolutionize sports in numerous ways. By utilizing 

image processing techniques, computer vision can analyze sporting events. Computer 

vision can analyze everything from movements of players to the trajectory of an object. 

This can lead to improved training methods better understanding of game dynamics 

and adding more entertainment value. In this chapter I will explore how computer vision 

and perception tools are currently used in sports. 

3.1 Ice Hockey 

Finnish hockey league Liiga is currently using technology named Wisehockey. 

Wisehockey is a system that tracks player and puck statistics such as: 

- Speed, time on ice and distance traveled on ice 

- Puck control 

- Faceoffs 

- Shot and goal detection 

- Shift tracking 

- Penalties and powerplays 

- Players’ +/- statistics 

- Momentum 

These statistics are calculated real time and provided in their web portal. [11] 

In chapter 2.1 five components of functional vision system were introduced. This sys-

tem utilizes sensors within the puck and on the players to provide the wanted radiation. 

The locators installed in the arena then capture this signal and transmit it to the arena 

server. The data is then forwarded to a cloud environment, where algorithms transform 

it into readable and useful statistics. These statistics are then made available on a web 

portal to this systems actors. The web portal is accessible to a variety of people includ-

ing coaches, viewers, and sports bettors, who based on the data can take appropriate 

actions.[10] 
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Figure 7. Wisehockey systems’ hardware infrastructure. [10] 

 

Liiga and a few other hockey leagues use this system for statistics that demonstrates 

one approach to player tracking in hockey. This system effectively addresses many of 

the challenges associated with player tracking via the wearable sensors. According to a 

study [13], one major challenge in player identification is the difficulty of telling apart 

players from the same team, who have almost identical uniforms and similar physical 

size. Additionally, when players are wearing protective gear, it can be even harder to 

differentiate the players form each other. To address this problem, V. Kanav et al. [13] 

propose a solution that involves identifying players based on their jersey numbers, 

which are the most prominent features on player jerseys. System like Wisehockey 

demonstrates that there is some demand for player tracking and should courage more 

research on how to develop a similar system that only utilizes cameras and visual foot-

age. 

 

3.2 Tennis 

Tennis players and coaches can employ perception tools to analyze and enhance their 

performance. For instance, cameras and sensors can monitor how players and ball 
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move around the court, collecting information on things like shot velocity and move-

ment. Based on the data coaches and players can prepare and make tactical decisions 

and improve their performance for future matches. 

Depending on the wanted analysis one of the first steps in analyzing sport like tennis is 

accurate player silhouette extraction. While hockey had its own challenges in player 

detection, tennis has also faced its own set of issues. According to Vito et al. [14] study 

some of the challenges in tennis silhouette extraction come from wearable sensors be-

ing unallowed in official matches, color of the court, and players’ uniform and skin color.  

Vito et al. [14] propose a way to achieve accurate silhouette extraction with their algo-

rithm called GIVEBACK. Their system consists of 4 cameras, 2 for each side of the 

court. 

 

 

Figure 8. Position of acquisition hardware on the tennis court.[14] 

 

Even though the camera views overlap the system is not reliant on multiple views and 

can function as a single camera system. 

In their study Vito et al. divide their algorithm into 3 main building blocks, initialization, 

processing, and update. As seen in Listing 1. the first step is executed only once, and 

after that each frame is analyzed and modified to achieve wanted results. 
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Figure 9. Example of synchronized acquisition. [14] 

 

Even though only player silhouettes (Figure 10.). are not very helpful for everyday ten-

nis players, or even professionals, it is an important step on creating more advanced 

systems for tennis enthusiasts. These systems could utilize anything from racket angle 

on impact to some movement patterns that aren’t easily visible to human eye. In addi-

tion to making their own training more efficient and effective, systems like this can be 

used to find weak spots from their opponents, allowing to strategize a better game 

plan.  

 
2 
 
4 
 
6 
 
8 

 

Background Initialization 
for each frame 
    Variance process 
    One step frame differencing 
    if (background is learned) 
        Foreground extraction 
    Fine tuning process 
    Background Update 
    Energy Process 

Listing 1. Silhouette extracting algorithm as pseudocode. Based on source [14]. 
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It is also important that these tools to become easily accessible. Vito et al. have ad-

dressed this, and, in their study, they mention how their method is efficient and oper-

ates form raw video footage which encourages its implementation on portable devices 

like smart cameras [14]. 

 

Figure 10. Example of player silhouettes extracted from four synchronized views. 
CAM0 and CAM1 refer to Player 1, while CAM2 and CAM3 to Player 2.[14] 

 

3.3 Badminton 

As tracking players offers a variety of possibilities on improving sport experiences, track-

ing objects also provides many areas of improvement. In their study Chen et al. [15] 

provide an algorithm for badminton robot to track the shuttlecock in real time for it to 

make necessary adjustments to hit it back. When this kind of technology is developed 

properly, it allows players to practice different game scenarios in a controlled environ-

ment. This can help players to target their weaknesses and improve without the need for 

a partner or a coach. 

Chen et al. ‘s paper focuses on 2D real-time shuttlecock tracking with their FTOC algo-

rithm. Shuttlecock tracking differs a little from sports like tennis. The fact that shuttlecocks 

may alter their appearance due to deformation or abrupt motion, and in addition of the 

high pace of the shuttlecock, tracking them can be challenging. 
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Figure 11. Challenging scenarios for shuttlecock tracking. [15] 

 

In their system Chen et al. [15] use a ZED camera for their data acquisition. The im-

ages are then sent to their proposed FTOC combined with AdaBoost algorithm. As an 

input their tracking algorithm takes video stream of flying shuttlecock or a stream di-

rectly from ZED. As an output it produces the shuttlecock coordinates in 2 dimensions. 

(𝑥, 𝑦). These coordinate pairs are then used to predict the 3D (𝑥, 𝑦, 𝑧) spatial coordi-

nates. For this Chen et al. chose the LSM method due to its robustness and efficiency. 

The robot is then directed to act accordingly based on the transmitted coordinates. 
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Figure 12. 3D figure of the proposed system, including ZED camera and Badminton 
Robot designed by GDUT_BT robot team. Based on source [15]. 

 

To be useful, robots and their computation must be fast, efficient, and reliable. espe-

cially in a sport like badminton since shuttlecocks can gain speeds up to 493
𝑘𝑚

ℎ
 [9]. 

Chen et al. say that in their implementation there are only 0.5 seconds for the system 

to track and estimate the final locations. The lack of time produces accuracy issues but, 

in the paper, Chen et al. claim that they will try to solve the problem in their future work. 

This type of system is currently on the development phase, and it is hoped that in the 

future, both sports enthusiasts and professionals will be able to benefit from them. 

3.4 Hawkeye system 

The Hawkeye system was developed by a British technology company in 2001. It was 

first used in cricket to determine the legitimacy of leg before wicket decisions made by 

umpires. The system uses multiple high-sped cameras placed around the stadium to 

capture the ball’s movement from different angles. The cameras then feed the data to a 

computer which processes the information and creates a 3D image of the ball’s trajec-

tory. The system can predict if the ball would have hit the stumps if it did not hit the 

player’s leg, helping the umpires make accurate decisions.[7] 

The system has had a great impact on sports. It has reduced human error in officiating 

and ensured that the right decision is made. The Hawkeye has also made sports more 
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fun for fans, as they can see replays of critical moments and make their judgements-. 

The use of technology has reduced the chance of making biased decisions. 

Systems such as Hawkeye also have downsides. They can slow down the pace of the 

game and interrupt its flow. Additionally, the cost of installing and maintaining the sys-

tem can be high, making it too expensive for smaller leagues and tournaments. While 

the system has downsides, the benefits outweigh its limitations. It is a great example of 

how technology can improve sports and make them more enjoyable for everyone. 
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4. POSE ESTIMATION IN OPENDR 

In this chapter I will introduce OpenDR’s pose estimator tool and how it can be utilized 

in analyzing a golf swing. This analyzing will be done to my friend Tuomas and profes-

sional with a similar body structure Rory McIlroy. 

4.1 Overview on pose estimator 

From the pose estimation toolkit, we will be using the Lightweight OpenPose tool. It is a 

Python based algorithm that essentially tracks the joints and other keypoints from the 

human body. After the keypoints have been detected it draws lines between the key-

points representing the human skeleton and other features as seen in figure 13. The 

algorithm also gives coordinates of the keypoints that can be seen on the same figure. 

In this example we will use the tool on static images, but the tool can also be used on 

live webcam footage.[16] 

Lightweight OpenPose is a deep learning algorithm. In short, a deep learning algorithm 

like this consists of many processing layers that each have their own purpose of detect-

ing different elements. These layers then work together to recognize objects within the 

data [17]. Although our example only uses single person recognition from a static im-

age, the Lightweight OpenPose tool is capable of multi-person pose estimation. This is 

usually done in two ways called top-down, or bottom-up. Top-down method first runs a 

person detector and after that applies the pose estimation on each person. The disad-

vantage of this method is the decrease in inference speed when number of people in-

side the image increases. The bottom-up method that our tool uses, first finds the key-

points and then groups these keypoints by human instances. With this method the in-

ference speed stays almost the same regardless of the number of people in the given 

image. [16] 

A deep learning algorithm must be trained to provide accurate results. In essence train-

ing a deep learning model is feeding large amount of data to the model, for it to detect 

different elements from the data. This training can be done with custom datasets, to ac-

quire more accurate results or use a pre-trained model.[18] Due to time and hardware 

restraints, this example was done using the pre-trained model of Lightweight Open-

Pose. Lightweight OpenPose pre-training is done using the COCO [19] dataset, which 

contains various images such as objects, people, and animals [16]. 
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Figure 13. Example image of the keypoint mapping and their coordinates. [20] 

 

4.2 Swing comparison 

As mentioned in this test we will compare the swing of a professional to an amateur’s 

and point out some differences that can be seen from the pictures. The swing is split 

into four phases and are in pairs on our figure 14. On the top row is the amateur 

Tuomas and in the bottom row is the professional Rory. As seen from the first pair, or 

the starting position, you can already see that Tuomas’ shoulders are level where Ror-

yss are not. From this angle the second pair of pictures looks fairly similar. Lot of the 

keypoints are clumped together and behind the head so with this tool the differences 

can be hard to point out. One difference that can be noted with the tool, is that Rory’s 

shoulder goes past the nose line and therefore his upper body rotates more than 

Tuomas’. From the third pair of the pictures, we can note that Tuomas’ left heel sepa-

rates from the ground and therefore his left knee gets more bent than Rory’s. From the 
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fourth picture, in addition to the previous pictures knee angle, you can see an early ro-

tation of the shoulders and hips in comparison to Rory’s swing, while Rory still faces 

forward Tuomas has already begun his rotation to face the field. 

 

 

Figure 14. Comparison pictures from the swings. Footage of the second player 
based on [21]. 

4.3 Conclusions 

From this short analysis we can already pinpoint many things where Tuomas can focus 

on his training. Although golf is such a precise sport and everyone’s ideal swing is dif-

ferent, comparing a sports movement into a professional provides useful data on what 

our amateur does differently compared to an elite golfer. If this same picture would be 

given to a real golf coach, they could probably say more, and more accurate observa-

tions and on what to focus first on the training. 

This is just a glimpse of what could be done with such a tool in the sport of golf. By 

adding more data such as various angles and a wider range of comparison swings, 

along with the analysis of a professional coach, this tool has the potential to make the 

efficiency of amateur golf coaching much better and more available. The coach would 
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no longer need to be physically present during training session and still be able to pro-

vide valuable assistance to the golfer. There are still challenges on using this tool like 

accuracy of detecting all the joints. For example, the second picture from the top row, 

the algorithm points both hip coordinates on the same x coordinate, and therefore it 

skews the knee angles. If a golf coaching program would be made and it used joint an-

gles as data, it could provide wrong information for its user. Overall, this example 

showed how a simple tool that recognizes joints could be used in the field of sports and 

in what direction it could be developed. 

4.4 Implementation 

This work was done using a Lenovo Yoga 730 computer. The device had an Intel® 

CoreTM i5-8250U 1.60GHz CPU and no dedicated GPU. Because of that the OpenDR’s 

Lightweight PoseEstimation tool was run in a CPU only mode. The OS in use was a 

Linux Ubuntu 20.04 LTS. The capturing device for Tuomas’ footage was an Apple’s 

iPhone XS and the capturing device from Rory’s swing is unknown since the footage 

was acquired from a source [21]. After the footage was captured, the code was then 

run in an Jupyter Notebook environment similar as seen in Tutorial [20]. With slight 

changes to the code such as changing the device into CPU (Pose Estimation Tutorial 

section 2) or changing the image path (Pose Estimation Tutorial section 7), the wanted 

images could then be run for inference on our system. 

 

 

 



21 
 

5. SUMMARY 

This thesis researched the fundamentals of computer vision and perception tools. We 

addressed that the five basic components of a vision system are, radiation source, 

camera, sensor, processing unit, and actor. Each of these components have an im-

portant part on a system. Then we examined on how a computer processes and under-

stands images. We found out that it segments the image into many chunks and gives 

each a color value. After that we moved onto a 3D imaging system and presented three 

different ways on how to implement 3D vision. The three ways were triangulation that 

utilizes two cameras and a known distance between them, time-of-flight method is 

based on sending a light signal onto an object and measuring the time of how long was 

needed for it to come back to our sensor, and the third way used a known pattern of 

light that was projected onto an object and then pictured with another camera. After 3D 

imaging we researched object tracking and found out that the common factor in object 

tracking is separating the wanted object from the background and other moving ob-

jects. There wasn’t a regularized way on doing this and different algorithms had differ-

ent strengths and weaknesses. In this part we also did a little overview on OpenDR 

project. 

On the second part we researched different vision systems that were used in sports. In 

total we presented a total of 4 different vision. Each of the systems demonstrated a dif-

ferent way on how computer vision was utilized. Our hockey system uses tags and 

locators to capture and provide a variety of data for stakeholders such as viewers or 

coaches. Secondly, we covered a system that was used to segment tennis player’s sil-

houette. A system like that is an important step for future vision systems in the field of 

sports. Next, we covered a project in which a badminton robot was built. The chal-

lenges of this project were mainly on shuttlecock tracking and when a system like this 

is perfected, the benefits for sports training are great. Lastly a ball tracking system that 

is used in sports like cricket and tennis was introduced. Originally this system was de-

signed to help officiating cricket, but since then the system has been adopted into 

many different sports. 

The third part was a practical example of how pose estimating algorithm can be used in 

golf coaching. The algorithm extracts joints from a picture and then draws bone-like 

guidelines which can then be used to approximate different angles in the body. These 

lines and joint positions are then compared to a professional and the differences can 

be used as a guideline on what to focus on training. 
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Overall, this thesis provides a general picture of how computer vision and perception 

tools work, are used, and can be used in the field of sports. Chess is a good example 

of the potential how computers can revolutionize sports analysis, and accurate percep-

tion is a crucial step on the path of acquiring said potential. 
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