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Abstract

Since the advent of radar/sensing systems, they have always had fixed frequencies
for operation. Due to the exponential growth of communications systems, the need
for dedicated spectrum for them also increased, causing spectrum scarcity for both
communications and sensing. It was obvious that some form of flexible spectrum
sharing was necessary between these two functionalities. Soon enough, this led the
researchers to focus on joint communications and sensing (JCAS) systems that share
spectral resources efficiently. The hardware convergence due to the similar function-
ing of the two systems complemented the frequency convergence of JCAS systems.
In fact, JCAS is one of the prominent requirements in future sixth-generation (6G)
communications systems.

This thesis focuses on integrating the sensing functionality on top of wireless mo-
bile communications systems, such as in fifth-generation (5G). To facilitate effective
JCAS, the thesis provides signal processing techniques for designing waveforms that
optimally share the spectral resources, for single-input single-output (SISO) as well
as multiple-input multiple-output (MIMO) systems. In addition, novel radar pro-
cessing techniques are investigated for MIMO systems to better detect the targets in
the environment.

The standard waveform in 5G, that is, orthogonal frequency-division multiplex-
ing (OFDM), is also considered for joint waveform design. In such a communica-
tions system, the resources are usually not fully utilized and there exist unused sub-

carriers within the OFDM waveform. These subcarriers are filled with optimized
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samples to minimize the lower bounds of delay and velocity estimates’ error vari-
ances of sensing, for SISO JCAS systems. The simulations with standard-compliant
5G waveforms illustrate the improvements possible in sensing, while also helping to
maximize the efficiency in the transmit power amplification process, along the same
optimization scheme. The simulation results are complemented through practical
radio-frequency measurements of an outdoor environment depicting the significant
gains that can be obtained in the range-angle map of sensing, due to the waveform
optimization.

For MIMO JCAS systems, apart from conventional communications streams,
separate transmit (TX) streams are used to improve sensing performance through
two separate schemes. One scheme involves optimizing the sensing streams to mini-
mize the lower bounds of delay and angle estimates’ error variances of sensing. Sim-
ulation results indicate that the errors of sensing can be minimized while striking a
good balance with the communications capacity. The other scheme depicts that the
target detection can be enhanced using sensing streams on top of a communications
stream. Specifically, the number of false targets detected can be significantly reduced
in comparison to single-stream communication.

The antenna arrays in MIMO communications systems nowadays are a combina-
tion of analog and digital architectures, i.e., hybrid, instead of consisting of a fully-
digital architecture, for reduced costs and power consumption. Radar processing in
such a hybrid architecture with multiple TX streams is not straightforward in com-
parison to the conventional fully-digital MIMO radar. Hence, this thesis also pro-
vides novel radar processing techniques to obtain the range-angle and range-velocity
maps of the sensed environment. The simulation results illustrate that the targets can
be reliably detected through the proposed MIMO processing, while also providing

super-resolution in the angular domain.
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Introduction

1.1 Background and Motivation

Radar/sensing systems in the past operated at fixed frequency ranges [87], geograph-
ically independent from those of communications systems. Due to technological de-
velopment, communications systems grew exponentially in numbers, e.g., fourth-
generation (4G) and fifth-generation (5G), resulting in sensing and communications
systems operating simultaneously in the same vicinity, with high probability. Since
both systems function around the same operating frequencies, each interferes with
the other, degrading the performance of both systems [33, 42, 51].

Numerous methods have since then been developed to minimize the interfer-
ence between the two systems, which can be broadly classified under three areas:
co-existence, co-operation, and co-design [79]. In co-existence methods, each sys-
tem estimates the other’s interference and cancels that from the received signal to
gain some performance improvement. In co-operation methods, each system inten-
tionally shares some information with the other system allowing for more improved
estimation of the interfering signal. For instance, a passive radar receiver can use sig-
nals transmitted by a non-radio system, e.g., a television broadcast system, to sense
the environment. In such a scenario, if the radar receiver is unaware of the transmis-
sion parameters, it might need to use co-existence methods. In contrast, it would
most likely use co-operation methods if it is aware of them.

The most novel methods are encompassed in the co-design category, where both

systems are designed from the ground up to enable much-improved performance,



1.2. Thesis Objectives and Scope

and they are called joint communications and sensing (JCAS) systems. They typi-
cally use the same frequency spectrum for both functionalities and the same hard-
ware setup, thus being both radio-frequency (RF)-convergent and
hardware-convergent. In doing so, the communications system can use information
gathered by the sensing system about the environment to better cater to the com-
munications users. For instance, it can differentiate between moving users from
static clutter and only transmit information at the required user directions, improv-
ing their service quality.

On the other hand, the development of communications systems, e.g., beyond
5G, saw them functioning around mm-wave frequencies due to the availability of
unused spectrum [85]. Since antenna size is typically inversely proportional to the
frequency at which a system operates, multiple antennas could be included in a
small physical area, resulting in large multiple-input multiple-output (MIMO) an-
tenna arrays. For communications, increased beamforming gains are observed with
MIMO arrays due to the ability to point the beams at specific directions, which, in
turn, help compensate for high attenuation evident in the mm-wave frequencies [26].
Hence, MIMO arrays provide increased user capacities coupled with spatial multi-
plexing [122]. Similarly, for sensing, MIMO arrays improve the detection perfor-
mance [40] while increasing the resolution of direction-of-arrival (DoA) estimation
[113]. Therefore, due to MIMO arrays’ advantages for communications and sensing,
MIMO JCAS systems have gained popularity among the research community [56,
70, 107].

1.2 Thesis Objectives and Scope

The thesis incorporates sensing on top of communications, 1.e., a single-input single-
output (SISO) or MIMO communications transceiver (TRX), e.g., 5G base station,
also sensing the environment. Typically, such systems use the same transmit (TX)
waveform for communications and sensing. Since orthogonal frequency-division
multiplexing (OFDM) is the standard waveform adopted in modern communica-
tions systems, it is used for both functionalities in the thesis. Hence, to facilitate
effective JCAS, OFDM waveform optimization is pursued for SISO and MIMO sys-

tems. The thesis objectives are then as follows.



1.2. Thesis Objectives and Scope

® What kinds of performance improvements are possible in optimizing the joint
OFDM waveform of SISO JCAS systems? In JCAS systems, the performance of
communications or sensing depends upon the resources allocated to them, e.g.,
bandwidth, TX power, or TX time duration. Since they are usually limited,
allocating more resources for communications would reduce those for sensing,
and vice versa. Thus, it is important to design the joint waveform to provide
an optimal trade-off between the two functionalities. Toward this objective,
the thesis performs JCAS for SISO systems by optimally sharing the spectral
resources between communications and sensing. The improvements in sens-
ing and communications are evaluated through typical performance metrics to
depict the feasibility of the proposed OFDM waveform optimization, which

are also complemented through practical RF measurements.

® What kind of radar processing is required in MIMO JCAS systems with combina-
tions of analog and digital architectures, i.e., hybrid, having multiple OFDM TX
streams? Radar processing in SISO JCAS systems using OFDM waveforms
is straightforward, which uses the TX and receive (RX) frequency-domain
symbols to obtain the range and velocity of targets in the environment [11].
However, in using a MIMO communications TRX with hybrid architecture,
conventional radar processing adopted in fully-digital MIMO radars cannot be
applied. Radar processing is further complicated due to the availability of mul-
tiple TX streams. Hence, the thesis proposes novel radar processing to obtain

range-angle and range-velocity maps of the environment in such systems.

® What kinds of benefits are obtained by incorporating separate TX sensing streams
on top of communications streams in MIMO systems? Typically, multiple TX
OFDM streams are used in MIMO communications, which are transmitted to
user directions. Sensing can also be performed based on the reflections from
these streams; however, they limit the sensing directions to be the same as user
directions. Instead, separate TX streams can be used in different directions
for sensing purposes. In doing so, reflections from both communications and
sensing streams can be used for radar purposes, which give more information
about the sensed environment. Another advantage of separate sensing streams
is that they can be optimized to improve sensing performance without altering
the communications streams. Therefore, the thesis evaluates the feasibility of

such a system due to the inclusion of separate sensing streams.



1.3. Contributions and Structure of the Thesis

1.3 Contributions and Structure of the Thesis

The main contributions of the thesis are as follows.

® Designing OFDM waveforms for SISO JCAS systems that optimally share the
spectral resources, allowing both communications and sensing functionalities
to complement each other rather than degrading each other’s performance.
Therefore, the scarce RF spectrum can be more intelligently utilized, reduc-
ing costs for network service providers, apart from the performance benefits.
For joint waveform design, an optimization problem to find the power allo-
cation between communications and sensing is formulated by minimizing the
lower bounds of range and velocity estimates’ error variances of sensing, i.e.,
Cramer-Rao lower bounds (CRLBs). The solution to this optimization prob-
lem is analytically derived. The performance improvements for the two func-
tionalities are evaluated for standard-compliant OFDM waveforms, as well as
experimentally verifying the effectiveness of waveform optimization through
practical RF measurements to signify the importance of optimally sharing the

spectral resources between communications and sensing.

® Deriving novel radar processing techniques to gain information about the en-
vironment surrounding a MIMO communications TRX. Since modern and
future communications systems operate in highly complex environments and
mobility, knowing the communications channel helps achieve the quality-of-
service requirements in such systems. To achieve this objective, range-angle
and range-velocity maps of the surrounding environment are derived for

MIMO transceivers with hybrid architecture.

® Designing OFDM waveforms for MIMO JCAS systems with multiple TX
streams. There can be instances where the information transmitted for the
communications users, i.e., communications-only streams, cannot be modi-
fied. In those scenarios, the sensing performance of the MIMO JCAS system
would be at its worst. However, by introducing suitable separate TX streams
at different sensing directions, environment sensing can also be performed ef-
fectively. Apart from that advantage, techniques are derived to improve the
sensing performance further. Those techniques, in turn, help the communi-

cations system to gain knowledge about the surrounding environment of a
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1.3. Contributions and Structure of the Thesis

MIMO TRX in a more sophisticated manner, e.g., accurate directions of users
without ambiguity. In the thesis, the separate sensing streams are optimized
to minimize the CRLBs of range and angle estimates of sensing for MIMO
JCAS systems with hybrid architecture. The optimization problem is ana-
lytically solved after deriving the related CRLB expressions. In addition, the
effectiveness of including separate sensing streams on top of a conventional
communications stream in enhancing the MIMO ambiguity function (AF) is
also analyzed, which dictates the performance of sensing in range, velocity,

and angle domains.

Chapter 2 introduces the basic concepts of JCAS that are foundational for the
following technical chapters. It discusses why OFDM is used as the candidate wave-
form in modern JCAS systems and its advantages and disadvantages. An overview is
also given on SISO JCAS systems. In addition, it summarizes MIMO communica-
tions and radar fundamentals, which are required for understanding the later techni-
cal chapters, followed up with an overview of MIMO JCAS systems. Chapters 3-5
describe the thesis’s main technical contributions.

Figure 1.1 depicts the structure of the technical chapters of the thesis, along with
the relations between the different publications and chapters. Chapter 3 is based on
the publications [P4], [P5], and [P6]. It mainly discusses the system model used
throughout the thesis for a MIMO communications TRX with hybrid architecture
that also senses the environment. Two different MIMO JCAS systems are discussed
in this chapter, along with their differences. Specifically, publications [P5] and [P6]
use only TX streams of communications users in line-of-sight (LoS) w.r.t. the MIMO
TRX for sensing purposes. In contrast, [P4] involves using separate TX streams
for sensing purposes while considering the communications users are in non-LoS
(NLoS) conditions. The TX precoding and RX combining are paramount to MIMO
systems that minimize the interference arising in these systems. Hence, this chap-
ter also focuses on designing MIMO TRX’s and the communications users” beam-
formers for improved communications and sensing performance for the two MIMO
JCAS systems. Finally, Chapter 3 concludes with MIMO TX and RX beampatterns

due to the proposed beamforming designs.
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Chapter 3 (System Models)

Chapter 4 Chapter 5

(a

Figure 1.1 The thesis structure with the relation between the publications and the chapters.



1.4. Author’s Contributions

Chapter 4 summarizes the works done in [P1], [P2], and [P3], for SISO JCAS
systems. The system model adopted in this chapter is a special case of the MIMO
JCAS system model introduced in Chapter 3. It introduces the basic ideas of OFDM
radar processing for SISO JCAS systems. The unused subcarriers within the OFDM
frames are filled with optimized samples to minimize the CRLBs of delay and ve-
locity estimates. So, the necessary CRLB expressions are derived, followed by the
optimization problem and its solution. This chapter contains simulation and exper-
imental results that illustrate the performance improvement due to the waveform
optimization, which are based on [P1] and [P3].

Chapter 5 is the final technical chapter that is based on the publications [P4],
[P5], [P6], and [P7]. This chapter is based on MIMO JCAS systems using separate
TX streams for communications and sensing functionalities. It discusses the radar
processing to obtain the range-velocity and range-angle maps for such systems using
both sets of TX streams. The thesis consists of two strategies to improve the sensing
performance by leveraging the TX sensing streams. One strategy involves optimiz-
ing the sensing streams to minimize the CRLBs of delay and DoA estimates jointly,
and this chapter discusses this first. The second strategy is elaborated next, which
involves enhancing the MIMO AF of sensing. Finally, this chapter concludes with
simulation results to illustrate the performance improvement due to the proposed
waveform optimization, radar processing, and MIMO AF enhancement.

Chapter 6 presents the conclusions of the thesis. It also includes the thesis sum-
mary, with discussions on the main results. This chapter concludes with future work
that can be performed by extending the contributions of the thesis. Finally, Ap-
pendix A illustrates the methodology through which the CRLBs can be derived for

the considered system model of the thesis.

1.4 Author’s Contributions

The thesis comprises two journal articles ((P1] and [P4]) and five conference articles
(P2], [P3], [P5], [P6], and [P7]). Associate Professor Taneli Rithonen, the super-
visor of the author of the thesis (later: the Author), contributed to all of the publi-
cations starting from the brainstorming of ideas, discussions on technical contents,
and providing feedback on the writing. In addition, Professor Mikko Valkama, co-
supervisor of the Author, has contributed to all publications except [P7], by sharing
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some ideas on the technical contents and writing aspects. Moreover, some publica-
tions were done in collaboration with other researchers, whose contributions are
discussed as follows.

The measurement setup for observing the performance improvement due to wave-
form optimization in [P1] and [P3] was implemented by M.Sc. Matias Turunen.
The measurements were performed in collaboration with D.Sc. Carlos Baquero Bar-
neto. In addition, the radar simulator in [P3] was collaborated with him. The pub-
lication [P5] was written in co-operation with D.Sc. Baquero Barneto, where he
designed the TX and RX beamforming and focused on self-interference cancellation
whereas the Author implemented MIMO radar processing. The beamforming de-
signs were also used in [P6]. Moreover, beamforming designs for [P5] and [P6]
were based on antenna array simulations for realistic patch antennas provided by
D.Sc. Mikko Heino.

Further, the Author collaborated in the publications [12], [13], [14], [15], and
[16] with D.Sc. Carlos Baquero Barneto, who is the main author of these publica-
tions. These works have contributed to the Author’s research on JCAS; however,

they are not the main publications in the thesis.

1.5 Notations

This section gives an overview of the different notations used throughout the thesis.
The superscripts ()R and (-)B8 denote the RF and baseband (BB) parts of either a
TX or RX, the subscripts (-)r and (-)g denote the TX and RX, and (-), and (-), denote
the components corresponding to communications and radar/sensing. The matrices

are denoted by boldface uppercase letters, e.g., WR™

- » vectors by boldface lowercase

letters, e.g., x,, ,,,, and scalars are represented by regular letters, e.g., S..

n,m?

In addition, |-| and ||-|| are the absolute and /,-norm operations, (-)*, (-)7 and ()"
are the conjugate, transpose and Hermitian operations, and E{-}, ()T, det{-} and % {-}
are the expectation, pseudo-inverse, determinant of a matrix and real operations,

respectively.



Background and State-of-the-Art

Mobile phones have become a ubiquitous commodity owned by almost every per-
son, young and old. From the essential requirement of contacting another person,
they have evolved to provide many functions, such as social networking, listening to
music, playing games, and navigation purposes. To facilitate all these different func-
tions effectively, wireless mobile communications systems have also grown exponen-
tially over the last few years. Mainly, the growth was due to the advances in electron-
ics and signal processing techniques, and also due to standardization by the respective
governing bodies, e.g., third generation partnership project (3GPP), thereby increas-
ing the need for spectrum for such systems. Since each wireless communications sys-
tem needs some frequency bandwidth for operation, the frequency resources must
be utilized optimally to prevent interference due to frequency overlap with some
other system. The major problem with this requirement is the existence of other ra-
dio systems which have fixed frequencies for operation, with radar/sensing systems
causing much trouble. Although radar systems have some defined frequency ranges
for certain types of operations, e.g., L-band (1—2 GHz) - long-range air-surveillance
radar and X-band (8 — 12 GHz) - military airborne radar, lack of standardization be-
tween different radar systems is another reason for this issue of frequency overlap.
Due to the existence of such systems, the availability of interference-free spectrum
for communications systems decreased, causing spectrum scarcity [124].

It was soon evident that the communications and sensing systems needed to be
combined to address this challenge, giving rise to joint communications and sensing
(JCAS) systems[67, 79, 108, 120, 121]. In such systems, the available radio-frequency

(RF) spectrum is intelligently shared between the two functionalities with a uni-
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fied/joint waveform [23, 30, 100]. In addition, the same hardware resources are used
in JCAS systems, giving also cost benefits. Nowadays, JCAS systems are evident
in many fields, e.g., automotive industry [38, 50, 57], sensing through the cellular-
network [11], health monitoring [4], and high-precision motion tracking [43].

The JCAS systems can be designed based on two perspectives, i.e., radar-centric
[46, 47] or communications-centric [72, 76]. The former means that the commu-
nications function is embedded on top of a radar system, while the latter considers
incorporating sensing on top of a communications system. This thesis approaches
the JCAS system design with the second approach. As such, the communications
transmitter (TX) and receiver (RX) are also used for sensing purposes with the same
TX communications waveform. Since orthogonal frequency-division multiplexing
(OFDM) is used in modern mobile cellular networks, e.g., fourth-generation (4G)
and fifth-generation (5G) [1], it is also used for sensing purposes in the thesis.

When the communications waveform is used for sensing purposes, the resources,
e.g., time and frequency, should be shared between the two functionalities. The re-
source allocation is performed to have an optimal trade-off between the performance
metrics for both sensing and communications. For sensing, some of them are: the
probability of detection and false alarm, RX signal-to-noise-plus-interference ratio
(SINR) of the reflected signal [87], side-lobe level (SLL) and integrated side-lobe level
(ISL) of different profiles [44], mutual information (MI) of the RX reflected signal
[21], different properties of the ambiguity function (AF) [66, 91], and the Cramer-
Rao lower bounds (CRLBs) of the estimates [55, 60]. For communications, some
of them are the MI [117], signal-to-noise ratio (SNR) of the RX signal, and peak-
to-average power ratio (PAPR) [96]. The most usual metric is the capacity of the
communications user [30, 52, 77]. More details on these metrics are also discussed
in this chapter.

Until recently, most wireless communications systems operated around the sub-6
gigahertz frequencies. Due to the availability of untapped spectrum in mm-wave fre-
quencies, most wireless communications systems soon began to operate also around
these high carrier frequencies [49, 84, 110]. Apart from the increased bandwidth
opportunities by order of a few hundred megahertz, an important characteristic of
antenna arrays used in these frequencies is that many antennas could be packed in
quite a small area, resulting in massive multiple-input multiple-output (MIMO) ar-

rays [9]. A direct result of such arrays is that their spatial beampattern can be made
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2.1. Waveform Design for SISO JCAS Systems

more focused at specific directions due to beamforming (or precoding, when there are
multiple TX streams) [9, 101]. Such narrow beams help communications systems
to send information to specific users’ directions, directly improving their quality-of-
service (QoS) [101, 122]. On the other hand, a slight variation in the angle can be
detected, improving the performance of sensing systems operating at mm-wave fre-
quencies [25, 40, 65]. In addition, range estimation of the targets is also improved
due to increased bandwidth [11]. Hence, MIMO arrays are advantageous for both
communications and sensing, thereby leading to the development of MIMO JCAS
systems.

Considering all the aspects above, this chapter gives an overview of both single-
input single-output (SISO) and MIMO JCAS systems. The different options avail-
able in the design of joint waveforms for SISO systems are discussed first. Secondly,
the advantages and disadvantages of OFDM for communications and sensing are
investigated. Next, state-of-the-art SISO JCAS systems are discussed. Then, an
overview is given regarding MIMO systems, followed by MIMO communications
and MIMO radar functionalities. Finally, this chapter concludes with a discussion
on MIMO JCAS systems.

2.1 Waveform Design for SISO JCAS Systems

The joint waveform for a SISO JCAS system is designed based on an explicit op-
timization problem. The cost function of that problem can be some performance
metric for communications, while the sensing performance metric is used as a con-
straint, or vice versa [23]. In addition, several other constraints can also be used that
control how the resources, e.g., time and frequency, are allocated between the two
functionalities. Depending on a particular application, the JCAS system designer
can choose various performance metrics for the optimization problem, and these

are discussed next.
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2.1.1 Sensing Performance Metrics

Depending on the two main tasks a sensing system performs, i.e., detection and es-
timation, various performance metrics are used for waveform optimization. A brief

description of each one of these is discussed next.

Probability of detection and false alarm  The task of a sensing system is to detect
the targets in the vicinity, which alternatively means to know if there is a possible
target in some area. A time-domain signal x(¢) is transmitted to the surrounding en-
vironment for this. Considering a single point target with no velocity, for simplicity,

the TX signal is reflected from it and received as y(z), which can be given as
y(t)=hx(t — 1)+ n(z). 2.1)

Here, 4 is the complex channel coefficient, 7 is the two-way delay to the target, and

n(t) is the noise signal at the RX. Sampling the RX signal at a frequency of F results
ylk]=hx[k—1]+n[k], 2.2)

where k is the sample index corresponding to the k™" sampling instant ¢, = Ilf% and

[ is the sample index corresponding to the delay as T = % Here, it is assumed that
S

the delay is an integer multiple of the sampling time ¢ = % The RX samples in (2.2)

are next correlated with the TX samples as

K K K
R[a]= Z x[k]y*[k—al=h" Z x[k]x*[k—(a+1)]+h* Z x[k]n*[k—al,
k=—K k=—K k=—K
2.3)
where 2K 41 is the length of the time-domain sequence and 4 is the cross-correlation

lag. The power of the cross-correlation for different lags, i.e., |[R[4]|?, are then plot-

ted as in Fig. 2.1. For any RX sample, only two outcomes are possible, i.e., either a

target is present or not. Therefore, the detection problem can be represented as [55]

H, : A target is absent,

H, : A target 1s present,
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I — = = Target 1
Detection— >

False alarms Threshold

|Rla]l*

Mis'ped detection
i
a

Figure 2.1 The output of the cross-correlation between TX and RX signals.

where Hy and H, are the null and alternate hypotheses.

Next, a target detection is made for |R[a]|*> > T, while it is not detected for
|R[4]]> < T, where I represents the threshold. Due to noise and other imperfec-
tions evident in the TX and RX systems, it is sometimes possible for an actual target
to be undetected, termed as a missed detection. In addition, it is also possible for a
false target to be detected if it exceeds the threshold, which is termed a false alarm.
These different incidents are also depicted in Fig. 2.1.

In detecting for multiple instances, the probability density functions (PDFs) for
the null and alternate hypotheses can be plotted as in Fig. 2.2. Based on these, the

probability of false alarm and missed detection can be given separately as

rmax
Pry= f P (RL]P) IRl 24

r
Pun= | pu(RIPAIRIaTF, 23)
where py ( |R[4]|?) and pH1(|R[oz]|2) are the PDFs of null and alternate hypotheses,
and T ; andT__ are the limits of integration. In addition, the probability of detec-
tion is given as P = 1 — Pypn. The choice of T is thus important for sensing since
it defines these probabilities. From Fig. 2.2, increasing I' would help in reducing
Ppp, but at the cost of increased Pyypy. Decreasing I would also have a similar effect.

In radar literature, receiver operating characteristic (ROC) is an important concept.
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— — — T (Threshold)
[ Ppp
Pyp

Probability

| Rla]|?

Figure 2.2 The PDFs of the null and alternate hypotheses and the areas corresponding to the missed
detection and false alarm probabilities. The area corresponding to the probability of detection
is the complement of the area corresponding to the probability of missed detection.

This is defined as the probability of detection as a function of the probability of false
alarm, for all considered threshold values I'. Hence, a specific operating point in

ROC illustrates the trade-off between detection and false targets.

Signal-to-noise ratio Targets of the environment can be better detected if the RX
power of the reflected signal is high. The average RX power can be estimated through
the radar range equation [87]. Then, since the TX power of the signal is also known,
the RX SNR is generally used instead of the RX power of the signal, defined as

2
SNR — O'GTGR/{

= BT (2.6)

where o, Gy, Gy, and A are the radar cross-section, gains of the TX and RX antennas,
and the wavelength, while Py and R are the noise power and the range to the target,

respectively.

Side-lobe and integrated side-lobe levels Asshown in Fig. 2.3, SLL is defined as
the ratio between the energy of the second highest peak to that of the main-lobe.

Here, it is shown for the angular beampattern, but it can be defined for any other

14



2.1. Waveform Design for SISO JCAS Systems

1SLL

Main-lobe\ -

Peak side-lobe

Power of the beampattern

Other side-lobes

Angle

Figure 2.3 lllustration of a beampattern’s main-lobe, side-lobes, and SLL.

estimate, e.g., range or velocity. It is given as

0
fgSLLZh (9)d(9
SLL= 2, 27)
f main, h(@)d@

emain,l

where QSLL,l + 65LL,2 and gmain,l +0

and main-lobe of the beampattern, and h(£) is a non-negative vector corresponding

main,2 are the widths of the second highest peak
to the gains in the angular domain.

Similar to the SLL definition, another metric used is the ISL. Here, ISL is quanti-
fied as the energy of all the side-lobes to that of the main-lobe. It is given similar to
2.7) as

[ S h(O)dO+ [y h(6)d
ISL = man? , 2.8)
[ h(6)d6

main, 1

where —0 ; and 0, are minimum and maximum values for the parameter.

Mutual information Although MI is generally used for communications, it is also
used in sensing [ 18]. It is shown in [115] that maximizing the MI for sensing mini-
mizes its minimum mean square error (MMSE). Generally, a TX signal x(¢) is trans-

mitted towards a target, and based on the RX signal y(t), the target response h(z)
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needs to be estimated. Here, I (h(t);y(¢)|x(¢)) is defined as the MI between A(t) and
y(t) when x(t) is known, and it denotes the extent to which radar processing can be
used to gain information about A(¢) [52, 90]. Hence, this metric is usually sought to

be maximized.

Ambiguity function The AF is another crucial metric for sensing purposes. The
two-dimensional AF is defined as [102]

%(AT,AfD):fx(t)x*(t—Ar)erﬂAthdt, 2.9)

where At and Afp are the time delay and Doppler-shift differences between two
point targets. The AF is important because it defines the resolutions of the sensing
parameters [2]. The resolution means the minimum separation between two targets
so they can be detected as separate targets, for example, in range or velocity. When
the resolutions are very high, very closely situated targets can be detected, whereas
if they are low, both targets are observed as a single target. Therefore, in radar lit-
erature, the ideal shape of the AF is a thumbtack shape, having only a peak at the

origin, whereas everywhere else, it is near zero, i.e., low side-lobes [5].

Cramer-Rao lower bounds Once the targets are detected, further radar process-
ing can be applied to estimate their parameters, e.g., range and velocity. The estima-
tion process becomes more accurate as the error variance between the actual and the

estimated target parameters is minimized. The error variance can be given as
var(6) = E{(6 — 6Y}, (2.10)

where 6 and 6 are the actual and estimated target parameter values, var(-) is the vari-
ance operation, and E{-} is the expectation operation. In reality, it is difficult to ana-
lytically derive the error variance of a target parameter’s estimation process. There-
fore, this cannot be applied straightforwardly in an optimization problem. However,
the lower bound of the error variance of unbiased estimation of a target parameter

can be explicitly formulated, and it is defined as the CRLB, given as
var(6) > CRLB(6). 2.11)
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Therefore, when the CRLB metric is used in the joint waveform design, it is generally

minimized, ensuring the lower bound of the error variance is minimized.

2.1.2 Communications Performance Metrics

Unlike sensing, a handful of parameters are used for communications, such as MI,
SNR, and PAPR. A communications system’s main objective is to maximize the
capacity of the communications user, i.e., how much information can be transmitted
per unit time interval reliably. For this reason, the communications performance in
JCAS waveform design is mainly evaluated through the capacity instead of the other
separate parameters.

For communications, a TX signal x(¢) is transmitted and received as y(t), under
a communications channel h(t). Generally, h(¢) is assumed to be known/estimated
using pilot symbols. In that case, the MI is defined as I (x(t);y(¢)|h(t)), and the

channel capacity is defined as the maximum value of this metric and given as [34]

Channel capacity = rr(la(x)) (I (x(t);y(t)|h(t))), (2.12)
Dx (x(t

where py(x(2)) is the probability distribution of x(z).

2.1.3 Other Constraints

Apart from the communications-specific and sensing-specific performance metrics,
other constraints in the optimization problem are generally used to share the re-
sources between the communications and sensing functionalities. The resources are
mainly allocated between the time [111], frequency, i.e., bandwidth [22], space [46,
72], and code domains [53], as illustrated in Fig. 2.4. In doing so, the total TX power
is indirectly shared between the two. Thus, the performance trade-off between ei-

ther functionality depends upon this power allocation.

2.2 OFDM as a Joint Waveform

Although many waveforms can be used for JCAS, i.e., linear frequency-modulated

(LFM), frequency-modulated continuous wave (FMCW) [108], single-carrier wave-
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Figure 2.4 Resource allocation in (a) time and frequency, (b) space, and (c) code domains.

form [118], and single-carrier frequency-domain equalization [39], OFDM is the
waveform of choice in most JCAS systems since it is used in modern communica-
tions systems such as in 4G and 5G. The main reason is that it gives good communi-
cations capacity compared to the other waveforms. Hence, this section first discusses
how OFDM is used for communications transmission and reception. Then, the ad-

vantages and disadvantages of OFDM as a JCAS waveform are discussed.

2.2.1 OFDM Communications

The OFDM waveform is defined in both time and frequency domains. It can be con-
sidered as a two-dimensional matrix: the rows contain the frequency resources, called
subcarriers, while the columns contain the time resources, the OFDM symbols, sim-
ilar to as depicted in Fig. 4.2 in Chapter 4. For communications, the transmission
and reception of OFDM waveforms are illustrated in Fig. 2.5.

First, the TX bits are modulated according to the required constellation map, e.g.,
quadrature amplitude modulation (QAM) or phase-shift keying (PSK), to generate
the TX frequency-domain symbols x, ,,. Here, 7 denotes the subcarrier index and
m denotes the OFDM symbol index, with n € [%, % —1]and m € [#, %4 —1],
where N and M are the total number of subcarriers and OFDM symbols in the wave-
form. In addition, the separation between each subcarrier in the frequency domain
is represented by Af.

The frequency-domain symbols are then fed into a serial-to-parallel (S/P) con-
verter. An inverse fast Fourier transform (IFFT) is next applied to the parallel
frequency-domain symbols to obtain the time-domain samples for transmission. The

discrete time-domain samples are then obtained by parallel-to-serial (P/S) conversion
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Figure 2.5 The different blocks in the (a) transmission and (b) reception of OFDM waveforms.

and can be represented as

M_

Y1 N
x[k]= Z xn,meﬂ””Af(k_’”L)p [k—mlL], (2.13)
M N

m=—5 n=-

where k is the time-domain sample index, p[k] is the time-domain sequence corre-
sponding to the pulse-shaping function, and L is the number of samples within a
particular OFDM symbol.

An important characteristic of OFDM transmission is cyclic prefix (CP) addi-
tion, which prevents inter-symbol interference (ISI). For this, a set of time-domain
samples at the end of a particular OFDM symbol is copied and added to the start
of that OFDM symbol, and it is called the CP. Finally, the CP-added discrete signal
is converted to the analog domain by using a digital-to-analog (D/A) converter and

transmitted as

M, N,
2 2
x(t) = Z Z xn’m€]27tnAf(t—mT5}Jm)p <t — stym) , (2.14)
m—# n:_ZN
where 7, = T, + Tcp. Here, T, is the useful time duration of the signal and given

19



2.2. OFDM as a Joint Waveform

by T, = A_lf in OFDM processing. In addition, T(-p is the duration of the CP. Similar

steps are performed on the RX side to obtain the RX frequency-domain symbols.

2.2.2 Advantages and Disadvantages of OFDM for JCAS

Due to OFDM resources being already defined in the time and frequency domains,
it naturally supports MIMO transmission since they can be spatially multiplexed
easily. Efficient channel equalization is another advantage of OFDM. This is because
the data modulated in a single subcarrier is assumed to undergo frequency-flat fading,
requiring only a multiplication by a single complex number for channel equalization.

Adding CP is necessary for communications, and the communications user dis-
cards the CP to obtain the RX frequency-domain symbols. However, for sensing,
since the time-domain OFDM signal consists of the useful signal and the CP, con-
ventional cross-correlation of the time-domain TX and RX signals would result in
ambiguities. These arise because the CP contains repeated time-domain samples of
some of the samples in the useful signal. However, for the delay corresponding to
the CP, it would mean that the corresponding target is situated at a far-away dis-
tance. Hence, although the CP would cause ambiguities, the RX power from the
target reflection would be low without affecting the radar processing drastically. In
fact, [109] discusses a method to remove the ambiguities corresponding to the CP.

Instead of time-domain radar processing for OFDM waveforms, nowadays,
frequency-domain processing is the preferred option [11]. The RX time-domain
signal is used to obtain the corresponding frequency-domain symbols using a similar
approach as in Fig. 2.5. These RX frequency-domain symbols are then correlated
with the corresponding TX frequency-domain symbols to obtain the radar channel.
Further processing is next applied to extract the different parameters of the targets
in the environment, e.g., range and velocity.

The OFDM waveform generally has noise-like properties due to many subcarri-
ers containing data symbols. Due to this reason, the OFDM waveform has an ideal
thumbtack shape in the two-dimensional ambiguity function consisting of the delay
and Doppler variables [63]. Therefore, the peak corresponding to a specific delay and
Doppler has a narrow main-lobe width with minimized side-lobes, for a sufficient
number of subcarriers and OFDM symbols. In fact, [79] depicts that the OFDM

waveform with arbitrary data symbols has almost two times lower main-lobe width
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Figure 2.6 The response of the PA with important parameters.

than the LEM chirp, indicating the superiority of range estimation of the OFDM
waveform. The OFDM waveform does not exhibit range-Doppler coupling com-
pared to LFM or FMCW. Hence, range and Doppler processing could be processed
independently from each other [108]. In contrast, due to range-Doppler coupling in
LFM or FMCW waveforms, the existence of a Doppler mismatch translates into an
error in the estimated range [88].

A major drawback of OFDM is having a high PAPR [83]. It is defined as

max{|x[1])%,---, |x[A]]*}
734 |x[a]P

PAPR = 10log,, (2.15)

where x[4] is the 4™ time-domain sample and A is the total number of time-domain
samples. High PAPR values affect the power amplification process in the trans-
mission. The conceptual amplitude response of a power amplifier (PA) is given in
Fig. 2.6. Here, the highest efficiency values are closer to the saturation point, be-
yond which the PA response becomes non-linear. However, operating the PA in the
non-linear region distorts the signal. Hence, the PA generally functions in the linear
region, and there is an inherent trade-off between linearity and efficiency. For a high
PAPR signal, the PA should operate with a large back-off value that determines how
far from the saturation point the PA functions, reducing its efficiency. Therefore,
the PAPR of the TX OFDM waveform should be reasonable to perform efficient
transmissions. Although there are many methods to reduce the PAPR of an OFDM

waveform [54], they are not in the scope of the thesis. However, one method used
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in Chapter 4 of the thesis is selective mapping (SLM) [62], where the TX OFDM
waveform is multiplied with sets of different random phases. For transmission, the

waveform with the minimum PAPR out of all possible waveforms is selected.

2.2.3 Single-Input Single-Output JCAS Systems

In SISO JCAS systems, the main idea of waveform optimization is to design the
joint waveform suitably for both functionalities. For instance, in [20], the OFDM
waveform is designed to maximize the probability of detection of sensing while con-
straining the probability of false alarm. Hence, this essentially controls the ROC of
sensing. For communications, the capacity is constrained to be above some thresh-
old. In addition, the total TX power of the system is also controlled. In the end, this
optimization allocates different powers to the individual subcarriers. To improve the
detection of sensing, the SINR of the RX signal can also be maximized, as used in [7]
and [8] by Aubry et al. There, the same frequency allocation is used for both com-
munications and sensing. The radar waveform is found through maximizing radar
SINR, subject to a few constraints. Apart from the usual TX power constraint, in-
terference to communications from radar waveform is also constrained. Moreover,
the radar waveform designed is made similar to a reference radar waveform known
already to have good radar performance, e.g., low SLL.

Another method used in optimizing the waveform is to maximize the MI of sens-
ing, as discussed in [19, 21, 22, 52, 123], which results in a trade-off between the
communications capacity and MMSE of sensing. Interestingly, in [22], the OFDM
subcarriers are divided between communications and radar sets, similar to the spec-
tral resource allocation in Chapter 4 of the thesis. Here, the two sets of subcarriers
are chosen based on the MI metric maximization. However, in practical communi-
cations systems, communications subcarriers are fixed, as decided by the scheduler
of the base station. In that case, the subcarriers that can be optimized for radar pur-
poses are what remain after communications subcarriers are decided, which is the
main idea behind the work in Chapter 4.

Researchers have also sought to improve the AF of sensing for OFDM waveforms
that provides better detection in both range and velocity domains. The work in [93]
designs the AF for OFDM waveforms that have a thumbtack shape through the use
of the AF synthesis method proposed by Sussman in [102]. Here, it is designed to
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2.2. OFDM as a Joint Waveform

minimize the error between the generated and desired thumbtack-shaped AFs, and
the solution results in the weights for the subcarriers of the OFDM waveform. A
similar approach is used in [94]. However, the authors only focus on a sub-region
around the origin of delay-Doppler domains in designing the AF that closely resem-
bles the desired AF. The reason for such an approach is that the delay and Doppler-
shift of targets far away from the origin are received with high attenuation. Thus,
their side-lobes are low, and the optimization does not need to consider those delays
and Doppler-shifts. The work in [44] focuses on improving the AF’s delay domain,
i.e., TX signal auto-correlation. First, the OFDM subcarriers are divided into two
groups: in-band, i.e., useful, and out-of-band (OOB), i.e., unwanted. For example,
in-band frequencies could be the spectrum dedicated for one user, while the OOB
frequencies are for another. It is vital for the first user not to transmit information
on the OOB frequencies as it might interfere with the other user. Hence, this article
maximizes the ratio between the power of in-band and OOB frequencies. In addi-
tion, the auto-correlation of the TX OFDM signal is made better by constraining it
to have a narrow main-lobe with reduced side-lobes. The PAPR of the waveform is
another metric that can be used for waveform design. For instance, [96] discusses
the trade-off between PAPR minimization and side-lobe increase of the AF of the
waveform.

Minimizing the CRLBs of sensing estimates for joint waveform design is inves-
tigated in [23]. Here, the CRLB of the delay estimate is minimized for an OFDM
waveform, subject to a power constraint and communications capacity constraint.
The waveform optimization discussed in Chapter 4 is also based on CRLB mini-
mization. However, unlike in [23], CRLBs of delay and Doppler-shift estimates are
jointly minimized here in the thesis while also considering standard-compliant 5G
OFDM waveforms. Similar to the communications rate, Chiriyath et al. have de-
fined an estimation rate for target tracking scenarios [31]. For those scenarios, the
radar usually predicts the target’s parameters, e.g., range, velocity, and angle, based
on prior information. Hence, the estimation rate indicates the amount of informa-
tion about the target once this predicted amount is subtracted from the RX signal,
similar to the MI metric. The joint waveform is designed here by considering both

the estimation rate and communications rate [32].
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2.3 Multiple-Input Multiple-Output Systems

This section overviews the concept of MIMO arrays and discusses different MIMO
architectures. Then, the advantages of using MIMO arrays for communications and
sensing are investigated, leading to MIMO JCAS systems.

Wireless communications systems operate in the mm-wave frequencies due to the
untapped spectrum opportunities [85]. Further research considers extending these
frequencies even beyond, e.g., terahertz frequencies [86]. This resulted in the us-
age of MIMO arrays, and even massive-MIMO arrays, with a very high number of
antennas [61]. Since each antenna element’s beampattern can be controlled sepa-
rately, MIMO arrays provide flexibility to control the beampattern of many anten-
nas. Therefore, the beams in MIMO arrays’ antenna pattern can be narrow, focusing
energy only on the intended directions. This is especially useful in these carrier fre-

quencies due to their high attenuation.

2.3.1 MIMO Communications

For communications, the ability of MIMO arrays to beamform users’ signals in their
directions improves the QoS since most of the TX energy can be received by the
users’ RX antennas, which would otherwise be transmitted in unwanted directions.
This is quite helpful in increasing the spatial diversity of line-of-sight communica-
tions channels. In addition, if there is rich scattering in the communications chan-
nel, multiple TX streams can be transmitted in parallel, i.e., spatial multiplexing.
Therefore, using MIMO arrays, in the end, provides high capacities to the users.

An important concept in MIMO communications is intra-user and inter-user in-
terference. The former is visible when multiple TX streams are used for each user,
which is usually true in MIMO systems. Here, a user’s TX stream interferes with
its other TX streams. In contrast, in the latter, streams of one user interfere with
other users’ streams. Hence, TX precoding and RX combining must be performed
optimally to cancel the interference [9]. They are designed either by minimizing the
TX power for a fixed QoS or vice versa [99].

Three different architectures are used for the MIMO arrays in communications
systems, as illustrated in Fig. 2.7. First, fully-analog architecture, contains only ana-

log beamforming [49]. All the antennas are connected to a single RF chain, and only
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a single TX stream can be used with this architecture, thereby being unable to pro-
vide multi-stream communications with different users. The analog beamforming
is achieved by modifying the weights of the phase shifters, which generally consist
of only phases, whereas the amplitudes are considered fixed. Hence, it is difficult to
fine-tune the beams as required since the phases are also usually quantized [49]. Asa
result, the beampattern generally has a wide main-beam and is not entirely focused
on a particular direction. However, the fully-analog beamforming is less costly. Sec-
ond, fully-digital architecture, in contrast, has only digital beamforming that can
modify both amplitudes and phases digitally. Hence, in this beamforming architec-
ture, the beampattern can be narrower than in the fully-analog architecture. This
architecture also supports multi-stream communications. However, since each an-
tenna is connected to an RF chain, the implementation cost increases, which is the
main drawback of this architecture. As a compromise between the fully-digital and
fully-analog architectures, hybrid analog-digital architectures came into being [6,
9]. Here, both analog and digital beamforming are present, and this architecture is
mainly used in the thesis. Hybrid arrays are primarily used due to their flexibility
in choosing between cost and performance.

Conventionally, in the hybrid architecture, the analog beamforming only con-
sisted of phase shifters. Although they reduce the hardware complexity, the related
optimization problem to find the phases that result in the desired beampattern is
quite complicated and cannot be implemented in a real-time scenario [98]. Due to
this reason, both amplitudes and phases of the elements of the RF beamforming are
controlled [78]. Moreover, it has been shown that such a system can be implemented
even at mm-wave frequencies, having a good accuracy, low cost, and complexity [28,
81]. Hence, in the thesis, both amplitudes and phases of analog beamforming are
controlled. As shown in [14], this also allows for the improvement of the beampat-

tern compared to the RF beamforming, where only the phases are controlled.

2.3.2 MIMO Radar

Radar processing using MIMO arrays is done through the MIMO radar, which is
generally a fully-digital architecture, for both TX and RX sides. The most basic
definition of a MIMO radar is having multiple TX and RX antennas, where different

waveforms can be transmitted from the different TX antennas [65]. There are two
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Figure 2.7 Three different architectures for MIMO arrays with (a) fully-analog, (b) fully-digital, and (c)
hybrid analog—digital architectures.

main types of MIMO radar, coherent MIMO radar and statistical MIMO radar [24],
as depicted in Fig. 2.8. In the former, the antenna elements in the TX and RX are
placed closer to each other, with the conventional half-wavelength, i.e., %, distance.
As a result, the radar channel between each TX and RX antenna is essentially the
same, but with a phase-shift relative to their position in the antenna array [17, 25,
89]. Typically, orthogonal waveforms are transmitted from the antenna elements,
helping to formulate an RX virtual array where its number of elements corresponds
to the product of the number of elements in the real TX and RX arrays, facilitating
MIMO radar processing [35].

In contrast, in the latter MIMO radar, the antenna elements are placed far away in

the TX, and the radar channel between each antenna pair is considered independent

[40, 41]. The element spacing between the TX antenna elements is much higher
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than the % distance, while the separation in the RX side remains to be ; [97], as
depicted in Fig. 2.8(b). A statistical MIMO radar can capture the spatial properties
of a target, e.g., an extended target, when compared to that of a coherent MIMO
radar, where the target is considered a point target [40]. In addition, the performance
of the MIMO radar is improved by ensuring the signals from different TX antenna
elements are independent to each other [29].

A MIMO radar can provide many benefits for sensing. Since a slight variation
in angle can be detected due to multiple antennas, the resolution of angle estima-
tion is increased [ 17, 89, 97, 113]. By transmitting independent waveforms from the
MIMO radar’s TX antennas, each waveform traverses different paths to the different
targets in the environment. As such, the received signals from the different targets
are also independent to each other, improving the parameter identifiability [112],
L.e., the total number of targets that can be detected uniquely [65]. In addition, [48]
discusses a scenario where the MIMO radar is utilized to detect slowly moving tar-
gets through processing reflections received from multiple directions. Moreover, for
an extended target comprising of a complex shape, being able to illuminate it from
multiple directions allows improvement in the sensing performance since a differ-
ent set of information can be gathered for each direction, 1.e., spatial diversity [40],
increasing probability of detection.

In the thesis, radar tasks are performed from the perspective of a MIMO com-
munications transceiver. It is therefore assumed that the antenna element spacing in
the MIMO TX and RX is the same half-wavelength distance. As such, the coherent
MIMO radar model is used in the thesis.

An important parameter estimated using MIMO radars is the angle of a target
w.r.t. either the TX or RX array, where MUItiple SIgnal Classification (MUSIC) is
one algorithm used for the task [92]. It is briefly discussed here since it is used in the

later chapters. The RX signal model for a general MIMO array is given by
y(t) =Fx(¢)+n(t), (2.16)

where y(), x(¢), and n(t) are the vector of time-domain samples at the L RX an-
tennas, vector of K TX time-domain samples, and the vector of noise samples, re-
spectively. In addition, the size of x(¢) corresponds to the number of targets in the
environment. The size of F is given by L x K, and it contains the K steering vec-

tors corresponding to each target as columns. The covariance matrix of y(z) is then
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calculated as
R, =E{y(2)y"”(t)} = FE{x(¢)x" (t)}F" + 0’ I=FR F" + oI, 2.17)

where it is assumed that x(¢) and n(z) are uncorrelated. Here, 2 is the noise vari-
ance, I denotes an identity matrix, and R, is the covariance matrix of the TX samples.

The rank of the first term in the right side of (2.17), i.e., FRXFH , 1s given by
K. Hence, it contains K eigenvectors corresponding to non-zero eigenvalues while
L — K eigenvectors of zero eigenvalues. Further, the null sub-space can be denoted
asT = [y,,--,7;_x ), where each column of T represents an eigenvector of zero
eigenvalue. Similarly, eigenvectors corresponding to the non-zero eigenvalues can
be stacked column-wise to obtain the signal sub-space as ¥ =[vy,--+,ug ]. Denoting

the eigenvector of the /" zero eigenvalue as 7, it can be written that
FR F7y, =0, (2.18)

due to y; being in the null sub-space. Here, 0 is the zero vector. The equation in

(2.18) can be rearranged as
(Fy YAR (FHy)) =0, 2.19)

denoting a quadratic form. Hence, F/y;, = 0, and the steering vectors are orthog-
onal to the null sub-space. However, in practice, what can be calculated is not the
product FR_ _F in (2.17), but once the noise is added to it. Next, multiplying R, by

y results in
Ry, =FR Fy,+ oy, =0y, (2.20)
where FR F#y; = 0 because of (2.18). Similarly, multiplying R, by v; results in
R,u; =FR Fv;+0%lv; = (o] +07)y,, .21)

where v, is the eigenvector of the /' non-zero eigenvalue of Y.
Comparing between (2.20) and (2.21) shows that the eigenvectors of R, corre-
sponding to the L — K lowest eigenvalues are the same as the eigenvectors corre-

sponding to the zero eigenvalues in FR F in (2.17). Therefore, the angles of the
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targets can be found by first taking the eigendecomposition of R, to find the eigen-
vectors corresponding to the L—K lowest eigenvalues, i.e., I'. Secondly, the MUSIC

pseudo-spectrum is constructed as

1
P(0)= T OO0y (2.22)
where a(f) is the steering vector at angle . For any angle & that corresponds to
the actual angle of the target, P(€) will ideally be infinite since the steering vector
at that angle is orthogonal to the null sub-space. However, due to noise and other
imperfections, the peaks will be finite, and the K highest peaks correspond to the
angles of the targets.

2.3.3 Multiple-Input Multiple-Output JCAS Systems

The MIMO arrays are helpful for both communications and sensing functionalities.
Hence, the natural step is to combine them, resulting in MIMO JCAS systems [27,
56, 82, 107]. Unlike in SISO JCAS systems, the system must be optimized in the
spatial domain. Hence, apart from the transmitted information-bearing signal, e.g.,
OFDM, the beamforming/precoding should also be optimally designed to construct
the beams used for JCAS operations. Typically, the term ‘waveform’ in MIMO sys-
tems denotes the combination between the precoding and the data stream. In MIMO
JCAS systems, precoding for communications is performed to focus the beams in the
users’ directions to minimize the energy transmitted in other directions. In contrast,
for sensing, the beams would ideally be needed to be omnidirectional to ‘view’ the
whole environment. For instance, [58, 59] discuss designing the TX precoding and
RX combining to address this issue. The authors propose to transmit a portion of
the TX power towards the communications users, i.e., main-lobe, while the remain-
ing power is transmitted uniformly across the angular domain, i.e., side-lobes, apart
from the users’ directions. Hence, the field of view of sensing is widened, improving
the detection of targets at the cost of a reduced communications rate.

Although sensing can still be performed using the beams used for communica-
tions, the sensing directions are then restricted to be the same as those used for com-
munications. In this regard, an important concept is the design of multiple spatial

beams (multi-beams) for the two operations [ 14, 73, 74, 119]. Hence, there are ded-
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icated beams for communications, while sensing beams periodically scan the envi-
ronment, thereby scanning the whole angular domain. For example, Luo et al. in
[74] design the two beams separately for communications and sensing. For this,
the beampatterns are designed by minimizing the error between the required beam-
pattern and some desired beampattern. Once the different beams are designed for
the two functionalities, the total beampattern is obtained through their weighted
summation. Power scaling is also performed depending on the required trade-off be-
tween the two functionalities [75]. Separate beams could be designed based on the
spatial matched-filter, as done in [80]. The multi-beams can also be designed through
an explicit optimization problem. For instance, in [119], the joint TX beampattern
is designed by minimizing the error between the required and desired beampatterns.

The works in [68, 69, 105] design the joint MIMO waveform by minimizing the
CRLBs of the estimation parameters while constraining the users’ SINR to be above
some threshold, while in [114], the communications capacity is constrained. In [3,
64], the precoding design for communications and sensing is performed by maxi-
mizing the SINR of the RX radar signal while having power and communications
rate constraints. Some have also designed the MIMO waveform by maximizing the
MI for communications and sensing [36, 95, 116, 117]. Moreover, Lix et al. in [71]
obtain the waveform by minimizing the weighted summation between the ISL of the
range side-lobes, multi-user interference, and the error between the generated wave-
form and some desired waveform. The authors in [10] design the precoding jointly
with the scheduling of user resources. This is useful in MIMO systems since the in-
terference between different users is a function of which resources are allocated to
the different users, i.e., scheduling, as well as precoding. In radar literature, ‘clutter’
is the set of unwanted targets in the environment [87]. For example, trees and build-
ings in an urban environment can be the clutter for a vehicular sensing application.
The MIMO waveform can also be designed by minimizing the reflections from the

clutter, as done in [37], while improving the SNR for communications.
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System Models for

Joint Communications and Sensing

This chapter presents the general system model used for joint communications and
sensing (JCAS) throughout the thesis.! It first discusses the leveraging of a multiple-
input multiple-output (MIMO) communications transceiver (TRX), e.g., a 5G base
station (BS), to perform also sensing. Next, the receive (RX) signal models for com-
munications and sensing are derived. The transmit (TX) precoding and RX combin-
ing required to facilitate effective JCAS are then discussed for two different scenar-
ios: when the communications users are in line-of-sight (LoS) and non-LoS (NLoS)
conditions w.r.t. the MIMO TRX, respectively. Moreover, only communications
streams illuminate the radar targets in the first scenario. In contrast, both commu-
nications and separate radar streams are used for target illumination in the second
scenario. Finally, this chapter concludes with some TX and RX beampatterns for

the considered scenarios.

3.1 Signal Model

Figure 3.1 depicts the general system model of the MIMO JCAS system, where the
communications BS also acts as a radar TRX. It has a hybrid beamforming architec-
ture, with Ly antennas and LRF radio-frequency (RF) chains on the TX side, while
the MIMO RX has Ly , RX antennas and Lﬁi RF chains. The TX streams x,, ,,

"This chapter consists mainly of the works presented in [P4], [P5], and [P6].
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Figure 3.1 The MIMO JCAS system, where the communications TRX is leveraged for sensing purposes.
A joint TX waveform is used for both purposes. Each set of colored lines within W.Fr‘,':m and
WS)FW denotes the antenna elements connected to a particular RF chain. Lines outside the
joint communications and sensing MIMO TRX represent the TX, RX, and scattered signals.

consist of separate communications and radar streams, denoted as x_, ,, and x,., .,

respectively. The communications streams are transmitted at U, communications
user directions while sensing streams are transmitted at U, radar directions at the
radar targets. The communications users’ channels can either be LoS or NLoS.
Each TX stream is an OFDM waveform with N active subcarriers and / OFDM
symbols, having a subcarrier spacing of Af. Assuming the #™ communications

user has §_, TX streams, frequency-domain symbols of all users for the nh subcar-

: th : I T T o
rier and the 7" OFDM symbol are given by x , ., =[x;,, . >--- ’Xc,n,m,UC] , with

n€[l,N]and m € [1,M], and » € [1,U.], where x_, , is of size §_ x 1 and §_ =

U. .. .
>0y S,y Similarly, the radar streams are given by x,_, = [er’n,m,l, e ,er’n’m,Ur]T,

which is of size S, x 1. Then, the combination of both types of streams is given by

I xl 17, whichisof size S x 1, where S = S_+S,. The instantaneous

X - [Xc,n,m’ 1,m,m

n,m

TX powers for communications and sensing streams are given by

M N S M N S
— 2 _ 2
Pe=2 2 2 sl andP=2> .30 >0 bewmsls G
m=1n=1s=1 m=1n=1s=S§+1
where (x,, ,,); = x,, ,, ; represents the s™P element of X, s While P, = P+ P, denotes

the total instantaneous TX power of the streams.
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The communications streams have their baseband (BB) beamformer WEBW .

while radar streams have their own, \W%Br - which are of sizes LI%F xS, and L%F xS,

respectively. They can be combined to formulate a single BB beamformer as

wBE  —[wEB wBB (3.2)

T,n,m T,en,m? V' Trn,m

which is a matrix of size L%F x §. Both of these beamformers are frequency-dependent,

or they are separately designed for each OFDM subcarrier. Further, W22 con-
C,n,m

sists of the BB precoders of all users as

WBB

T,c,n,m

_[WTcnl’ W/TcnU:| (33)
Both the RF beamformers, i.e., MIMO TX and RX, are frequency-independent and
common to all subcarriers. They are denoted by WR' and Wﬁim, which have sizes
LpxLRF and Ly  x LY", respectively. Therefore, the TX frequency-domain symbols

at the antenna elements X, ,, are given by

m:W WTnm 7,1 (3.4)
WT,n,m
where it is of size Ly x 1, and W, can also alternatively be written as
Wim =W, Wi Wit Wit (3.5)

where it is a combination of communications and radar precoding.

3.1.1  RX Signal for Sensing
Denoting X(¢) as the equivalent continuous-time TX signal of X, ,, once transmit-

ted, it is reflected from the targets in the environment and received at the MIMO RX

as ¥(¢). This can be written as

Kt
t)= > brag(Gp)ay (0,)%(t —7p)el > ost 1-3(1), (3.6)
pa
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where K, is the number of point targets, by, 7;,, and fp, ;, are the complex attenuation
constant, two-way delay and Doppler-shift of the £™ target, respectively. The angles
of departure and arrival of the k™ target are given by 6, assuming that the MIMO
TX and RX are situated close to each other and targets are in the far field. In addition,
the RX and TX steering vectors are given by ag(0,) and a(0,,), respectively. The
time-domain noise vector is denoted by ¥(z). For a uniform linear array with half-

wavelength spacing, the steering vector for an angle @ is given by

A A . T

_ [1 e]nﬁ*fﬂsin(e) e]n(L—1)fc+f”Afsin<9)]T
_— b < P ) c

- AT
3(9) ~ [1,6]7'55“1(9)’ . ,ejﬂ(L—l)sm(@)] : (37)

where f, is the carrier frequency, and A and A, are the wavelengths of . and 7
subcarrier frequency. In the thesis, it is assumed that [4n8] 1, ie., bandwidth
w.r.t. the carrier frequency is not high. Under this assump;ion, (3.7) shows that the
steering vectors become frequency independent.

As denoted in (2.6), reflected power from a target depends on its radar cross-
section (RCS), which is generally defined according to the Swerling model [88]. De-
pending on how complex the target is, it can be represented as a collection of different
scatterers. The Swerling model accounts for the fluctuations of the target reflections
from these scatterers. Throughout the thesis, a Swerling 0 model is adopted, which
means that point targets are considered with non-fluctuating RCSs.

Next, sampling the time-domain signals in (3.6), and applying the discrete Fourier

transform (DFT) results in the frequency-domain representation as

u ok

~ —712nnA 2nm 3 H Py ~

Vom = E bye 77" STk gl 2T AT ap(Op)at (O)%, 0 + V0 s (3.8)
k=1

where the RX symbols’ vector §, .. and the noise vector v, ,, are of size Ly . X 1.

Converting (3.8) to matrix form by applying combining at the MIMO RX gives

AZOYWEE WRE x4V (3.9)

r,7,m T,n,m “n,m

H

n,m
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where 8 =[0,,...,0 Kt]T contains all targets’ directions, and the steering vectors for
the K, targets are stacked for the RX and TX as Ag(0) = [ag(¢;),...,ag(0k )] and
Ar(0)=[ar(0),...,ar(0k )], where they are of sizes Ly , X K, and Ly x K, respec-

tively. The radar channel is represented by H,. ,, ,, and it is a K, x K, diagonal matrix,

r,7,m

Dk
. . . _ 2mm Dk
with the % diagonal element given by (H,,, ,, )i, = bpe 7?2/ ke’ " 57" The

RX BB symbols and noise samples are given by y, , and v, ,, of size Lﬁi x 1. In
addition, v, (\W%Fr )%, .. The variable H,, ,, represents the effective radar

channel between the TX streams and RX BB symbols and is of size LRF x §.
The RX BB frequency-domain symbols in (3.9) can be written alternatlvely by

considering the different TX streams and their radar channels as

Yn,m = [xn,m,ll’ ce ’xn,m,SI] [h;m 15 hn m S:l +Vn,m’ (310)
X h

n,m n,m

where I is the L%li LRF

R, identity matrix, X contains the TX symbols for the
different streams of size LRF x (LR -S), and h, ,, contains channels for different TX
—(H

streams’s radar channel given by the s column of H,, ,,, and is represented as

streams and is a vector of size (LY" - §) x 1. In addition, h contains

Sth

7n,71,8 n,m)s

hn, (WR T m)HAR(g)Hr,n,m

ALOWY (WS .. (3.11)

By considering multiple OFDM symbols, (3.10) can be rewritten as

Yn,l Xn,l 0 0 n,1
0 X 0 h
Sl o I B el R 6.12
Yo 0 0 ... X, u hn’M
| i L 4L i
Ya X, h

This expression is later used in Chapter 5 for MIMO radar processing.
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3.1.2 RX Signal for Communications

The RX frequency-domain symbols at the #™ communications user with Ly ., an-

tennas can be given using (3.4) and (3.5) as

Yenmu = Flenm, MW T ey Xeynmyu
U
RF BB
+Hc,n,m,uWT,m Z WT,c,n,m,u/Xc,n,m,u’
w'=1u'#u
+HC,”>W1 MW WTrn m rn m +Vc,n,m,n' (313)

th

The first term represents the RX signal due to #™ user’s TX streams, whereas the

second and third terms are the inter-user and radar-communications interference,

are of size Ly ., % 1,

respectively. The RX symbols’ vector §_, ., and V., ,

H_, ,, , represents the communications channel between MIMO TX antennas and
#™ user’s RX antennas for the " subcarrier and 72" OFDM symbol, and is of size

Ly ¢ X Ly. Further, H can be written similar to (3.8) as

Cy72, My

fc,D,n,/e

K.,
_ A 2
cnmu Z ]277:71 ch,u,ke] M =RF aR,u(eé,M,k)aI’g(@c,u,k)’ (314)
k:

where the total number of scatterers considered for the # user is given by K_ . The

variables b_ , 1, Tc >

and Doppler-shift of the k™ scatterer, respectively. The angle of the k™ scatterer

and £, ; denote the attenuation constant, one-way delay

w.r.t. the MIMO TX and RX are given by ¢_, ; and @2’”’k. Applying combining,
RX BB symbols can be represented as

— H BB
YC,n,m,u - (WR,c,n,m,u) Hc,n,m uw WTC n,m, uxc n,m,u

U
+(WR,c,n,m,z4) cnmww WTcnmu/chmu

u'=1 u’;ﬁu
H
+ (WR,c,n,m,u) Hc,n,m MW WT 7, mxr n,m + Vc,n,m,u (315)
U
_ BB BB
- Gc,n,m,wWT,c,n,m,uXc,n,m,u + Gc,n,m,u Z WT,c,n,m,n’Xc,n,m,u’
w'=1u'#u
+G WBB o x 4w (3.16)
c,n,muu Y Torn,m™r,n,m Cy1,my 1> :
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1. Signal Model

where G - (WR,C,n,m,u)HH

RF
o Wi s WR e nm,u i the a' D user’s combiner

Cy72 M

of size Ly e, XS,

ewandy o andv are vectors of size S, X 1, represent-

Cyn,m,u

ing the RX BB symbols and noise samples, respectively. In addition, v, , =
(Wi cnmu) Ve pm - Radar-communications interference, and inter-user and intra-
user interference are canceled by optimizing the TX precoders and RX combiners,
as thoroughly discussed in Section 3.3.

The multi-user model containing RX BB symbols of all users can be written using
(3.15) as

H
YC,n,m:(Wchm) H W WTcnm C,72,m
+ (WR,CJZ,M)HH W WT r,n mxr n,m + Vc,n,m’ (317)

where the first term of (3.17) includes the first two terms of (3.15). The RX combiner

for all users is given as

WR’C,n,l CRCIY O
R,c,mm — . : : ) (318)
O e WR,C,”,UC
which is a matrix of size Ly . x S, with Ly . =>7 " Ly ., Inaddition, H_, ,, =
[HCTn . HCTn U 1" contains the communications channels of all users, which is of

size Ly . X L.
To evaluate the channel capacity of the #' user, covariance matrices of the differ-
ent terms in (3.16) need to be calculated. They are given respectively for the signal-

of-interest (SOI), inter-user interference, and radar-communications interference as

_ BB H HA~H

RSOI,VI,WI,M - Gc,n,m,MWT,c,n,m,uE{Xc,n,m,wxc,n,m,u}(WT C, 72,1, 14) Gc,n)m,ui (319)
U,
Rint,c,n,m,u = Gc,n,m,uE{< Z WTX C,m,m, ”,XC n,m,u’ >
w'=1,u'#u
U, H
H
’ < Z WTXC n,m, u’XC n,m,u’ > }Gc,n,m,u’ (320)
w'=1,u'#u
_ BB HA~H
int,r,m,m,n GC,n,m,MwT,r,n,mE{Xr n,m r nym (WT 0, m) Gc,n,m,u' (321)
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3.2. Considered MIMO JCAS Systems

Next, channel capacity for all communications users for a given channel realiza-

tion can be represented as

U M N
gint,c = Z Z Z lOgZ det{I + (Rint,c,n,m,u + Rint,r,n,m,u + OjI)_lRSOI,n,m,u }’

u=1m=1n=1

(3.22)

where o2 is the noise variance at the #'" user. When JCAS is not performed, but

only communications, channel capacity for all users can be written as

U M N

ZC = Z Z Z lOgZ det{I + <Rint,c,n,m,n + 0§I>_1RSOI,n,m,n }’ (3'23)

u=1m=1n=1

where R, ., ,,, and Rgop ., ,, are similar covariance matrices for inter-user inter-
ference and SOI when only communications is performed, respectively.
Finally, Table 3.1 lists the main parameters of the system model, while Table 3.2

lists the important vectors and matrices used throughout the thesis.

3.2 Considered MIMO JCAS Systems

This section discusses two different scenarios considered for JCAS in the thesis. The
main differences between them are illustrated in Fig. 3.3, whereas other parts are the
same in both cases, as in Fig. 3.1. Moreover, these differences are also summarized
in Table 3.3 for clarity.

In the first scenario LoS with no radar streams, communications users are in LoS
w.r.t. the MIMO TRX. There are no separate radar streams, but the communica-
tions streams are also transmitted in the radar directions. Hence, there is no radar-
communications interference, and since there is only a single stream per user, only
inter-user interference needs to be canceled. Due to the existence of a single TX
stream per user, only a single RX antenna is considered for each user, and hence no
RX combiner is needed. Moreover, the beamforming matrices are the same for all
subcarriers and OFDM symbols, i.e., frequency /time-independent.

In the second scenario NLoS with radar streams, communications users are in
NLoS conditions with a dominant LoS path. In this scenario, as illustrated in Fig.

3.2, scatterers can be surrounding a particular user, directly behind the user, or an-
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3.2. Considered MIMO JCAS Systems

Table 3.1 General parameters

Parameter Definition

U, Number of communications users

U, Number of sensing beams

Ly Number of antenna elements of MIMO TX
LT Number of RF chains of MIMO TX

Ly, Number of antenna elements of MIMO RX
Lﬁi Number of RF chains of MIMO RX

M Number of OFDM symbols in one TX stream
N Number of active subcarriers in one TX stream
Af Subcarrier spacing

Ses Number of TX streams of #™ user

S, Total number of communications streams

S, Total number of radar streams

S Total number of streams

K, Number of point targets

gled to the user when the direct LoS direction is blocked, e.g., due to a building or
trees. In all of these cases, the user is in NLoS conditions. However, in practice, the
TRX has some directional information about the user to perform precoding, as it
wastes energy to transmit the communications streams randomly in all directions.
Therefore, it can be assumed that the TRX knows each user’s dominant/best direc-
tion. This direction could be the actual angle between the user and the TRX, for
example, in Figs. 3.2(a) and 3.2(b), but it does not necessarily mean that the user is
in LoS condition.

In NLoS with radar streams scenario, separate radar streams are transmitted in
radar directions, apart from the communications streams transmitted in the users’
directions. All three types of interference exist, i.e., inter-user, intra-user, and radar-
communications, and must be canceled. Each communications user is assumed to
have more than one antenna, also having a hybrid RX combiner. Further, all beam-
forming matrices are considered to be time-dependent, while the BB beamforming

matrices and communications users’ RX combiners are frequency-dependent.
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3.3. Beamforming Design

Table 3.2 System model variables

Variable Definition Size
Xenm TX communications streams’ symbols S.x1
X, 0m TX sensing streams’ symbols S, x1
X,y m All TX streams’ symbols Sx1
X, Samples at MIMO TX antennas Lyx1
Yom Baseband streams’ symbols at MIMO RX Lﬁi x 1
Yo Samples at MIMO RX antennas Ly, x1
Yenm RX streams’ symbols of all users S.x1

?i,n . TX baseband weights for communications | LY x S,
W?’in . TX baseband weights for radar LI%F xS,
W%lfn’m Total TX baseband weights LXF xS
Wit RF weights of MIMO TX Ly x LXF
Wim Total TX precoder weights LyxS§
Wi, RF weights of MIMO RX Ly, x Ly,
WRemmou RX combiner of # user LR e XS
WRcnm RX combiner of all users Ly xS,
A (0) TX steering vectors for all targets Ly x K,
Agr(0) RX steering vectors for all targets Ly, x K,
H, ., Radar channel K. xK,
H, Effective radar channel Lﬁi x 8
He, Communications channel for #™ user Ly eu X Ly
He, Communications channel for all users Ly x Ly

3.3 Beamforming Design

A hybrid analog-digital MIMO TRX is considered, where the TX and RX RF beam-
formers are partially connected, where a subset of antennas is connected to an RF

chain, as in Fig. 3.3.
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x  MIMO TRX

User
Reflection from a scatterer
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Yy,

Y-axis [m]

°
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X-axis [m] X-axis [m) X-axis [m]
(@) Surrounding the user (b) Directly behind the user (c) Angled to the user with direct
LoS direction blocked
Figure 3.2 Scatterer locations w.r.t. a particular communications user.
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4 N\ y 1
cn,m,
Wrp v Yenmai
Ve - ~
w_ll_{F(Numerl R
U, -
Ly Communications RX U,
: [RF D
Hoy mmU,
\

(a) LoS with no radar streams
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Figure 3.3 The main differences between the two considered MIMO JCAS systems, with LoS and NLoS
conditions.

3.3.1 Receive Radio-Frequency Beamforming

The MIMO RX’s RF weights are designed to receive the reflections from the radar
directions. Considering the NLoS scenario, dominant LoS directions of the users
for the m™ OFDM symbol can be denoted by 6, ,, = [0 ,0 17 while

c,m, 12> Ye,m,U,

radar directions as 0, ,, = [0, ,, 1,.--,0, ,, 1y ] All these angles can be combined as
Or,,=[61,,.65,.1". (3.24)
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3.3. Beamforming Design

Table 3.3 Differences between the two beamforming scenarios

Difference LoS scenario NLoS scenario
Communications channels LoS NLoS

TX RF beamformer design Numerical optimization |  Analytical
Time-varying beamforming matrices No Yes
Frequency-dependent BB weights No Yes
Separate radar streams No Yes
Seu 1 >1
R i >1
Communication users’ combiners No Yes

Then, weights corresponding to the /! RF chain, 7" OFDM symbol, and radar

direction #” are given by

RE . a;({’[R(er,m,u’)

w L Wby (3.25)
Rorlgm.! ”aR,ZR(er,m,u’)”

where [ € [1,L§5], while ag ; (6

chain, and || - || is the /,-norm operation. To receive reflections from all radar direc-

/) is the RX steering vector for the [ RF

r,m,u

tions, weights corresponding to each direction are summed as

U,

r

RF _ RF
wR,r,lR,m - wR,r,lR,m,u" (326)

u'=1
Then, the radar RX RF beamformer WR"  can be formulated by stacking the nor-

malized weights for each RF chain as

A% RF
WRr,1,m R Ly om

WRF

R,rym —

e (3.27)
||WR,r,1,m|| ||WR,r,Ll§i,m||

For the LoS scenario, (3.25) can be simplified by dropping the subscript 7, and the
weights corresponding to the /t" RF chain can be obtained accordingly by substitut-
ing to (3.26).
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3.3. Beamforming Design

3.3.2 Transmit Beamforming—LoS without Radar Streams

Here, communications TX frequency-domain symbols at the antenna elements are
given based on (3.4) and (3.5) as

= WRFWEE x (3.28)
\‘,_/

c cnm’

Wr

where W2P is frequency-independent, as depicted in Fig. 3.3(a). Further, the RX
frequency-domain symbols of all users can be represented based on (3.17), without

Wx ., ,» and radar-communications interference, as

RF BB
YC,n,m =H W WT cre,mm +Vc,n,m’ (329)

where due to the LoS condition, H, = [,/ gap(0 cl » /8, ar(0,, U, ] , with
representing the free-space attenuation for the #™® user. The matrix WRE and

&u rep 8 P T
\W%BC are then chosen to cancel the inter-user interference. The %™ user’s beamform-

ing can be selected so that it does not interfere with the other users as

a0, ,)WwiE | =0,Yit, i #u, (3.30)

BB
T,c,u

can also be written by considering all users as

where wEB is the TX BB beamforming vector of the #" user, and # € [1, U.]. This

({6 )W) . (26, )wl;FﬂTwl;i” _o, (631)

z

"

where Z,, contains the information about all the other users for the #™ user. Using

the null-space projection (NSP) method [P5], w]%BC , can be found as

wib =(I— zlz, ), (3.32)
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3.3. Beamforming Design

BB

. Hence, considering all users,
T,c,u

A BB . .
where wr, , is any vector of the same size as w.

the TX BB matrix can be given as

A BB A BB
W = [(I—ZTZl)wT,C’l, .. .,(I—ZLCZUC Wh ] (3.33)

. &BB BB A BB . . .
The matrix W . = [VAVT cpee W ] which contains the arbitrary vectors for

all users, as well as WRT are then found through an optimization problem as

Ur

Jmax > a0, )Wy wig [ (3.34)

WT’C,W};F u'=1

subject to
jar (0, )Wy Wy, 2> G, Y, (3.34b)
A BB A BB

W = [=ZIZ )Wy, (I=ZL 2 WES ], (3:340)
IWER(WE) || =1,Vs, (3.34d)

where s € [1,5,] denotes the s column of \W]%EL . Hence, this optimization maxi-
mizes the summation of gains at the U, radar directions for all the communications
streams’ beampatterns since they are transmitted at the radar directions. Moreover,

h communications direction is also set at a def-

the gain of the TX beampatterns at #"
inite level G,,. Hence, this optimization ascertains that the communications streams
are transmitted at the communications directions with some specific gains, but also
canceling the inter-user interference due to the adopted NSP method. The norm of
each column of total communications TX precoder W%FW?}I?C is constrained to limit
the beamforming vectors having unnecessarily high magnitudes. This optimization

problem is solved numerically, and the results are discussed in Section 3.4.

3.3.3 Precoding/Combining—NLoS with Radar Streams

The NLoS scenario where the communications users are in NLoS conditions w.r.t.
the MIMO TRX represents a more general MIMO JCAS system. Communications
streams are transmitted in communications directions, while radar streams are trans-

mitted in radar directions. The interference, i.e., inter-user, intra-user, and radar-
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3.3. Beamforming Design

communications, must be canceled for improved performance. The TX RF beam-
forming, which is frequency-independent, is designed first. The interference cancel-

lation happens mainly by the design of the TX BB beamforming (both WZ® and

T,c,n,m
W5E ) and RX combiners of the users, which are frequency-dependent.

TX RF Beamforming The TX RF and BB beamforming matrices cannot be de-
signed as done in (3.34a)-(3.34d) since WI_}Fm is frequency-independent due to the
considered steering vectors in (3.7), while the BB matrices are frequency-dependent.
This is because W%Fm matrix obtained using the earlier single optimization problem
could be optimal for a specific frequency but not for any other frequency. Hence,
\VI_}Fm is designed first, which is common to all frequencies.

Since multiple beams need to be catered corresponding to U. communications
users and U, radar directions, TX RF weights are obtained to facilitate this require-
ment. Adopting a similar method as in (3.25), TX RF weights for the lffh RF chain

for a particular direction are given by

aTF,IT(gT,m,i) @ 0
RF — /O||aTJT(€T,m,i)||’ T,m,i € c,m? 135
Tobymsi = 2y, (Or i) (3.35)
' (1—p)tnZimd g g
IO ”aT:lT(eT,m,i)H’ T,m,i r,m?

where i corresponds to the angle index of O, in (3.24) with i € [1,(U, + U,)], Iy
denotes the index of the RF chain with /; € [1,L3"], and ay 1,(O1,,;) corresponds
to the TX steering vector of the l%h RF chain. Here, by changing o € [0, 1], the gain
trade-off between communications and radar directions can be controlled, where
increasing p increases the gains for communications.
For each angle of 01 ,,, (3.35) designs a main-beam at that particular angle. Since
U, + U, such angles are needed, weights corresponding to all of them for a specific
RF chain are obtained by summing the weights for different angles as
UL,
Ylinn = 25 Wi 3.36)

=1

Finally, \WIT{Fm is given by stacking the weights for the different RF chains as W%Fm =

RF whF RE
W i,m T’LT e . . .
Ry ey TRT , where each column is normalized to have unit norm.
[, ”WT,L%F,W;H
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3.3. Beamforming Design

TX BB Beamforming and Users’ RX Combiners Design  Firstly, the communi-

cations beamformers, i.e., \W%B

enmad Wy, are designed to cancel the inter-user

and intra-user interference. This cancellation can be attained by selecting the matrix
product (WR,C’n,m)HHC,n,mwng%i’n’m in the first term of (3.17) such that it is a
diagonal matrix. It is achieved using the block diagonalization (BD) method, where
inter-user and intra-user interferences are canceled using two consecutive singular
value decompositions (SVDs). For this, other users’ RF-equivalent channels, i.e.,
also including W}T{,Fm’ without the # user’s RF-equivalent channel are represented
as

c,n,m,1 T om?> " “en,m,u—1 c,nymyu+1 c,n,m, U, " Tyom

T
Hc,n,m,u :|:HT WRF HT WgFWnHT W$Fm-..,HT WRF :| .

(3.37)

Next, to ascertain the #™ user does not interfere with other users, its BB beamform-

Ing matrix, WgBC .m.» Should be in the null-space of Hc’n,m’u. Calculating the SVD
of Hc,n,m,u as

: v s (v o

Hc,n,m,u - Vleft,uzu <Vright,u’Vright,u> > (3.38)

where the subscripts ‘left” and ‘right” are the left and right singular vectors, while the
matrices with the superscripts 0 and 1 contain the eigenvectors corresponding to the

zero and non-zero eigenvalues. Notice that the subscripts 7 and m are removed, on
(0)

the right side of (3.38), for simplicity. Since Vright,

0 .
( )h are candidate vectors for WEB .
right, T,c,n,m,u

, contains the eigenvectors of the
zero eigenvalues, vectors of V.

(0 . . :
Hence, H,, ,, , WX v represents the effective channel after inter-user in-
ST, ,m  right,u

terference is canceled, with this product’s SVD given by

_ H
Hepu WALV =V 2, (VO VL) (3.39)

cmsmun 2 Tym ™ right,u right,” * right,n

The intra-user interference is next canceled by choosing the matrices as [99]

wi g0yl —vi (3.40)

T,e,n,m,u right,u * right,n’ R,e,n,m,u left,u"

: : ot H RF \y/BB
Doing this for all the communications users ensures (Wg ., )" H_ m VT Wl m

in the first term of (3.17) is diagonal.
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3.4. MIMO TX and RX Beampatterns

Next, \W%]in,m is designed to cancel the radar-communications interference, since
not canceling it results in degradation of the communications performance. For this,
Z,,= (WR,c,n,m)HHc,n,mW%FmW"}}i,n,m in the second term of (3.17) needs to be a
matrix of zeros. This requirement is due to NLoS conditions, whereas in an LoS
scenario, canceling radar-communications interference results in imposing a null for
the radar streams at the communications directions in the TX beampattern. Thus,
BB weights of each radar direction are obtained by maximizing gains at that direction
while also ensuring they cancel the radar-communications interference. Hence, the

BB weights are given by also utilizing the NSP criterion as

i RF \H
WBB _ <I_Zn’mzn,m>(wT,m) aT(er,m,u/) (3 41)
Tyr,n,mu’ = . )
o (WS ) ar(6

r,m,u’)“

Finally, TX BB beamformer for radar streams is given by stacking the normalized
BB

BB

ioh BB | Yreama WL n,m, U hould b d th :

weights as W = | —m e . It should be noted that to im-
L7,m | WT,r,n,m,l” ”wT,r,n,m,UrH

plement W22 it is assumed that the MIMO TX knows the RX combiners and

communications channels of all users, i.e., Wy ., andH_,  inZ, .

3.4 MIMO TX and RX Beampatterns

This section illustrates both scenarios” MIMO TX and RX beampatterns for L =
Ly . = 32 antennas. The communications and radar directions are selected as 6, =
[—40°,30°]7 and 6, =[—10°,5°]7. Uniform linear arrays are assumed for TX and
RX antennas, where the steering vector for a general angle 8 for either of them is

given by (3.7).

LoS Scenario

Firstly, Fig. 3.4 shows the effective TX beampattern, i.e., the combination of RF
and BB beamforming, for the LoS scenario, for different numbers of RF chains. Two
communications users are considered, with each having only a single stream. Hence,
there are two TX streams in total, and the figures depict the beampatterns for the
two streams or the two users. Each stream has a main-beam corresponding to that

user’s direction. Then, each stream also has a null corresponding to the other user’s
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Figure 3.4 The effective (BB+RF) MIMO TX beampatterns for two users in the LoS scenario.

direction, ensuring that the inter-user interference is canceled, as enforced by the op-
timization problem in (3.34a)-(3.34d). Another observation is that as L?F increases,
the beampatterns improve, further canceling the inter-user interference. This hap-
pens because the flexibility in optimization increases due to the increased number of

variables that can be optimized, i.e., \W%BC matrix.

NLoS Scenario

Next, the beampatterns for the NLoS scenario are discussed. Here, S , =2, while a
separate radar stream is used for each radar direction, totaling six streams. Figure 3.5
depicts the TX RF beampattern for different numbers of RF chains. When LY =2,
the four narrow main-beams correspond to communications and radar directions.
When LI%F = 4, beams have become wider than in the first case, but still, they are
distinctly observed. However, when LY = 8 and LY = 16, main-beams disappear,
and all four directions have almost the same gain. When LI%F increases, the number
of antenna elements connected to a particular RF chain decreases, decreasing the

ability to perform beamforming.

50



3.4. MIMO TX and RX Beampatterns

Magnitude (dBi)

Magnitude (dBi)

Or
— — —0eu
——— RF chain = 1|
RF chain = 2

RF chain = 2
RF chain = 3
RF chain = 4

-80 -60 -40 -20 0 20 40 60 80

60 80
o)
(a) LY =2 (b) LEF =4
15 T T T
I : l
10+ ;
5l
g of 5
= = .
g g |
£ -0F RF chain — 2 £ |
ga RF chain = 3 & - |
=70 = \ |
20 L \ i 3
-30 \ : RF chain = 5 — — — RF chain = 14
25 ! 1 ——RF chain= 6 — — —RF chain = 15
—RF chain = § : RF chain = 7 —-—-— RF chain = 16
30 L | —— i | | | 4ol | |
80 60 40 20 0 20 40 60 80 80 60 -40 20 0 20 40 60 80
o) (%)
(c) LA =38 (d) LR =16

Figure 3.5 The MIMO TX RF beampatterns for different RF chains, with L = 32.

Then, Fig. 3.6 illustrates the effective average TX beampatterns for different p
values by considering all streams, i.e., communications only - four, radar only - two,
and JCAS - six, respectively. As shown in (3.35), p controls the gains between the
communications and radar directions in the TX RF beampattern, thus also in the
effective beampattern.

When o =0, only sensing is performed, and the TX beampattern has two main-
beams in the radar directions. The gains at communications directions are attenu-
ated by around 20 dB. When p = 1, only communications to the users are performed
without sensing. The beampattern is not directional since it is designed to cancel the
inter-user and intra-user interference in NLoS conditions. In addition, gains in the
radar directions are attenuated more than 20dB, when compared to the sensing-only
case. However, p = 0.5 denotes a MIMO JCAS system performing both function-
alities. In this case, all four directions have almost the same gain, meaning that both
types of streams are transmitted in communications and radar directions. Asa result,
radar-communications interference exists but is canceled at the communications RX

when used in conjunction with its combiner.
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Figure 3.6 The effective MIMO TX beampatterns for different o values in the NLoS scenario. Since the
TX beampatterns depend on the frequency of the OFDM subcarrier, these curves correspond
to only a single subcarrier. Depending on the frequency-selective channel, TX beampatterns
can vary between subcarriers. Three different beampatterns correspond to: p = 0 (Sensing-
only case), o = 0.5 (MIMO JCAS case), and p = 1 (Communications-only case).

Finally, Fig. 3.7 illustrates the RX RF beampattern when Lﬁi =8and Ly , =32.
The RX RF beamforming is designed to receive reflections from the radar directions.
A single wide main-beam is observed for each RF chain, since the two radar direc-
tions are closer to each other, and four antenna elements connected to a specific RF
chain cannot produce very narrow beams. In addition, some RF chains have the

same response.

T
..... 0,1
RF chain =1 or 6
RF chain =2 or 5
RF chain = 3 or 4 |
RF chain =7
RF chain = 8

Magnitude (dBi)
o

Figure 3.7 The MIMO RX RF beampattern with LR,r = 32 RX antennas and LST’; = 8 RX RF chains.
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Waveform Optimization for

Single Antenna Systems

This chapter discusses the design of a joint transmit (TX) orthogonal frequency-
division multiplexing (OFDM) waveform for single antenna JCAS systems. ! The
waveform design is through an optimization problem where the Cramer-Rao lower
bounds (CRLBs) of the range and velocity estimates of the sensing system are mini-
mized while ensuring the communications system’s performance is reasonable.
Hence, an overview of radar processing to estimate the range and velocity parame-
ters is discussed. Based on these parameters, the CRLBs are next derived. The wave-
form optimization methodology is discussed next, which is primarily based on fill-
ing the unused subcarriers within the time-frequency grid of the OFDM waveform
with optimized samples, which are called radar subcarriers after filling. The total TX
power is shared between the communications and these radar subcarriers, directly
controlling the trade-off between the two functionalities. The analytical solution
to the optimization problem is also derived, which shows that only the subcarriers’
amplitudes affect the CRLB minimization, not their phases.

Simulation results are next presented using a standard-compliant 5G New Radio
(NR) waveform to evaluate the performance improvement due to waveform opti-
mization. They depict that in addition to minimizing the CRLBs, main-lobe widths
and peak side-lobe levels (PSLs) of the radar image corresponding to the range and
velocity profiles can also be improved. Further, they also illustrate that the OFDM

waveform’s peak-to-average power ratio (PAPR) can be minimized by separately op-

"The work presented in this chapter is based on the publications of [P1], [P2], and [P3].

53



4.1. OFDM Radar Processing
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Figure 4.1 The considered single-antenna JCAS system utilizing the same waveform x () for commu-
nications and sensing.

timizing the phases of the radar subcarriers. Moreover, an optimal trade-off between
the two functionalities can be achieved by controlling the power allocation between
communications and radar subcarriers. Finally, the optimized waveform is used
to experimentally map an outdoor environment, with a JCAS system operating at
a mm-wave frequency. The measurement results illustrate that significant perfor-
mance improvement in the radar map can be obtained in terms of the PSL of the
range profile, signifying the validity of the proposed waveform optimization also in

a practical scenario.

4.1 OFDM Radar Processing

A monostatic JCAS system is considered as in Fig. 4.1, where both the BS and the
communications RX has a single antenna. The transmit OFDM signal x(¢) consists
of N, communications subcarriers and N, radar subcarriers, with N, + N, = NM.
Both data and control subcarriers of the waveform are considered to be communi-
cations subcarriers. The frequency-domain samples of communications subcarriers
are considered fixed and not modified by waveform optimization. It is assumed that
the communications system is not fully loaded, meaning that some subcarriers are
empty, and not used as communications subcarriers. Hence, these empty subcarriers
can be filled with optimized frequency-domain samples, i.e., radar subcarriers, which
is the basic premise behind waveform optimization. An important note is that the
term radar subcarriers is a concept of notation. However, both communications and

radar subcarriers are used for radar processing, i.e., all subcarriers of the waveform.
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4.1. OFDM Radar Processing

4.1.1 Relation Between TX and RX Symbols

Once the OFDM waveform is transmitted, it is reflected from the targets in the en-
vironment and received back at the RX of the BS. The frequency-domain represen-
tation of the RX signal can be written using a simplified version of (3.8) for a single-

antenna system as

& 2mnAf ]27”’/1)7’]6
Yn,m :Z bke TS ke o Xn,m + Vo (4'1)
k=1

where the TX and RX frequency-domain symbol on the 7™ subcarrier and m™
OFDM symbol are given by x,, ,, and y, ., respectively. In addition, the TX sym-
bol can either be a communications or radar subcarrier. Moreover, the instantaneous

communications and radar power are given by

M M
Pr = Z Z |xn,m|2 and Pc = Z Z |xn,m|2’ (42)

m=1neR,, m=1n€s,,

respectively, and P, = P, + P, denotes the total instantaneous power. The variables
R, and €, are the subcarrier indices corresponding to radar and communications
in the m™™ OFDM symbol, with Z,, U6, = {n|n €[1,...,N]}.
Re-writing (4.1) for a single radar target can be denoted as
A h
Vs = xn,me_fzmAfTejznmAf +ov

(4.3)

n,m?

Sn,m

where the index & is dropped since one target is considered. Here, the attenuation
constant is normalized to unity, and the noise sample is also scaled appropriately.
However, separate terms are not introduced for simplicity. Hence, due to the delay
and Doppler-shift, the RX frequency-domain symbol’s phase changes from that of
the TX frequency-domain symbol. Moreover, the delay causes a linear phase-shift
between the OFDM subcarriers, while the Doppler-shift introduces a linear phase-
shift between OFDM symbols. The expression in (4.3) can then be represented in

matrix notation by considering all subcarriers and OFDM symbols as
Y=DXB+V, (4.4)
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4.1. OFDM Radar Processing

where X, Y, and V consist of TX symbols, RX symbols, and noise samples for all the
subcarriers and OFDM symbols, respectively, which are of the same size N x M. In
addition, (Y),, ,, = ¥,,.ms (X),,..n = %, > and (V),, ,, =, . The matrices D and B

are diagonal, of sizes N X N and M x M, respectively. Each diagonal element of these

2em D
. e]27rmAf.-

matrices is given by (D), , =D,, , = ¢ /227 and (B)

m,m = Bm,m
4.1.2 Maximum Likelihood Estimation

The idea behind radar processing is to estimate the delay and Doppler-shift of a tar-

get, which can be denoted as
0=I[/p]". (4.5)

All RX frequency-domain symbols, i.e., communications and radar subcarriers, are
used to estimate these parameters based on maximum likelihood estimation (MLE).

To perform this, (4.4) is vectorized as
y=s+v, (4.6)

where y = vec(Y), s = vec(DXB), and v = vec(V) are all vectors of size NM x 1, and
vec(-) denotes the vectorization operation. In addition, the noise vector v is assumed
to have a zero-mean Gaussian distribution, and hence, the likelihood function of the
RX symbols’ vector can be written as

2,36)= grgyr oP (=915 —9), (47)

where det{-} denotes the determinant of a matrix. Here, ¥ = 0’1 represents the
covariance matrix of the noise samples, with o2 denoting the noise variance and I

being the identity matrix. Then, the log-likelihood function can be written as

log 2, (y; 0) :—log(oranM)—(y_s):ﬁ. (4.8)

il )

This log-likelihood function can be further simplified by removing terms that do

not depend on the parameter vector 6 as
log(@y/(y; ) =R{y's}, (4.9)
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4.1. OFDM Radar Processing

where log Qy’ (y; 0) is the simplified log-likelihood function and R {-} denotes the real
operation. Based on (4.3), this can be written as
M ” o
log 2, (y;0) —ZZM e 1A IS (4.10)

m=1n=1

The variables 7 and fp need to be then quantized as

/

T, = N"—Af, n' €[1,N], (4.11)
o = me e[1,M]. (4.12)

The simplified log-likelihood function then becomes

element m” in M-length IDFT

M —j2nnn 2mm’
logg n',m') =R Z(Zynm Xy @ - >e]2M . (4.13)

element 7’ in N-length DFT

Hence, the simplified log-likelihood function can be obtained through discrete Fourier
transform (DFT) and inverse DFT (IDFT) operations. Then, the MLE process can
be represented as the maximization of log 9},’ (n',m')as

[n ., m ]T_maxlogg (n',m’), (4.14)

max? max
n’ m

where 7/ and m/__ are the indices that maximize the log-likelihood. Finally, the

estimated variables are given by substituting the found indices to (4.11) and (4.12) as

A / * AFTE
QZ[T,fD]T:[:[IX;,mm;f[ f] , (4.15)

A A
where @ contains estimated delay and Doppler-shift parameters 7 and fp, respec-

tively.
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4.2. Joint Waveform Design

4.2 Joint Waveform Design

The goal of a sensing system is to accurately estimate the sensing parameters, i.e., re-
duced error variances. Based on (4.5) and (4.15), these can be represented as var{7} =
E{(t—1)*} and Var{fAD} =E{(/p —fAD)2}, respectively, where var{-} and E{-} are the
variance and expectation operations. Ideally, these variances need to be minimized,
but obtaining explicit expressions for them is difficult. However, the lower bounds
of these error variances can be calculated explicitly and are given by the Cramer-Rao

lower bounds as
var{#} > CRLB(%), var{f,} > CRLB(/}), (4.16)

where CRLB(7) and CRLB(fAD) denote the CRLB of the delay and Doppler-shift
estimates, respectively. Hence, the waveform is optimized to minimize these theo-
retical CRLBs, assuming they improve the performance of the sensing system. As
shown later in Section 4.3, such improvements are possible.

Therefore, the joint waveform is designed by filling the empty subcarriers within
the OFDM time-frequency grid with optimized frequency-domain samples such
that they minimize the CRLBs of delay and Doppler-shift estimates. The CRLB
expressions are derived in this section, followed by the optimization problem and its

solution.

4.2.1 The CRLBs of Sensing Estimates

To calculate the CRLBs, the Fisher information matrix first needs to be calculated
[55]. The Appendix A derives the relation between the CRLBs and this Fisher ma-
trix .#(0), which is of size 2 x 2 since only two parameters are estimated. To find the
CRLBs of delay and Doppler-shift parameters, the log-likelihood function in (4.8)
needs to be substituted to (A.10) to obtain

2 astt & 2
y(@)w.:<a_g>m{%@3_gj}:0—gm{s”D{gD5is}, 4.17)
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4.2. Joint Waveform Design

where 7,7 € [1,2], and Dy = (—j2m)diag(d;) and Dy, = (j27)diag(d,), respec-

tively. The variables d, and d, are vectors of size NM x 1. In addition, d, =f,... ,f]T

i M times
where f = [—%A foeens (g —1)Af] contains the frequencies of the subcarriers. Sim-

ilarly, d, = [E_ﬂ,...,{%_l]T where t,, = [ ﬁ] Each element of .#(6) is
2 2

A—f,...,Af
| ——

N times
then given by
M N 2
H(O), =8TSNRYASP 237 (n=1= 5 ) Py =S$2SNR)MS ),
m=1n=1
(4.18a)
M N M
#0),,=9(8),, =—872(SNR, ZZ<”—1——>< _1_?>pnm
m=1n=1
(4.18b)

#(6),, =87*(SNR,) ! ﬁ] ﬁ] <m —1— %4>zpnm = 87%(SNR,)(MS,),

(4.18¢)

where P, ., = b ”" , SNR, = =%, and the variables MS Iz MS, and MS e are the
mean square bandw1dth time, and bandwidth-time parameters of the waveform,
respectively.

As mentioned in Appendix A, the CRLBs are given by the diagonal elements of
#71(6), and since #(f) is a 2 x 2 matrix, .#1(#) can be easily calculated to find the
two CRLBs as

CRLB(%) = # 92 —, CRLB(fp) = SOy —
I(0),19(0),,—I(0)1, I(0),19(0),,—I(0)1,
(4.19)
and hence can be represented as
CRLB(%) = ! CRIB(f)=—— 420
77 82(SNR )/ (P) DT 8RSNR )g(P)
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where
. (Msf,t)2
f(P)=(MS;)— MS,) (4.212)

M N 2

:(Af)zzz<n_1_ﬂ> an
m=1n=1

< %_122[_1<7l 1_g><m_1_}l24>Pn,m>
(A;)Z St St (m —1= %4) Pym ’
_ (Msf,t)z
g(P)=(MS,)— (s, (4.21b)

Interestingly, it can be noted that the two CRLBs are independent of the correspond-

ing parameters being estimated.

4.2.2 Optimization Problem and Solution

As observed from (4.20)-(4.21b), the CRLBs depend on P

. m» 1.€., the powers of

the subcarriers, or their amplitudes, and not their phases. Hence, the amplitudes of
the radar subcarriers can be optimized to minimize the CRLBs. In addition, radar
subcarriers’ phases can be separately optimized to improve some other metric, where
here, it is chosen as the PAPR of the waveform. Hence, amplitude optimization is

first discussed, followed by the phase optimization of radar subcarriers.

Amplitude Optimization The optimization problem is given as

min CRLB(7) (4.22a)
subject to
CRLB(f;) < ¢, (4.22b)
P.<P P, (4.22¢)
0<P,, <P..n€ER,Nm. (4.22d)

60



4.2. Joint Waveform Design

Hence, the goal of the optimization problem is to minimize CRLB(7) while con-
straining CRLB( fD) to be lower than some value ¢, which can vary depending on
the application. The total power allocated to all radar subcarriers is constrained by
P_, while also limiting the maximum power allocated to a single radar subcarrier by
P ... It should be noted that amplitude optimization modifies only the powers of
the radar subcarriers, whereas those of the communications subcarriers are unaltered
and considered to be given.

. P .
Depending on the chosen P, there are N, = [5] activated radar subcar-

max?

riers, where [-] denotes the ceiling operation. Here it is assumed that N, , < N,.

Hence, N, — 1 radar subcarriers are activated with power P . while a single radar
N

.t — 1) due to the ceiling operation.

subcarrier receives a power of Py =P, —P,_ . (
Once this power allocation for the activated radar subcarriers is known, it is then

necessary to identify their indices in each OFDM symbol £, ., out of all possible

m,act
radar subcarrier indices Z,,,.

The solution to the joint optimization problem is derived in [P1], where first
using the power allocation to any set of activated radar subcarrier indices, results in

the CRLB(7) value as given by

¢ NUMC+PmaXZA7Z:1 Zne@m,m<m_1_%[)2+<l’ 1__) PA

(Af)* DEN_ 4P, SM_, Sen, (n—1-% >2 H(K—1- _) 7
(4.23)

CRLB(%) =

>

where the contribution from the communications subcarriers is represented by

NUM, = Z Z< —1—A—4>2Pn’m, (4.24)

m=1n€s,,

DEN, = Z > <n—1——> P, (4.25)

m=1n€se,,

while {K, L} are the subcarrier and OFDM symbol indices of the single radar sub-
carrier receiving power Py.
The next task is to find the indices of the optimal radar subcarriers that are acti-

vated. Since there are N, possible indices for only N, activated radar subcarriers,

act

N,
there are (" ) possibilities which result in a massive search space. Hence, to reduce

act
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the complexity, the activated radar subcarrier indices of the separate minimization
of the CRLBs of delay and Doppler-shift estimates are used. These separate mini-

mization problems are given as

() nngin CRLB(7), Ym, (b) nngin CRLB(fAD), Vm.

Since the power allocation is already found and only the optimal indices are
needed, Z,, is the only optimization variable in the separate minimization prob-
lems. Therefore, for these two separate optimization problems when only a single
parameter needs to be estimated, the Fisher matrix reduces into a scalar, i.e., (4.18a)

and (4.18c), and the corresponding CRLBs can be given as

L1 1
CRLB,,,(1)=— B = SENRS, ) (4.26)
CRLB,, (/) = ! ! (4.27)

#(0),, 87 (SNR)(MS,)’

where CRLB, () and CRLB ( f;)) are the corresponding CRLB values when sep-

arate minimizations of the two estimates are performed. Then, either MS, or MS,
needs to be maximized for CRLB,,(7) or CRLB( fD) minimization, respectively.
This means that for minimum CRLB__ (7), the edge-most N,

sep act

in the frequency spectrum need to be activated (4.18a). In contrast, for minimum

radar subcarriers

CRLB, (fp), radar subcarriers at the edges of the time-domain signal are activated

(4.18¢).
To find the activated radar subcarriers for the joint optimization in (4.22a)-(4.22d),
the radar subcarriers are divided into two groups; one for minimizing CRLB(%) or

maximizing MS, while the other group minimizes CRLB( f;)) or maximizes MS,.
Denoting N, ; and N,

act,

with N, 1 + Nyo = N,» N,y radar subcarriers having highest frequencies are

<2 as the number of radar subcarriers for either minimization

activated while simultaneously activating N, , radar subcarriers at the edge-most

OFDM symbols. Moreover, N, ; and N, , can be decided based on the required
CRLB trade-off between either estimate, as depicted later in Section 4.3.

Due to the complexity of the amplitude optimization problem in (4.22a)-(4.22d),
a two-fold approach is used to derive the solution. Firstly, the power allocation for
the activated radar subcarriers is found. Once the powers are known, indices of the
sep(T) 101 (4.26)

is used as the starting point. Hence, N, radar subcarriers at the edges of the fre-

activated radar subcarriers are found. For this, the minimum CRLB
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quency spectrum are first activated. Next, depending on the portion of activated
radar subcarriers dedicated for CRLB(f;)) minimization, N, , activated radar sub-
carriers from the edges of the frequency spectrum are moved iteratively to the edges
of the time-domain signal, i.e., OFDM symbols. If all the N, , radar subcarriers are
moved from the edges of the frequency spectrum to the edges of the time-domain
signal, it results in the waveform with minimum CRLB ( fD) in (4.27).

However, the solution obtained through this two-fold approach could be sub-
optimal w.r.t. the global optimum. Nevertheless, the approach adopted here is of
low complexity in comparison to the brute-force approach to finding the global op-
timum. In addition, the simulation and experimental results discussed in Section 4.3
illustrate that the solution obtained through the two-fold approach results in com-
prehensive gains for sensing, indicating the sufficiency of the adopted low-complex

approach.

Phase Optimization Since the phases of the activated radar subcarriers do not
contribute to the minimization of the CRLBs, they can be separately optimized to
improve any performance metric of either communications or sensing. Since the
PAPR of OFDM waveforms is considered a drawback in communications, phase
optimization is considered for PAPR minimization. Defining the PAPR of the m™
OFDM symbol as

maxi (X 2. X 2
PAPR, = 10log,, ol ol }, (4.28)

AZ 1|x |

where x,, , denotes the 4™ time-domain sample for the 72" OFDM symbol, A is the
total number of time-domain samples for the 72" OFDM symbol, and max{-} is the

maximum operation. Then, the unconstrained optimization problem is given as
mingm PAPR,,, (4.29)

where ¢, is the set of phases of the activated radar subcarriers in the 7™ OFDM
symbol. Here, the selective mapping (SLM) algorithm is used, where random phases
are allocated for the activated radar subcarriers, and the PAPR is calculated. This is
performed for many random realizations, and the phases resulting in the minimum

PAPR are chosen to be the optimum.

63



4.3. Performance of the Joint Waveform
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Figure 4.2 The considered 5G NR waveform with @ = 90%.

4.3 Performance of the Joint Waveform

This section evaluates the JCAS performance of the optimized waveform. Simula-
tion results are separately presented for sensing and communications performance,
and then RF measurement results show the validity of waveform optimization on

sensing performance improvement.

4.3.1 Simulation Results

A 5G NR waveform is considered with M = 560, Af = 120 kHz, 264 physical
resource blocks (PRBs) that result in N = 3168 with a bandwidth of 400 MHz,
f. = 28 GHz, P, = 30 dBm, and a total time-duration of 5 ms. Here, the separa-
tion between communications and radar subcarriers is quantified through o = A][V—&O/o,
which is the loading percentage of the communications subcarriers in the waveform.
An example of such a waveform is given in Fig. 4.2 for @ = 90%. The control PRBs
are at fixed locations, while data and radar PRBs are uniformly distributed through-
out the OFDM waveform. It should be noted that communications PRBs encompass
both data and control PRBs. In addition, a set of 12 radar subcarriers (one radar PRB)
is contiguous in the frequency domain, but two sets of radar PRBs can be contiguous

or non-contiguous, depending on the locations of the data PRBs.

Sensing Performance First, the effect of amplitude optimization on root CRLB

minimization of delay and velocity estimates is depicted in Fig. 4.3. In addition, Figs.
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4.3(a) and 4.3(b) correspond to two APSD values, 3 dB and 1 dB, respectively, where
APSD indicates power spectral density (PSD) difference between a communications
and radar subcarrier. It can be observed that a decrease of o decreases both CRLBs
since it increases the number of available radar subcarriers, thereby improving the
sensing performance. In addition, as the percentage of activated radar subcarriers
for MS; maximization decreases, the CRLB of range increases while decreasing the
CRLB of velocity. This is because maximizing MS; improves the CRLB of range
while maximizing MS, improves the CRLB of velocity. In essence, Fig. 4.3 depicts
the inherent trade-off between the two estimates, where the CRLB of one can be
improved at the cost of the other.

Moreover, it can be observed that optimizing the waveform allows for minimiz-
ing the CRLBs from that of the unoptimized waveform. In the unoptimized wave-
form, there are empty subcarriers, but they are not filled with any samples, and the
total TX power is used only for the communications subcarriers. The variable « for
the unoptimized waveform means how much of the waveform is filled with com-
munications subcarriers. Considering the highlighted area in Fig. 4.3(a), it is clear
that increasing APSD allows a decrease in the CRLBs. An increase of APSD implies

. : P :
an increase of P, and thus a decrease of N, since N, = [ =1, which allows to

act
maximize MS, or MS, as necessary, and therefore decreasing the CRLBs.

Simulations are then performed to evaluate the sensing performance. A point tar-
get is placed at a specific range with some velocity, and radar processing is performed
at the radar RX to estimate the sensing parameters. Once they are estimated, the
main-lobe width and PSL of the target in both range and velocity profiles are cal-
culated. This process is performed for many iterations, and the average values are
plotted in Fig. 4.4 where Fig. 4.4(a) corresponds to the main-lobe width while Fig.
4.4(b) illustrates the PSL. The main-lobe width is calculated as the null-to-null length
of the main-lobe corresponding to the target. The PSL is defined as the difference
between the target peak and the next peak within 40 samples. Hence, a low value for
the main-lobe width and a high value for the PSL are important for improved sensing
performance. Note that the definition of PSL differs from classical radar literature,
where it is defined as the level of the second-highest peak. Thus, a low value for PSL
implies low side-lobes, different from the definition adopted in the thesis.

The main-lobe width of the range profile decreases when a decreases or the per-

centage of radar subcarriers for MS £ increases, which maximizes MS £ thereby nar-
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Figure 4.3 The root CRLBs of range and velocity estimates for different @ values and percentages of
activated radar subcarriers for MSf maximization. Figure (a) corresponds to APSD = 3 dB
and (b) for APSD = 1 dB. The highlighted area in (a) represents the area occupied by (b).

rowing the target in the range profile. Similarly, a decrease in the percentage of radar
subcarriers for MS; (or increasing that for MS,) decreases the main-lobe width in
the velocity profile. This observation is due to the increase of MS,, which narrows
the target in the velocity profile. Therefore, waveform optimization narrows the tar-
get in both domains, reducing errors in estimation. Moreover, the range or velocity
profile’s main-lobe width can be lowered than that of the unoptimized waveform for
certain combinations of @ and percentage of radar subcarriers for MS .

However, regarding the PSL of the two profiles, an opposite behavior to the main-
lobe width is observed. Hence, when « decreases or radar subcarriers for MS f in-
crease, the PSL in the range profile decreases. When either happens, more radar
power is allocated to the edges of the frequency spectrum (an increase of MSy), in-
creasing the ambiguity in range estimation. Similarly, when radar subcarriers for
MS, increase, the PSL in the velocity profile decreases., which is due to the ambi-
guity in velocity estimation because of the MS, maximization. Regardless of these
variations, the PSL can be higher than the unoptimized waveform in both profiles

by appropriately choosing the parameters.
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Figure 4.4 The main-lobe width and PSL of the target in range and velocity profiles for APSD = 3 dB.

Hence, allocating more power to the edges of the frequency spectrum decreases
the main-lobe width of the range profile but at the cost of increased PSL. Similarly,
allocating more power to the edge OFDM symbols in the time domain decreases
the main-lobe width of the velocity profile while increasing its PSL. However, by
choosing the optimization parameters, main-lobe width or PSL of either profile can
be improved when compared with the default unoptimized 5G waveform.

For the same target ranges and velocities where the main-lobe width and PSL are
calculated, the root mean square errors (RMSEs) are also calculated for the range
and velocity estimates, and these are shown in Fig. 4.5. It can be observed that op-
timizing the waveform also allows for minimizing these errors compared with the
unoptimized waveform’s errors. This improvement is visible in the range estimate
than the velocity estimate.

Therefore, these results illustrate that although the waveform is optimized based
on a theoretical bound, i.e., CRLB, it also improves the sensing performance for a
practical scenario in terms of the main-lobe width, PSL, and the RMSE, indicating

the feasibility of the waveform optimization.
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Figure 4.5 The RMSEs of range and velocity estimates when APSD = 3 dB.

Communication Performance Figure 4.6 shows how optimizing the activated
radar subcarriers’ phases minimizes the waveform’s PAPR, where Figs. 4.6(a) and
4.6(b) are when APSD = 3 dB and APSD = 1 dB, respectively. In both figures,
unoptimized phases correspond to the waveforms where the amplitudes and indices
of the activated radar subcarriers are optimized to minimize the CRLBs. However,
the phases are uniformly distributed in [0,27], and not optimized. In contrast, in
the optimized phases curves, the phases of the activated radar subcarriers are further
optimized for PAPR minimization. Here, a set of random phases for the SLM algo-
rithm is further optimized numerically using fmincon function in the optimization
toolbox of MATLAB. This optimization is done for multiple realizations of random
phases, and the set with the minimum PAPR is chosen as the optimum.

In general, for both unoptimized and optimized phases curves, decreasing the
percentage of radar subcarriers for MS and increasing APSD tend to increase the
PAPR. When either of these happens, the number of activated radar subcarriers in
the edge OFDM symbols increases and they are allocated more power. Hence, more
radar power is pushed to the edge time-domain OFDM symbols compared to the cen-
ter OFDM symbols. Therefore, the peak power of edge OFDM symbols increases,
although the time-domain signal’s mean power remains constant. Using (4.28), it
becomes intuitive that the PAPR increases in these OFDM symbols, increasing the
PAPR of the whole waveform. However, optimizing the phases of the activated
radar subcarriers allows for a decrease in the PAPR. Moreover, the PAPR can be
even minimized than that of the #noptimized waveform when 50% < a < 100% for
the APSD = 3 dB scenario whereas, for APSD = 1 dB, the PAPR can always be

made lower than the unoptimized waveform.
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Figure 4.6 The PAPR of the optimized waveform for different & and percentages of activated radar sub-
carriers for MS ; maximization. The figure (a) corresponds to when APSD = 3 dB and (b)
when APSD = 1 dB.

To evaluate the communications performance, a user’s capacity is calculated for
a multipath channel with a free-space path loss of 121.4 dB and RX noise power of
—87.1 dBm. For the single-antenna system considered here, instantaneous capacity

can be given based on a simplified version of (3.23) as

(= ZZlogz{l—i- ]1; | Can} (4.30)
m=1n=1

Since activated radar subcarriers are allocated a proportion of total TX power that
would otherwise be fully utilized by communications subcarriers, there is an inher-
ent trade-off between the two functionalities dependent on this power allocation. To
visualize this relation, P, — P, is varied between —10 dB and 10 dB and Fig. 4.7 illus-
trates these results. Here, Figs. 4. 7(a) and 4.7(b) are when the waveform is separately
optimized for CRLB(%) and CRLB( fD), ie., CRLB,(7) in (4.26) and CRLB, ( fD)
in (4.27), respectively. The capacity loss/decrease of CRLBs indicates the reduction
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Figure 4.7 The relation between the communications and sensing performance for different & and Pr —
P, values, for APSD =3 dB.

in capacity/improvement in the CRLBs, compared to the unoptimized case, where
the total TX power is used for communications subcarriers.

Capacity decreases as P, — P_ increases due to the decrease of P, reducing the
power allocated to the communications subcarriers. Further, as @ decreases, sens-
ing performance can be improved, but the communications performance decreases,
understandably due to the power allocation. Moreover, as P, — P, increases, CRLBs
become better at the cost of reduced capacity, but once they reach a maximum, im-
provements decrease. Depending on @, a specific number of empty subcarriers can
if N,

ot > N, a residual power of

be filled as radar subcarriers. For a certain P,
P.—P

ax (N, — 1) — P, is given back to communications subcarriers. Hence, this

reduces the improvement of the CRLBs. However, power allocation P, — P, can be

varied to obtain the required trade-off between the two functionalities.
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Figure 4.8 Outdoor environment with static reference targets.

4.3.2 Experimental Outdoor Mapping

To validate the feasibility of waveform optimization in a practical scenario, an out-
door environment is mapped using optimized and unoptimized 5G NR waveforms.
The environment is first modeled through simulations to observe the effects of wave-
form optimization, which are later compared with actual measurements. The wave-
form parameters are similar to those discussed in Section 4.3.1. Since the chosen en-
vironment has static targets, only M = 20 OFDM symbols are used with APSD =
3 dB, and 100% of activated radar subcarriers for MS £ maximization.

Figure 4.8 shows the outdoor environment with four reference areas highlighted,
with A representing a tall building, B representing a wall and a grassy surface, C in-
dicating a set of buildings, and D showing bicycles with metallic structures nearby,
respectively. These four areas are also highlighted in the obtained mapping results
for comparison. Figure 4.9 shows the used measurement setup. A vector signal
transceiver (VST) at 3.2 GHz performs TX and RX processing. The TX signal
at 3.2 GHz is up-converted to a mm-wave frequency using a mixer functioning at
24.5 GHz, making f, = 27.7 GHz. A similar mixer is used for down-conversion.
Two horn antennas are used for the TX and RX. They both have a 3-dB beamwidth
of 17° and a gain of 20 dBi. The horn antennas are mechanically rotated between 5°
and 85°. For each angle, the waveform is transmitted (either unoptimized or opti-
mized). The received reflections are used to obtain a single range profile by coher-
ently combining the range profiles of multiple OFDM symbols. Combining range

profiles for all angles results in the range-angle map of the environment.
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Figure 4.9 The measurement setup.

Figure 4.10 first illustrates the single range profile obtained at an angle of 20°
with & = 25% with both the unoptimized and optimized waveforms. That angle is
selected since only target D is in that direction, while the contributions from other
targets are also minor. The range profiles from simulations in Fig. 4.10(a) illustrate
that both unoptimized and optimized waveforms have some peaks corresponding
to target D. However, for the other ranges, optimized waveform results in lesser
side-lobes than the unoptimized waveform. A similar phenomenon is also noticed
through the range profile obtained experimentally, as depicted in Fig. 4.10(b).

The mapping results are next shown in Fig. 4.11 for both the simulation and ex-
perimental results. The figures in each column correspond to a different  value. In
addition, the first two rows are with the unoptimized waveform for simulation and
experimental results, respectively. Similarly, the bottom two rows are with the op-
timized waveform for simulation and experimental results, respectively. The targets
A, B, C, and D in Fig. 4.8 are indicated in Fig. 4.11(l) for comparison.
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Figure 4.10 Range profile along 20° for both simulation and experimental results with the unoptimized
and optimized waveforms (@ = 25%).

When the unoptimized waveform is used, side-lobes increase as @ decreases. This
effect is observed between Figs. 4.11(a) and 4.11(c) for the simulation results while
between Figs. 4.11(d) and 4.11(f) for the experimental results. This is because as «
decreases, the number of empty subcarriers in the waveform increases, although the
TX power is the same. Then, when the waveform is optimized, the range-angle map
has lesser side-lobes when compared with the one from the unoptimized waveform
for the same a. This is distinctively observed between Figs. 4.11(a) and 4.11(g) for
the simulations, while between Figs. 4.11(d) and 4.11(j) for the experimental results.
Therefore, optimizing the waveform reduces the side-lobes of the obtained range-

angle map.
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Waveform Optimization for

Multiple Antenna Systems

This chapter focuses on performing JCAS for MIMO systems.! Here, communi-
cations and sensing functionalities use their own TX streams. Therefore, total TX
power is shared between the communications and sensing streams, due to which the
trade-off between the two functionalities is observed. To improve the sensing per-
formance, samples of the sensing streams are optimized to improve some metric of
performance. Hence, in the thesis, two different strategies for this are discussed.

The system model used for the first strategy is discussed extensively in Section 3.2
under NLoS scenario, where a hybrid analog-digital MIMO communications TRX
is used for sensing. Hence, the conventional properties of the MIMO radar can-
not anymore be used for super-resolution in direction-of-arrival (DoA) estimation.
As discussed in Section 2.3.2, these are the fully-digital architecture and orthogonal
TX signals. In addition, radar processing becomes complicated due to multiple TX
streams. Taking these limitations into consideration, a novel methodology is dis-
cussed in this chapter to obtain range-angle and range-velocity maps of the sensed
environment. Moreover, performance is improved by optimizing the samples of the
sensing streams to minimize the CRLBs of range and DoA estimates.

The second strategy for improving sensing performance involves enhancing the
ambiguity function (AF) of a MIMO system with fully-digital architecture. Typi-
cally, a thumbtack shape is sought in the conventional delay-Doppler AF, which is

"This chapter consists mainly of the works presented in [P4], [P5], [P6], and [P7].
*Most of the variables and equations of this chapter are used directly from Chapter 3.
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5.1. Radar Processing

two-dimensional (2-D). However, the MIMO AF, which is four-dimensional (4-D),
ideally needs to have a thumbtack shape also in all of these dimensions, and it is
discussed next.

This chapter concludes with simulation results of the proposed methodologies.
They contain the radar processing to obtain the range-angle and range-velocity
maps of the environment for the two scenarios discussed in Section 3.2 with differ-
ent beamforming designs. Further results illustrate the performance improvement
due to sensing streams’ optimization using CRLB minimization, which enhances the
receiver operating characteristics (ROC) of sensing and decreases root mean square
errors (RMSEs) of range and DoA estimates. In addition, communications capacity
can also be controlled, illustrating the importance of varying the optimization vari-
ables to obtain an optimal trade-off between communications and sensing. Finally,
it is illustrated that although noise-like OFDM waveforms have an ideal thumbtack
shape in 2-D AF, using such a waveform to also sense the environment can cause
high ambiguities in the angle profile of the MIMO AF in performing conventional
single-stream communication. As a solution, including separate radar streams, de-

creases the ambiguities, considerably enhancing the MIMO AF.

5.1 Radar Processing

To perform radar processing in MIMO systems, the TX and RX frequency-domain
symbols are used as in (3.12). For this, the vector h, in (3.12) needs to be estimated
since it contains all the necessary information about the radar targets, i.e., delay,
Doppler-shift, and DoA. Once it is estimated, the range profiles of the different
OFDM symbols are calculated. Then, these calculated profiles are separately used

for obtaining the range-velocity and range-angle maps of the environment.

5.1.1 Range-Profile Calculation

The radar channel vector h, is estimated first based on the least-squares method using

the TX and RX frequency-domain symbol matrices, X, and y,,, based on (3.12) as

h,=X'y =h, +Ah,, (5.1)
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5.1. Radar Processing

where fln is the estimated channel vector while Ah,, is the error vector. Here, fln =
[(hn,l)T, coes(hy, )17 contains the estimated channel for each OFDM symbol and
()T represents the pseudo-inverse operation. Similarly, the radar channel for each

TX stream can be expressed after the estimation of h,, as

h,,.=h,,  +Ah (5.2)

7n,1,S 7,172,852

A

where h,, . is of size LﬁFr x 1, and it is the estimate of (3.11). Next, an inverse
? A

discrete Fourier transform (IDFT) is applied to h,, ,, . to obtain the i range bin

value as

N A A A
:Zqi,nhn,m,s = I:hl,m,s""’hN,m,s]qi' (53)
n=1

Here, i €[1,N], d; ,  is of size LY" x 1, g; is the IDFT vector with each element

givenby g, , =e 55 The delay to each target is quantized as 7; = N;Af'
The L%i values in (5.3) can be combined for the different TX streams also using

BB weights at the MIMO RX as

di,m [(WEBm(e))Hdi,m,l’ (WR m(e))Hdz m, S] > (54)

where wib () is the vector of BB weights. In addition, the angle-dependent com-

plex coetficient of the effective RX beampattern is given by

grm(0)= (me(e))( er)HaR(e)- (5.5)

Based on this expression, wp> (6) can be found such that it maximizes g ,,(6) as

o (8= TR ®
Rt OWRE g (O)])

R,r,m

(5.6)

5.1.2 Range-Velocity Maps

The calculated range profiles in (5.3) are then used to calculate the velocity profiles,

thereby obtaining the range-velocity maps. For this, a discrete Fourier transform
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(DFT) is applied to d; ,, . as

M
f,= Z q;,mdi,m,s =[d; 1 "di,M,s]q;" (5.7)
m=1

—)2ntmj

Here, j € [1,M], q; is the DFT vector with each element given by q]{ n=e i,
and f; F

1,],8

velocity map for the different RF chains.

is a vector of size LYY x 1, and it contains the (i, )™ element of the range-

5.1.3 Range—Angle Maps

The MUSIC algorithm is used for angle-profile calculation. For this, the covariance

matrix of range bin values across the RF chains is calculated from (5.3) as

N A N AH
H *
Ri,m,s = E{di,m,sdi,m,s} - E{ <Z qi,nlhnl,m,5> <Z qi,nzhnz,m,s> }

ni=1 ny,=1

N N N AH
= Z Z qi,nlqi*,an{hnl,m,shnz,m,s}

ni=1n,=1

N N o
* 2
- Z Z qi,ﬂlqi,nzhnl,m,shnz,m,s +0°1, (58)

ni=1n,=1

where 0?1 = SN 2]2:1 Qi,nlqzan{Ahnl,m,sAth

n=1 n ,m,s} 1S the covariance matrix

of the error vector in (5.2). With the use of (3.11), (5.8) can be rewritten in the form

Ri,m,s = ARF(g)R AgF(e) + 0213 (5'9)

1,M,S

where Agp(0) = (WRE

RE)VHAR(O) and R, . is the covariance matrix of the other

1,m,s

terms in (3.11) without (WR- )¥ Ay (#), and can be given as
_ H
R, =H,,  ATOWE (W ) (H, ATOWE W ) ) 6.10)

For the MUSIC algorithm, the number of targets must be known to estimate the
angle profile, i.e., K. For U, communications users, one angle w.r.t. the MIMO TX

is considered the best direction for the user to receive the TX signal, e.g., line-of-sight
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direction. Hence, the communications streams of a particular user are beamformed
in that direction, which would mean that there are U, communications beams. In
addition, U, sensing beams are used. Therefore, the TX beampattern consists of
U, + U, different main beams.

Since the MIMO TX knows about the communications users, some targets are
in U, directions. However, depending on the chosen U, directions, it is possible/not
possible for some targets to be in those directions. If targets are in those directions,
these will be detected, whereas if they are not there, the radar processing will not
show any target. In this case, it is assumed that the total number of targets is the
summation of the number of communications and sensing beams, i.e., K, = U, + U..

Once this assumption is made, the MUSIC pseudo-spectrum is given by

1
P((g)i,m,s—aH(@)r‘ 7 %0) (5.11)

L,mL,S ™ 1,m,s

where 4(6) = (WRE

Rir, ) ag(0) is the effective RX steering vector for a general angle

Oand T, =[Vipsio>Tims LN _x ] is the matrix containing eigenvectors of

the lowest (LRF —K,) eigenvalues of R, . in (5.9). It should be mentioned that in

1,m,s
classical MUSIC processing, e.g., in MIMO systems with fully-digital arrays, DoAs
are detected based on the Vandermonde structure of the RX steering matrix Ay (6)
[106]. However, when hybrid analog-digital beamforming is considered, the RX
steering matrix is affected by Wﬁi,m, and the effective RX steering matrix Agp(6)
should be used for the detection of DoAs.

In evaluating (5.11) for all N range bin values, the range-angle map of each OFDM
symbol and TX stream can be obtained. In the sensing perspective, a single map of
the environment is required instead of many maps. The combined range-angle map

for the m'™™ OFDM symbol can be obtained through maximum-ratio combining as

> 8T, )
E 2P = E GLCH , 5.12
|ngms | ( )z JM,S - 15H(<9)1"lm5 lmsa(e) ( )

where gr, . (0) = a7 (Q)WRF (WBB ) is the gain of the TX beampattern at a

T,n,m

general 0 direction. One important point to note is that R; ,, ; in practice is diffi-

1,m,S

cult to be calculated based on the expectation operation as R; ,, - =E{d; , d; "o

Instead, it is calculated as the sample covariance matrix R; ,, | d; " Sdf{m .
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5.2 Optimized Sensing Streams for CRLB Minimization

This section discusses the method through which the sensing streams are optimized.’
Specifically, they are optimized to jointly minimize the CRLBs of delay and DoA
estimates. The CRLB expressions are first derived*, followed by the optimization

problem and its solution.

5.2.1 CRLB Expressions

The log-likelihood function of the RX frequency-domain symbols is needed to ob-
tain the entries in the 2 x 2 Fisher information matrix. For this, RX symbols in (3.12)

are stacked for all subcarriers as

y=0yis--yal’s (5.13)

wherey is the vector containing all RX frequency-domain symbols. The log-likelihood

function of it is then given similar to (4.8) as
2 ey 1Sy
log 7, (y5) =—log (o2 HH5) - —( Sy,
r n=1
H
+BIXIX b, ~ 205X b, ) ), (5.14)

where @ = [0, 7]7. Then, using (A.10), each element of the Fisher matrix can be
obtained as [P4]

2 N JhY  h
H(a); , =—=R =P =, 5.15
where P, = diag {|x,, 1 1[*L -+, 1%, , "L+ ,|x,, 41 5|*1} contains the powers of the

subcarriers for different OFDM symbols and streams.

3Tt is solved through a similar approach as used in Section 4.2.2.
#The derived CRLBs for SISO JCAS systems in Section 4.2.1 are a special case of the CRLB expres-
sions derived in this section, although the derivation steps are similar.
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Next, using (3.11),

ghn m,s 27rmf
a’f = (—2nnAf)be 12 A 7ol (\Wﬁljm)HaR(e)afo(a)w%fm(W%Bnm)s,
gn,m,s
(5.16)
Jh o
T = (= 2mnf)be A T g G17)

withg, == [g; SITTLEL gz’m, S]T. Similarly, the following expression can be derived
using (3.7).

8;(:) =[0,...,e/ ™m0 (. — 1)cos(9)]T = jmcos(f)Da(d),  (5.18)

where D = diag{[0,...,L—1]}. Thus, using (3.11) again,

Jh m D
;(,97725 ]7‘[196 ]ZmzAfT j2mm Af COS(&)
(WS, (Dyag(0)af (6) —ap ()2 (9)D) WEE (WP, )., (5.19)
gn,m,s
Jh A
3;:9% = jehe A T /2 COS(Q)gln,m’ (5-20)
where g;,m = [(g;’m,l)T, e ,(g;,m,g)T]T-

Then, (5.15) is used to obtain the individual element of the Fisher matrix as

M N §
H(a )11_27'5 cos’? (6)(SNR) ZZZPMM gnms gn’m)s, (5.21)
m=1n=1 s=1
M N §
j( )22 - 877: Af SNR ZZZ zpn m,s gn m,s Hgn,m,s’ (522)

m=1n=1 s=1

M N S
j(a)1y2:—47f2(Af)COS( SNR %{ZZZ ans(gnms Hg/nms}

m=1n=1 s=1

(5.23)

where P, =" n=n— N+ and S(a),; = #(a);,- The CRLBs of delay
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and DoA estimates are finally given by the diagonal elements of .#~!(a) as

; 1
CRLB(0) = 272 cos? (0)(SNR) 5 (P) G249
A 1
R R INGIEN VA )
where
M N S
= Z Zzpn,m,s(g;,m,s)l_]giz,m,s
m=1n=1s=1
(@ {ZM N Py B B }) 5.263
12 12 =1 ;712]3 (gn,m )Hgn J,S , .
ZZZ” n,m,S gnms) gnms
m=1n=1 s=
2
_(m {Z 12: 1npnm5(gnms) gn,m,s}) ) (526b)

12 125 1 nms(gnms) g;z,m,s
5.2.2 Joint CRLB Delay and DoA Minimization

The joint optimization problem that minimizes the CRLBs of delay and DoA esti-
mates is given similar to the SISO optimization problem in (4.22a2)-(4.22d) as

min  CRLB(®) (5.272)

9 o
Xenm "Zn,m,s

subject to
CRLB()< 72, (5.27b)
éfn’c =7, (5.27¢)
Ce
P. <P —P, (5.27d)
0<P,,:<P...S€[LS] (5.27¢)

Hence, the goal of the optimization problem is to find the frequency-domain sym-

. such that

bols of the sensing streams x,_, . along with their optimal indices %#,, ,,, ;
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5.2. Optimized Sensing Streams for CRLB Minimization

they minimize CRLB(@) while constraining CRLB(%) to be less than 72 __, which
can be chosen depending on the required application. The power allocated to the
radar streams P, depends on the total TX streams power P, and the power allocated
to the communications streams P.. The power allocated to the communications
streams is controlled through (5.27¢), since it ensures a certain sum communications
capacity of the MIMO JCAS system (3.22), compared to when only communica-
tions are performed without JCAS (3.23). Varying n = [0, 1] results in varying P,
and therefore, n = f(P.) (or P. = f (1)), where f(-) is some function. Moreover, a
certain maximum power P . can be allocated to a subcarrier in a sensing stream.
Similar to the SISO opt1m1zat1on problem in (4.22a)-(4.22d), N,

activated in the sensing streams, with N, — 1 subcarriers having power P, and a

o Subcarriers are

single subcarrier with power P,. The CRLB(@) value due to this power allocation

for indices of the activated subcarriers #,, ,, ; of the sensing streams can then be

written, as given in Section IV-B of [P4] as
HAfY
Fmax (2 (0)
S,
NUM + Pmax ZM—l Zgr 1 Zne%n i
DEN +Pmaxz 125 12716@

CRLB(0) = =

-2 H = 2 H
n (gn m,§) gn,m,§+PAnO (gno,mo,§0) gno,mo,§0

’
/

H o/ / H
( nms) gn,m,§+PA(gno,mo,§0) gno,mo,fo

nms

(5.28)
where
M N S
ZZZ Py s (5.29)
mM nN S,
ZZZ s B ) G (5.30)
m=1n=1 s=1

The next step is to identify the indices of the N, subcarriers that are activated.

act
Since out of NM S, subcarriers in sensing streams, only N, , subcarriers are activated,
it is a vast search space. To reduce the complexity, the separate optimization prob-
lems of the two CRLBs are used, given by

(a) ming, CRLB(@) se[L,$,] (b) mln@ CRLB( ), s e€[1,S,]
The activated indices to these two optimization problems can be readily found. As

discussed in [P4], for (a), they are given by the N, subcarriers having the highest

act
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Algorithm 1 Calculation of sensing streams’ optimal subcarrier indices for joint
A
minimization of CRLB(7) and CRLB(6)
1: Set z=0
2: Set X as the set of subcarrier indices for sensing streams
3: Set R, ,,; as sensing streams’ activated subcarriers having the highest
/

(g 8.m, 5) 8m> in descending order
4 while z <N, do
Calculate CRLB(@) and CRLB(7),

3:
/
6 Set@ =(ANR, ;)
7 Move the symbol of activated subcarrier in %,, ,, ; with least (g], g
. C .
to the unactivated subcarrier in 2; . with highest 7 (8 OF 8.m.s

8:  Update theset 2, ,,

z+—z+1
(g )Hg . values. For (b), they are the subcarriers having the highest

hz(gn’m’g)Hgn,m,g values.

Finally, the activated subcarrier indices for the joint optimization are found us-
ing the solution to the separate optimization problem (a) as a starting point. Hence,
N, e g, . values are activated. Then, the

frequency-domain symbol of the activated subcarrier having the least (g .)"g/ .

)H

subcarriers having the highest (g/

value is moved to the unactivated subcarrier having the highest 7?(

gnm§ gnm§

value. This process is repeated until all N, subcarriers are moved, resulting in the
waveform having the minimum CRLB(T), i.e., the solution arrived at by the sepa-
rate optimization problem (b). This process ensures that for each subcarrier moved,

CRLB(@) is degraded the least while CRLB(7) is minimized. The algorithm for cal-

culating these optimal subcarrier indices is given in Algorithm 1.

5.3 MIMO AF Enhancement

This section discusses an alternative approach to using the sensing streams. Firstly,
the MIMO AF for two targets is derived. Secondly, the ambiguity problem in the an-
gular domain is discussed when conventional communications are performed. Next,
the methodology to minimize such ambiguities through separate independent ran-

dom radar streams is discussed.
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5.3.1 MIMO AF Definition

A fully-digital architecture is considered for the MIMO TRX in deriving the MIMO
AF. When a single TX stream is used to communicate with a user at ¢_ direction,
the TX time-domain signal can be written as the IDFT of a simpler version of (3.4)
as

x(t)= w]%]ixc(t) (5.31)

BB
Ta

of the TX stream and samples at the TX antenna elements, respectively. Assuming

where w2° is the beamforming vector, x(¢) and X(¢) are the time-domain sample

the TX signals from the L different elements reflect off a point target, the signal

lth

received at the /3" antenna element of the MIMO RX can be written as

Ly
~ —72 2
Vi (1,81)= :blT,szzT<t_TzT,zR(P1)>e R A O}
ZT:1

(5.32)

Here, the 2-D co-ordinates vector of the target is given by p,, with the two-way
delay and Doppler-shift between the lfrh TX antenna and /t" RX antenna are given
by ;1. (p) and f;_; (p,), respectively, which are functions of p;. In addition, &, =
(71,1, (P1)> 1,1, (P1)] contains the parameters of the target. The attenuation constant
for the target reflection between a TX-RX antenna pair is denoted by &;_; , %, (¢) is
the signal at the {" TX antenna, and £, is the carrier frequency. The RX signal and
noise samples at the l[t{h RX antenna are given by y, (,®) and n; (¢), respectively.

The received signal y; (¢,%,) is then matched to different TX signals assuming
they reflect off from a second point target. The 2-D co-ordinates of that target are
given by p,, with its delay and Doppler-shift represented by ®, =[7; ; (p,), f; 1, (P2)]-
The matched-filtering can be given as

1 (®1,%) = Z%&(J’WT (t =710 (P))%; (£ =714, (Py))
I=t

) efzn(sz,zR(P1>—fi,lR(P2))t d t>

eI i (PO o1 27T (P s (5.33)
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where %7(z) is one of the signals from the TX antenna elements with € [1, L],
71, (®1,®;) represents the output of the matched-filter, and 7; is the corresponding

noise sample. The expression in (5.33) can alternatively be written using

2r —/;
R, i(®,%;,lx Jbz X (=7 (p))E (=7 4 (P2))e! Vet p~fine)e g
(5.34)
to represent the covariance matrix of the TX signals as
Ly

5/111((1,1’(1)2) — Z RZT,i((I’l’(I)Z’ [R)e—]27rTlT,1R(P1)fce]27rfi,1R(Pz)fc + th' (5'35)
ZT:1

The general MIMO AF is defined based on the first term of (5.35) as [91]

ZRZ . (®,,®,, 1 )e =127 g PO 1277y (PO | (5.36)
I=1

X (®,®,) =

The general AF derived in (5.36) can be simplified by certain assumptions, that are:
MIMO TX and RX arrays are situated close to each other, as usually is the case with
a monostatic MIMO TRX, the considered targets are in the far-field of the MIMO

TRX, and the waveforms used are narrowband For the narrowband assumption,

hg t
where v, and vy, are the velocities of the target and light, respectively. Using these

assumptions, the simplified MIMO AF is given by [66]
2
2 (A, Ao, 0,,0,) = [t ()R (A7, Afp)ar(0)| [l Oar @), 637)

where since bZTJR = b, Vi, Iy, the effect of b can be neglected. The variables At
and A fp represent the difference in delays and Doppler-shifts between the two point
targets. The angles 6/, and 6, are the directions of the targets w.r.t. the MIMO TRX.
Further, under these assumptions, the L X Ly covariance matrix in (5.34) can be

simplified as R(At, Afp), where each element of it is given by
Ry (AT, Afp)= J. &) (0)x;(¢ — A1)l At (5.38)

It can also be observed from (5.37) that the MIMO AF is a 4-D function.
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5.3.2 MIMO Communications Signal

Based on the TX communications signal in (5.31), the RX signal at the communica-

tions RX with a single antenna can be represented as
elt) =he (wre(e)+ (o), 5:39)

where h (t) = ,/gar(0,) is the L1 x 1 LoS channel vector for the communications
user with /g representing the free-space path loss and ap(6,) is the TX steering
vector. Due to LoS conditions, the beamforming vector can be found based on the

matched-filter (MF) response that gives a main-beam at & as

BB __ afi,(&c)

W = .
R

This is referred to as the single-beam case later in Section 5.4.2.

(5.40)

5.3.3 Ambiguities in Range and Angle Domains

The 2-D AF of an OFDM waveform generally has a near-ideal thumbtack shape
because it is similar to a Gaussian noise signal [63]. Hence, the AF has fewer side-
lobes in the range and velocity domains. However, the OFDM waveform can result
in high side-lobes (or ambiguities) in the angular profiles &, or 6, in the MIMO
AF (5.37), based on what kinds of OFDM signals are at the different TX antenna
elements, as depicted later in Fig. 5.10. To compare and quantify these ambiguities,
two different cuts of the MIMO AF are defined as

hy, =2(0,0,6,0,), (5.41)
h,.=2(AT,0,6,0). (5.42)

Here, 0 is the angle of a particular target while 0, is the angle of a second target
nearby. Hence, hy_is the cut along the ¢, dimension while h, . corresponds to the
cut along At.

Next, to quantify the side-lobes of these two cuts, the integrated side-lobe levels
(ISLs) for them are defined separately as the ratio between the energy of the side-lobes
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to that of the main-lobe, and can be given using (2.8) as

O by (6140 + [ by (610
ISL, g1 = "“‘“2 : (5.43)
f& ‘“““11 hy (9’)61(9’
fi‘;aif"l hy (7)dT+ f mx h (T)dT
ISLdelay = — it nz . (5.44)

mea'“h (v)dr

main,1

The variables 0, + ¢ and 70+ T orrespond to the null-to-null

main,2 main,2 c

lengths of the main-lobes in angle and delay profiles, respectively, and 7, and 7,
are the minimum and maximum delays of the delay profile. According to these two
definitions, a low value of ISL indicates fewer side-lobes/ambiguities.

As discussed later in Section 5.4.2, single-stream communication at 0, results in
high ambiguities in the angle profile of the MIMO AF. These ambiguities can some-
what be minimized by splitting the communication stream also in another direction
0., apart from 6. It is also helpful in sensing since the MIMO RX receives reflections

from those two directions. In this case, the beamforming vector is given by

g Ap(0)+ap0,)
Wi = ’
< lap(6,) +ar(@)ll

and 1s referred to as the two-beams case.

(5.45)

5.3.4 Inclusion of Independent Radar Streams

Although using two beamforming directions in two-beams case minimizes the am-
biguities, as shown in Fig. 5.11(a), they persist, and a solution for lowering them is
discussed next. For this, instead of the TX signal consisting of just a communication

stream, separate independent radar streams are now concatenated as

X/ (t)

X(1) = [xe(), %4 ()25 (D] (5.46)

where x, _,s €[1,S,] represents the sample of the s radar stream, with S_ denoting

T,5°

the total number of such radar streams. The total instantaneous TX power is also
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shared between the communication and radar streams, similar to (3.1) as

Sr
O, Pe=2 Jx, (1) (547)
s=1

However, including separate radar streams causes interference for the communi-
cations users and must be mitigated for effective communications. The TX time-

domain signal is then given similar to (5.31) as

%(1)= WEBx() = [ Wi, W [x.(0).xl ()] (5.48)

The RX signal at the communications RX can be given similar to (5.39) as

§(t) = yga (0 )wrix (t)+ /gal (0)WEBx, (1) + 71.(1), (5.49)

where the first term is the useful time-domain communications RX signal while the
second term is the radar-communications interference. The interference can be can-

celed by designing W?}E based on the NSP method as used in Section 3.3 given by

A BB

WA= (1= 00) (60 Wi = (1= ant60af 60 W, 659

A BB .
where W is chosen as a random orthonormal matrix, so that the different radar

streams illuminate different directions of the environment. Moreover, the design of
W?}Br ensures that beampatterns corresponding to all radar streams have a null at 6,

to cancel the radar-communications interference.

5.4 Performance of the MIMO JCAS System

This section discusses the simulation results for the MIMO JCAS system. Firstly,
the results when the sensing streams are optimized to minimize the CRLBs of range
and DoA estimates are discussed, followed up with the results for the MIMO AF
enhancement. An analog-digital hybrid architecture and fully-digital architecture

are considered for the former and latter, respectively.
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Figure 5.1 The simulation scenario with targets’ ranges, velocities, DoAs, and RCSs.

5.4.1 Joint CRLB Minimization

First, the improvements obtained through waveform optimization are discussed.
Second, the performance improvements in radar processing due to optimized sens-
ing streams are presented. Results for both LoS scenario and NLoS scenario are pre-
sented, as discussed in Section 3.2. Since there are no separate sensing streams in the
former, waveform optimization cannot be performed. Hence, only the results for
radar processing are discussed for the former, while radar processing and waveform
optimization results are presented for the latter.

For the simulations, the MIMO system is assumed to work around f, =28 GHz,
having L = Ly , = 32 antennas in the TX and RX sides, with L3 = Lﬁi =38
RF chains. In addition, for communications, U, = 2, with §_, = 2, while for sens-
ing U, = 2 with a single radar stream at each sensing direction, i.e., S, = U,. The
waveform parameters are M =50 OFDM symbols and N = 3168 subcarriers with a
spacing of Af = 120 kHz. The total power of the streams is fixed at P, = 40 dBm.
The communications power is given by P, = 8P, where 8 € [0,1] proportionately

divides the power between the communications and sensing streams.
NLoS Scenario

Figure 5.1 shows the targets considered for the simulations. There are two commu-
nications users and two radar targets, and another target is also placed at a different
direction to them. Specifically for the communications RXs, 20 point targets are
considered to be situated around them to simulate NLoS multipath communications

channels, as illustrated similarly in Fig. 3.2(a).
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Figure 5.3 Variation of the root CRLBs due to the joint optimization.

Figure 5.2 depicts the dependence of S on 7 in (5.27¢c), for different o values.
As in (3.35), p controls the gains between communications and sensing in the TX
RF beampattern, while 3 controls the power between the two sets of streams since
P.= P, or P,=(1—[3)P,. For a particular p, an increase of 7 increases /3, since the
TX power needs to be increased to improve the communications capacity. Moreover,

the same capacity can be achieved for a low 3 if o can be increased.
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Figure 5.4 The ROC for the radar target at 5°.

The improvement of the CRLBs is then depicted in Fig. 5.3. First, Fig. 5.3(a)
depicts the root CRLBs of the separate delay and DoA estimations (as discussed in
Section 5.2.2) as a function of SNR. Here, ‘Power difference’ indicates the difference
in powers between P and a communications subcarrier in decibels. Optimiz-
ing the waveform improves both CRLBs when compared with the communications-
only (unoptimized) waveform. As o decreases, CRLBs also decrease due to increased
power in terms of TX beamforming for sensing purposes. Increasing the power dif-
ference also decreases the CRLBs since that increases P

max?

number of activated subcarriers, which allows maximizing the functions in (5.26a)
and (5.26b).

Figure 5.3(b) then illustrates the effect of the joint CRLB minimization when the
SNR is fixed at 10 dB. It is observed that decreasing 5 minimizes the CRLBs since

it increases the power of the sensing streams. Moreover, each curve in this figure il-

thereby decreasing the

lustrates the trade-off between the two CRLBs. Additionally, the joint optimization
minimizes the CRLBs compared to the communications-only scenario. Although
the absolute values of the two CRLBs are very low, it is next illustrated that they
improve the sensing performance. Therefore, minimizing the theoretical metric of
CRLB enables improvement in the performance also in a practical scenario.

The sensing performance due to waveform optimization is first evaluated through
the ROC curve, which is calculated empirically. For this, the radar target in 5° is
placed at different, uniformly distributed ranges over many iterations. Next, using
the corresponding range-angle map, the average power value is calculated for a set of
range and angle bins surrounding the target’s actual DoA and range values to obtain
the detection probabilities. Similarly, false alarm probabilities are calculated when
the target is not placed there. Figure 5.4 shows the results for the ROC for different
e and [ values. It shows that decreasing p or 8 improves the ROC since more power

is allocated for the sensing beams and streams, respectively.
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Figure 5.5 The RMSEs of DoA and range estimates for the radar target at 5°.
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Figure 5.6 The communications and sensing performance trade-off.

Secondly, the sensing performance is evaluated through the RMSEs of DoA and
range estimates. For this, the radar target’s range is also considered to be uniformly
distributed over many iterations, and the RMSEs are calculated based on the range-
angle map. These results are shown in Figs. 5.5(a) and 5.5(b) separately for the two
estimates. The general trend from both figures is that increasing either o or [ in-
creases the RMSEs since more power is allocated for communications. Moreover,
the worst RMSE values are obtained for the communications-only case.

Figure 5.6 depicts the trade-off between the sensing performance illustrated in
Fig. 5.5 and the communications performance in Fig. 5.2, for different p and /3 val-
ues. For the trade-off between the DoA RMSE and 7 in Fig. 5.6(a), when p is low,
Le., p < 0.7, 5 can be increased while keeping the DoA RMSE almost under 0.5°.
Hence, for those p values, allocating more power for communications does not nec-
essarily reduce the sensing performance too much. However, when o = 0.8 or 0.9,
increasing 7 is observed to increase the DoA RMSE much fast. In addition, the figure
also shows the dependence of 8 on communications and sensing performance. For
p < 0.7, an increase of [3 affects both systems’ performance rather mildly, but when

o =0.80r0.9, its increase can be observed to affect either performance considerably.
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Figure 5.6(b) depicts a similar trade-off for the range RMSE. However, when p <
0.6, an increase of 7 increases the RMSE of range much faster, compared to when o >
0.7. A similar trend is observed w.r.t. the [ values. Therefore, these figures depict
that generally 8 and p should be high (closer to 1) for improved communications,
while for sensing, they should be low (closer to 0.5). Hence, it is important to choose
these optimization parameters to obtain a good trade-off between communications
and sensing.

Finally, Fig. 5.7 illustrates the range-angle and range-velocity maps obtained for
sensing-only, communications-only, and JCAS cases. For the sensing-only case, i.c.,
Figs. 5.7(a) and (d), radar targets’ parameters are clearly detected. Although the other
targets are not observed in the range-angle map, a glimpse of them can be observed
in the range-velocity map. For the case when only communications are performed,
i.e., Figs. 5.7(b) and (e), the information that can be gained is not enough or not
consistent with the actual targets’ parameters. However, for the JCAS case, i.e.,
Figs. 5.7(c) and (f), all targets” parameters are detected. Therefore, this shows the
importance of allocating more power for the radar beams and streams to sense the

environment.
LoS Scenario

The range-angle maps in Figs. 5.7(a)-(c) correspond to the NLoS scenario, discussed
in Section 3.2. Similarly, Fig. 5.8 depicts the range-angle maps corresponding to the
LoS scenario. Here, Figs. 5.8(a), (b), and (c) show the range-angle maps obtained with
the MF response as a reference, while Figs. 5.8(d), (e), and (f) are with the proposed
MUSIC processing. The two main differences w.r.t. the targets in the LoS scenario
when compared to the NLoS scenario as depicted in Fig. 5.1 are that no point scat-
terers are surrounding the communications RXs (due to LoS), while all targets have
zero velocity. Hence, the radar channel is time-invariant and there are LoS condi-
tions to all targets w.r.t. the MIMO TRX.

In the MF approach, the range bin values are combined using (5.3)-(5.6) for a
specific 6. The range-angle map for a specific TX stream is obtained by performing
this for € € [—90°,90°]. In the MUSIC-based approach, range-profiles are combined
also using (5.3)-(5.6), but only for the two radar directions. However, for both cases,

the different range-angle maps for the two sets of streams are combined using (5.12).
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Figure 5.7 Range—angle maps in (a),(b), and (c), while range—velocity maps in (d), (e), and (f). Each
column shows the maps for sensing-only (Io,IB = 0), communications-only (p,IB =1,
and JCAS (/o,ﬁ = 0.5), respectively. The targets in Fig. 5.1 are also circled for ease of
comparison.

Figures 5.8(a) and (b) show that the communications and radar targets’ ranges
in the MF approach are clearly illustrated, but there are ambiguities in the angular
domain. These are due to the appearance of grating lobes in the effective beampat-
tern (combination of RF and BB) of the MIMO RX in hybrid architectures. This
approach’s combined range-angle map in Fig. 5.8(c) more clearly shows the direc-
tional ambiguities. Hence, it is difficult to pinpoint the actual targets’ angles.

In contrast, MUSIC-based approach detects the communications and radar tar-
gets’ ranges and angles with fewer ambiguities. Although there are ambiguities in
the maps of the first and second TX streams as in Figs. 5.8(d) and (e), combined map
in Fig. 5.8(f) has almost no ambiguities, showing the superiority of the proposed
radar processing over the MF-based approach. The first communications RX is not
detected in the range-angle map of the second TX stream and vice versa. This is
because each communications user has a null at the other user’s direction in the TX
beampattern, as in Fig. 3.4(c). However, since both streams are transmitted in radar

directions, the radar targets are observed in each TX stream’s range-angle map.
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Figure 5.8 Range—angle maps in (a),(b), and (c), correspond to the ones obtained from the first TX
stream, second TX stream, and the combination of two streams, respectively, obtained using
the MF response. Range—angle maps in (d),(e), and (f), correspond to the ones obtained
using MUSIC processing for the same TX streams.

In both MF-based and MUSIC-based processing in LoS scenario, the ‘other’ target
is not detected quite well when compared to that in the NLoS§ scenario maps in Fig.
5.7. The reason for this lies in the TX beampattern of the two scenarios. Figure 3.4(c)
depicts the TX beampattern in the LoS scenario, where the gain at 20° is almost 0dBi,
L.e., attenuated by around 10— 15 dB for the two streams compared to the peaks. It is
the same for all frequencies since BB beamforming is the same. In contrast, the TX
beampattern of the NLoS scenario illustrated in Fig. 3.6 shows that depending on the
p value, the gain at 20° can vary. Moreover, since the BB beamforming differs for
different frequencies, some frequencies can have a gain comparable with the main-

lobe gain. As such, the ‘other’ target can also be detected, as shown in Fig. 5.7.
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Figure 5.9 The TX beampattern and its gains at 9C and Qr for different number of independent radar
streams §..

5.4.2 Improvement of MIMO AF

The parameters considered for the simulations are: each TX stream being an OFDM
waveform with M = 10 OFDM symbols and N = 256 active subcarriers, a fully-
digital architecture with L = Ly . = 8 antennas, TX streams power of P, =30 dBm,
and ¢, =—30° and 6, = 10°. In addition, the frequency-domain samples of the radar
streams are considered to be Gaussian distributed.

First, Fig. 5.9(a) shows the TX beampatterns for different numbers of indepen-

dent radar streams S, in (5.46). The gain in each direction is obtained through
P(0) =E{|a" (O)W2Px(¢)|*}. (5.51)

When there are not any radar streams (only communications stream), i.e., S, = 0,
the beampattern corresponds to the MF response in single-beam and two-beams cases,
as in (5.40) and (5.45), respectively. For the former, there is a single beam at 0,
while for the latter, there are two beams at 6, and 0, as expected. When S, # 0,
radar beampatterns corresponding to the radar streams have random beampatterns
obtained through (5.50). The beampatterns shown in Fig. 5.9(a) are the average for
such different random radar beampatterns over many iterations, also including the
communications beampattern obtained through the MF.

When S, = 4, the gains at 6_/0, are reduced by a little compared to S, = 0. This
happens due to the inclusion of random radar beampatterns. For a single iteration,

the radar beampattern of a radar stream would be random, having a null at 6_. How-
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ever, averaging over multiple iterations would result in an average radar beampattern
with uniform gain over all directions except at .. Then, when this average radar
beampattern is concatenated with the communications-only beampattern, the gain
at 0 is decreased a little due to the null of the average radar beampattern. The gain
at 0, in two-beams case also decreases since the gain at §, for S, = 0 is higher than
the gain at that direction of the average radar beampattern. These observations re-
sult in the TX beampattern observed in Fig. 5.9(a) for S, = 4. Finally, when §, =8,
only radar streams exist without the communications stream. As a result, a null is
observed at & while the gain is uniform across all other directions.

Secondly, Fig. 5.9(b) illustrates the gains at &, and 6. The gain at ., is the highest
for both cases when S, = 0. The gain decreases after introducing a single radar stream
and remaining constant after that. When S, = 8, since there is a null at that direction,
a gain cannot be defined which is why it does not contain any point in the curve. For
6., the lowest gain is when S, = 0 in the single-beam case since only a main-beam at 6,
exists. Next, increasing S, increases the gain in that direction. An opposite behavior
is observed for 8. for the rwo-beams case.

Next, Fig. 5.10 depicts the angle profile of the MIMO AF along 6, when 6 = 6, =
—5°, based on (5.41). It shows that when S, = 0 and for either of the beamforming
cases, the peak of the angle profile does not coincide for §, = —5°, while there are
significant side-lobes in other directions as well. For radar processing, this means that
whenever there is a target at an actual angle of —5°, it is observed a little bit shifted in
the angular domain, while there will also be peaks in other directions that act as false
targets. This, in turn, represents the ambiguity observed in the angle profile of the
MIMO AF whenever single-stream communication is performed. However, having
S, = 8 allows the main peak to coincide exactly on 5° while significantly decreasing

the ambiguities observed in other directions.
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Figure 5.10 Angle profile of MIMO AF corresponding to 91 =—-5°

Figure 5.11 illustrates the performance improvement of ISL values due to inde-
pendent radar streams. Figure 5.11(a) first depicts the ISL values observed in the
MIMO AF’s angle profile for all possible target directions when P,.—P, =4 dB, as in
(5.47). It shows that the worse ISL values are observed for both beamforming cases
when §, = 0. The best ISL values for single-stream communication are observed
around 0_/0_ and 6. respectively for the single-beam and two-beams cases since most
of the energy is used at those directions due to the main beams of the TX beam-
pattern. However, the increase of S, is observed to decrease the ISL values, thereby
decreasing the ambiguities in the angle profile. Moreover, when S, = 8, there is a
peak at ¢, = 0_, due to the deep null of the TX beampattern in Fig. 5.9(a) at the
same direction, i.e., since there is not any TX power at that direction, even if there
is an actual target at that direction, it will not be observed.

Figure 5.11(b) then depicts the variation of the ISL values for 6, = —15° when
the power allocation between the communications and radar streams is changed. By
allocating more power for the radar streams but at the cost of decreasing the power of
the communications stream, the ISL values can be decreased, thereby also decreasing
the ambiguities.

Finally, Fig. 5.11(c) shows the ISL values observed in the MIMO AF’s delay pro-
file. The best ISL value is when S, = 0, while the increase of S, increases the ISL
values, with the highest ISL value observed when S, = 8. However, the delay pro-
file’s ISL values are quite low when compared to those of the angle profile, showing
that OFDM waveforms already have low side-lobes in the delay profile. Hence, it
can be noted that including independent radar streams reduces the angle ambiguity
while almost keeping the delay ambiguity the same. The ISL values can be slightly
modified by changing S, as denoted within the embedded plot.
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Figure 5.11 The ISL variation of angle and delay profiles of the MIMO AF, where the blue-dashed curve
in (a) corresponds to Sr = 0 with a single beam, while all others are with two beams.
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Conclusions

This thesis discussed including sensing on top of a modern communications system
such as in 5G. The main focus is OFDM waveform optimization, which achieves
an optimal trade-off between communications and sensing. In addition, this thesis
also investigated radar processing needed in MIMO JCAS systems in obtaining the
ranges, velocities, and directions-of-arrival (DoAs) of different targets in the environ-
ment. Towards this end, first, the following section points out the main conclusions
of the thesis. Second, the overall summary of the thesis is discussed, followed by

prospects that could be pursued using the work in this thesis as a baseline.

6.1 Conclusions and Summary

The main conclusions of the thesis, in line with objectives in Chapter 1 are as follows.

® For SISO JCAS systems, the Pareto trade-off between the two functionali-
ties can be obtained by optimally sharing the frequency resources. Hence,
co-designing such systems allows intelligent utilization of the available scarce
spectrum so as not to inhibit the performance of either system. Once the re-
quired performance trade-off is derived, the operating point, e.g., the portion
of bandwidth allocated to each system, can be selected based on a certain appli-
cation. For instance, if many communications users need to be catered, e.g., in
a public gathering, all the bandwidth can be allocated for that purpose, while
if there are not that many users, e.g., in a rural area, more bandwidth can be

used for radar purposes. Hence, the proposed resource allocation is flexible.
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* Future mobile communications systems will feature massive MIMO antenna
arrays with a hybrid architecture comprising many antenna elements for the
TX and RX. Multiple TX streams will inevitably be used to provide service
to many users. Hence, radar processing in such systems is crucial in gaining
knowledge about the surrounding environment. Especially one of the key
objectives in 6G systems is to provide a bridge between the physical and the
digital worlds [104], and the proposed radar processing in the thesis helps to
bridge the gap. The information gained from sensing can be used to enhance
the performance of the communications users further. For example, knowing
the directions of static clutter can help the MIMO TX decide the best precod-
ing and combining necessary to maximize energy transmission in the required

directions, not in unwanted directions.

* In including separate OFDM sensing streams on top of the communications
streams for MIMO JCAS systems, special attention needs to be given to decid-
ing the powers allocated to the two sets of streams to obtain an optimal trade-
off. However, the advantage of having separate streams for sensing is that they
can be optimized fully for sensing purposes, improving either detection or esti-
mation metrics of sensing without modifying communications streams. They
can also be transmitted in arbitrary directions, which provide more informa-
tion in terms of sensing due to receiving reflections from these directions. An
important remark to note here is that the sensing streams will cause radar-
communications interference for the communications users. Thus, precoding

and combining must be designed to cancel this interference.

The main results of the thesis and their summary are discussed next. The first
set of results concerns waveform optimization in SISO JCAS systems. Precisely, the
unused subcarriers within the OFDM waveform are filled with optimized samples to
jointly minimize the CRLBs of range and velocity estimates. Hence, some TX power
of the communications-only subcarriers, i.e., data and control, is reallocated in filling
the empty subcarriers, which, once filled, are called radar subcarriers. In addition,
only the amplitudes of the subcarriers’ samples affect the joint optimization, not
their phases. Therefore, phases of the radar subcarriers are further optimized to
minimize the PAPR of the TX signal.

Although joint optimization minimizes the theoretical metric of CRLB, the the-

sis demonstrates that it also improves practical performance metrics. By appropri-
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ately choosing the optimization parameters, the main-lobe widths and side-lobes
of either range or velocity profile can be minimized when compared with using a
communications-only waveform without radar subcarriers. In addition, the prac-
tical counterpart of CRLB, i.e., RMSE, of either estimate can also be minimized
through this optimization. Apart from these improvements observed in sensing,
the PAPR of the communications TX waveform can also be reduced through phase
optimization of the radar subcarriers, thereby improving the efficiency of the power
amplification process in transmission. In addition, appropriately choosing the power
allocation and the optimization parameters are essential to obtain an optimal trade-
off between CRLB minimization and communications capacity.

The side-lobe suppression due to optimizing the waveform through CRLB mini-
mization is investigated further through experimental RF measurements. For this, a
standard-compliant 5G NR waveform is used to sense an outdoor environment with
the system operating at a mm-wave frequency of 28 GHz. The results illustrate that
optimizing the waveform gives considerable performance gain by minimizing the
side-lobes of the radar image, which also helps reduce the overall clutter level.

The next set of results of the thesis is regarding radar processing from the perspec-
tive of a MIMO communications system with hybrid architecture. In such an archi-
tecture, RX samples that can be used for radar processing convey less information
about the targets of the environment due to dimensionality reduction compared to a
tully-digital architecture. Moreover, the TX signals at the different antenna elements
are not necessarily orthogonal in a MIMO communications system. In addition, the
existence of multiple data streams can also complicate radar processing. Therefore,
radar processing for such a system must consider all these issues.

In MIMO JCAS systems, multiple TX streams of the communications users can
be used for sensing the environment. For the first set of results, static radar targets are
considered while also assuming frequency-independent communications channels
with LoS conditions to the communications users w.r.t. the MIMO TRX. Apart
from transmitting the streams of the respective users in their directions, all com-
munications streams are transmitted in a separate sensing direction. The received
reflections from the streams are then used to obtain the range-angle map of the en-
vironment through novel radar processing techniques. The results show that super-
resolution can be achieved in DoA estimation, allowing differentiation between two

nearby targets with minute separation in the angular domain. Moreover, the pro-
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posed radar processing is shown to work considerably better than the conventional
matched-filtering approach, depicting the effectiveness of the radar processing.

In contrast, separate TX streams for sensing can also be used while also consid-
ering the users’ channels to be frequency-selective with NLoS conditions and mov-
ing radar targets; thus, a more advanced system for the second set of results. The
MIMO TRX’s, and the communications users’ beamformers, are also designed ap-
propriately to cancel the inter-user and intra-user interference, as well as the radar-
communications interference due to the separate sensing streams. The radar pro-
cessing is also extended to perform velocity estimation, thus obtaining the range-
velocity map in addition to the range-angle map.

The final set of results discusses utilizing the sensing TX streams to improve the
sensing performance, i.e., joint waveform design for MIMO JCAS systems. One
strategy for the waveform design involves optimizing the sensing streams to jointly
minimize the CRLBs of range and DoA estimates. The results here illustrate that the
joint optimization improves the receiver operating characteristics (ROC) of sensing
while minimizing the RMSEs of range and DoA estimates. Therefore, similar to
the waveform optimization of SISO systems, optimizing the MIMO waveform also
improves performance in a practical scenario.

The second strategy in using separate sensing streams is to enhance the MIMO
AF. Here, a fully-digital MIMO system’s AF is derived, which is a function of the
range, velocity, and DoA of a radar target. Conventional 2-D AF of range and veloc-
ity variables of OFDM waveforms has the required thumbtack shape because OFDM
is noise-like. However, in considering the AF of MIMO systems, the DoA variable
also becomes important. Performing only single-stream communication can result
in high ambiguities in MIMO AF’s angle profile, reducing the sensing performance
due to the emergence of many false targets. To alleviate this issue of ambiguities, sep-
arate sensing streams can be used in conjunction with the communication stream to
reduce the ambiguities. The sequential increase in the number of separate sensing
streams results in further decreasing the ambiguities.

Therefore, the thesis has contributed to the domain of JCAS by providing effec-
tive waveform optimization strategies that allow obtaining an optimal performance
trade-off between the communications and sensing functionalities. In addition, ef-
ficient radar processing techniques are proposed for MIMO systems to visualize the

surrounding environment better.
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6.2 Future Work

This section outlines the future work that can be performed by using the work in
the thesis as a baseline.

Recently, research on wireless communications systems has evolved quickly, with
one of the major contributors being the development of future 6G systems. The 6G
systems will work around much higher carrier frequencies, e.g., terahertz, enabling
much more frequency bandwidth. Further, they will cater to high-mobility scenar-
i0s. Hence, in these systems, frequency dispersion increases due to the Doppler-shift
and phase noise, which are, in fact, significant challenges in using OFDM waveforms
[103]. Therefore, although OFDM has been used as the standard waveform in 4G
and 5G, the development of 6G systems may result in utilizing a different candidate
waveform, e.g., orthogonal time-frequency space (OTFS) [45]. Such a waveform
would encompass some properties of OFDM, if not all. Therefore, the work in this
thesis needs to be extended to use such a novel waveform to incorporate with future
JCAS systems.

The PAPR minimization scheme applied in the thesis for SISO JCAS systems
involved an exhaustive search. The idea was to illustrate the performance improve-
ments that can be realized by also optimizing the phases of the radar subcarriers,
in addition to optimizing the amplitudes for CRLB minimization. As a result, the
PAPR minimization cannot be applied directly to a real-time system. Hence, once
the waveform is optimized to minimize the CRLBs, a new approach needs to be
used to further optimize the phases of the radar subcarriers with less complexity.
In addition, the effect of optimizing the phases was only evaluated through the im-
provement of the PAPR. Observing how phase optimization affects the side-lobes
in either range or velocity profile would also be interesting.

The MIMO AF enhancement procedure involved separate random sensing TX
streams on top of the communication stream. There, the beamforming matrix of the
sensing streams is designed based on the null-space projection to cancel the radar-
communications interference while also ascertaining that each beamforming vector
of a sensing stream is random and orthonormal. Hence, the method adopted in
the thesis is of low complexity while improving performance significantly. How-
ever, the TX sensing streams and their beamforming matrix could be designed based

on an explicit optimization problem to minimize ambiguities further. Although
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it may increase the complexity, it would be beneficial to observe the possible im-
provements, thereby allowing to decide whether to use a high or low-complexity
method for a given application. Since the radar beamforming matrix controls radar-
communications interference, observing the trade-off between fully optimizing the
matrix to minimize ambiguities and using null-space projection to cancel radar-
communications interference would be interesting.

Similarly, OFDM waveform optimization discussed for the MIMO JCAS sys-
tem involved choosing the sensing streams” beamforming matrix to cancel radar-
communications interference and optimizing the OFDM waveform to minimize the
CRLBs. Instead, the OFDM waveform and the beamforming matrix could be opti-
mized together to minimize the CRLBs, and then observe the trade-off between the
CRLB minimization and the radar-communications interference cancellation.

Moreover, TX beamforming for MIMO JCAS systems with LoS conditions is
performed using numerical optimization where the gains at the needed directions are
maximized. However, TX beampattern’s side-lobes are not considered, where their
existence would mask weak targets. Hence, an additional constraint can be added for
side-lobe minimization. Although the new constraint can incur high complexity, it
would be beneficial to observe if such a constraint can indeed further improve the
JCAS performance.

Waveform optimization for single-antenna and multi-antenna systems involved
in single-target CRLB minimization. However, optimizing the waveform by con-
sidering multi-target CRLB minimization would be beneficial for a scenario where
multiple targets need to be detected. Therefore, the difference between single-target
and multi-target CRLB minimization problems would be an interesting topic. In ad-
dition, how the latter minimization affects the different parameters, e.g., side-lobes,
main-lobe widths, and RMSEs, would also be interesting.

An important concept related to the works of the thesis is standardization aspects.
For instance, waveform design for SISO JCAS systems focuses on filling up the un-
used subcarriers in the OFDM waveform with optimized samples such that a part
of the TX power is reallocated to them. However, in practical communications sys-
tems, filling up any unused subcarrier with some power might not be possible due to
different constraints, e.g., interference to some other wireless system or insufficient
TX power for reallocation due to link budget. In such a scenario, the industry must

standardize the different aspects of waveform optimization, e.g., a dedicated set of
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subcarriers out of the unused subcarriers that can be filled with optimized samples
or total maximum power that can be reallocated to filling the empty subcarriers.
Another instance where standardization becomes essential is related to multi-
stream waveform design for MIMO JCAS systems. There, separate sensing streams
are reallocated a portion of the total TX power, which needs to be standardized.
Further, the sensing TX streams require suitable precoding and combining design to
prevent radar-communications interference. Hence, if a codebook-based approach
is used to design them, they must also be standardized. Especially since there are
already discussions on JCAS being one of the key features in future 6G systems, e.g.,
the European 6G flagship project (Hexa-X) [ 104], the industry needs to consider the

standardization aspects related to joint waveform design, as proposed by the thesis.
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Relation Between CRLBs and Fisher Matrix

When the estimation process is unbiased

f (0—0)2,(y;0)dy =0, (A.1)

in which the likelihood function &, (y; 6)) has a mean around the zero vector and ¢
is the k-element vector consisting of the parameters to be estimated. Differentiating

this expression w.r.t. the parameter vector & results in

IP( y,
fﬁ ) cly fﬁ” (y;0)dy =0, (A.2)

which can then be modified as

A Alog 2 (yv;0)
f(e _ e)oga—ya(y)gyy; f)dy =1. (A.3)

This can be rewritten in terms of the expectation operation as

! .07
]E{(&—H)% }:1. (A4)

a0
Left-multiplying (A.4) by w’ and right-multiplying by .#~'(8)w results in

A al ;6 T
E{wT(a _ 0)%@) y—l(a)w} —wl 9 (O)w, (A.5)
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where w is an arbitrary vector used for the derivation and Fisher information matrix

is denoted by .#(8). Next, using the Cauchy-Schwarz inequality for (A.5) results in

wl s (O)w) < E{wT(é—exé—e)w}

0) Oloe? (v: )T
.E{wTﬂ_l(ﬁ)g logf;(y, 9] gf;(y’ ) y—l(a)w}
(wl g (Ow) < wTE{(é ~0)(4- 0>T }w

dlog P (v;0) dlog 2 (v;0) T
T g1 y y
i (e)E{ 26 20

}y—l(e)w. (A.6)

Defining cov(é) = E{(é — (9)(& —6)7} as the covariance matrix of the set of param-

eters and

dlog 2, (y;0) d log 2, (y;0)

4 7

where 7 and ; are the row and column indices, the inequality in (A.6) can be simpli-

fied to conclude that the matrix cov(é)—ﬂ ~1(6) is positive semi-definite. Hence, the

CRLBs of the &™ parameter are given by the corresponding k™ diagonal element.
A different expression is derived for (A.7) that is used throughout the thesis. For

this, (A.7) can be rewritten by utilizing the definition of the second derivative as

P, (y:0) d2,(y:0) P22,(y:0)
56y =g | _p | FleAh|
bl (’@y(Y’ 9))2 ‘@y(y; ) 3(913(9] .
Since %;6] | P.(y;0)dy =0, the expectation of first term can be written as
222, (v:9)
7.8, ‘92 fg?’( 6)dy =0 (A.9)
= y;0)dy =0. :
P (y;0) 30,30, v

Hence, the expression for each element of the Fisher information matrix is given by

a2 log 2 (y;0) }

36,00 (A.10)

ﬂ(@)i’j = —E{
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Abstract— Joint communication and sensing (JCAS) is an
emerging technology for managing efficiently the scarce radio
frequency (RF) spectrum, and is expected to be a key ingre-
dient in beyond fifth-generation (5G) networks. We consider a
JCAS system, where the full-duplex radar transceiver and the
communication transmitter are the same device, and pursue
orthogonal frequency-division multiplexing (OFDM) waveform
optimization by jointly minimizing the lower bounds of delay
and Doppler estimation. This is attained by filling the empty
subcarriers within the OFDM frame with optimized samples
while reallocating a proportion of the communication subcarri-
ers’ power, which essentially controls the fairness between the two
functionalities. Both communication and filled radar subcarriers
are used for radar processing. The optimized sample values are
found analytically, and a computationally feasible algorithm is
presented for this task. We also address how the peak-to-average
power ratio of the waveform can be controlled and minimized
along the optimization process. The results are then numerically
evaluated in 5G New Radio (NR) network context, which indicate
a trade-off between the minimization of the lower bounds. The
main-lobe width and the peak side-lobe level (PSL) of the range
and velocity profiles of the radar image are also analyzed.
An inverse relation between the lower bounds and the PSLs is
observed, while the main-lobe width can be minimized simul-
taneously. The trade-off between communication and sensing
is investigated, which indicates that the lower bounds can be
improved at the cost of the communication capacity. Moreover,
over-the-air RF measurements are carried out with unoptimized
and optimized 5G NR waveforms at the 28 GHz mm-wave band,
to validate the range profile’s PSL improvement in an outdoor
mapping scenario, depicting considerable performance gain.
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I. INTRODUCTION

OMMUNICATION and radar/sensing systems have

functioned separately and independently from each other
in the past. The former have since then developed con-
siderably, e.g., in the form of fifth-generation (5G) mobile
communication networks [1] while there are already emerging
research efforts towards the sixth-generation (6G) systems.
With further advances in, e.g., electronics and signal process-
ing techniques, the communication and sensing systems can
be potentially co-located [2]. Due to similar operating fre-
quencies in both systems, their spectra will coincide [3],
resulting in mutual interference and potential performance
degradation [4]-[6]. The major reason for this is that the radar
systems operate at fixed frequencies, which cause the available
dedicated spectrum for communication systems to become
a scarce resource [7]. Radio frequency (RF) convergence
is the umbrella of solutions under which the most novel
methodologies exist to combat this challenge [8], where the
scarce spectrum is utilized to jointly improve the sensing and
communication functionalities. The use of similar hardware
solutions in the two systems, such as phased-arrays, has also
complemented RF convergence. Thus, a joint communication
and sensing (JCAS) system can be pursued [2], [9], with
shared waveform and hardware, and minimal performance
degradation for both functionalities. For further information,
prominent surveys on the topic can be found in [2], [8]-[15]
to name but a few.

There are various application contexts for JCAS
research, such as cellular networks [16], [17], joint
vehicular-communication systems [18]-[20] and indoor

mapping [21]. In such applications, the transmit (TX)
antennas for the two subsystems are considered to be the
same, allowing a single joint waveform to be used for
both subsystems’ tasks. Since the resources are shared, this
will create an inherent trade-off between the two [22]. In
designing and optimizing the joint waveform, performance
metrics of both subsystems are thus to be taken into
consideration. To this end, constrained optimization can be
pursued to maximize or minimize the chosen metric of one
subsystem, while the other subsystem’s metric is properly
constrained [23]. For communications, the primary metric is
the achievable capacity [24]. For sensing, in turn, various
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metrics are available, including the signal-to-interference-
plus-noise ratio at the radar receiver (RX) [25], detection
and false alarm probabilities [26], mutual information of the
RX signal [27], different characteristics of the time-domain
autocorrelation function, e.g., main-lobe width, peak side-lobe
level (PSL) and the integrated side-lobe level [28], the PSL of
the spatial waveform [29], [30], and the Cramer—Rao lower
bounds (CRLBs) of the estimates [31].

Designing a JCAS waveform by minimizing the CRLB
of range estimate is discussed in [32]. In contrast, in this
article we jointly minimize both CRLBs of range and velocity
estimates to design and optimize the joint waveform. Addi-
tionally, we consider standard-compliance aspects of practical
mobile communication systems where the base station (BS)
is utilized simultaneously for radar purposes while trans-
mitting the downlink data modulated signal. Hence, the BS
simultaneously acts as a joint radar transceiver (TRX) and
communication TX with shared waveform. This is enabled
by the assumed time-division duplexing (TDD) principle of
the network [1] together with the full-duplex capability of the
BS [33], allowing to measure and process the reflections from
targets being illuminated by the TX waveform.

The main application framework in our work is 5G
New Radio (NR) networks and their long-term evolution
for enhanced JCAS support. Hence, stemming from the 5G
NR standard [1], orthogonal frequency-division multiplex-
ing (OFDM) is assumed as the baseline TX waveform, likely
to be important also in 6G systems. In general, much research
has already been done using the same OFDM waveform for
sensing purposes, see, e.g2., [34], [35]. Compared to other
possible JCAS waveforms, e.g., linear frequency-modulated
chirp [8] and cyclic prefixed single carrier [36], OFDM is
of particular importance in mobile radio networks due to its
natural support for multiple-input multiple-output (MIMO)
processing and the resilience to frequency-selective fad-
ing through computationally efficient channel equalization
methods. It is also helpful in sensing since it decouples
the range and velocity estimation [8], while providing
computationally efficient processing prospects. However,
it has also selected drawbacks, e.g., high side-lobes in the
range/velocity profiles, sensitivity to carrier-frequency offset,
and high peak-to-average power ratio (PAPR) — something
that we address along this work as part of the optimization
framework.

In this work, we assume that the OFDM TX frame is
not fully loaded, meaning that there are empty subcarriers
that form the physical basis for the waveform optimization.
Specifically, the empty subcarriers are filled using optimized
frequency-domain samples to allow for improved sensing
performance. Therefore, assuming that the total transmit power
is constrained, some power of the communication subcarriers
is effectively reallocated to these radar subcarriers, that
basically controls the two subsystems’ performance trade-off
(fairness). Further, the amount of power reallocated can be
decided by the BS according to the link budget. Specifically,
the frequency-domain samples at the radar subcarriers are
chosen by solving an optimization problem, such that they
improve the accuracy of the delay and velocity estimation.

IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 20, NO. 12, DECEMBER 2021

We note that the radar subcarriers are transparent to the
communication RX, that can simply discard them in the
frequency domain data detection, and hence the approach does
not influence the communication RX design.

It is also shortly noted that the assumed availability of
empty subcarriers within the 5G NR physical downlink shared
channel (PDSCH) depends on instantaneous network load
and scheduling decisions. Interestingly, however, most of the
mobile applications correspond to bursty data, and thus one
can argue that the PDSCH resources are commonly not fully
utilized. Additionally, other physical signal structures such
as the downlink synchronization signal block (SSB) burst
is standardized such that there are good amount of empty
subcarriers [1] within the applicable OFDM symbols.

The scope and technical contributions of this article can be
finally summarized as follows:

o Adapting CRLB expressions for range and velocity esti-
mates found in existing literature, the solution to the joint
optimization of the two CRLBs is derived analytically
for an OFDM JCAS system to find the optimal radar
subcarrier allocation.

o A computationally efficient algorithm is presented to find
the solution to the joint optimization which provides the
optimal trade-off between the delay and Doppler CRLBs.

o Itis shown that the radar subcarriers’ phases do not affect
the joint optimization, hence allowing for further opti-
mization of the TX waveform for PAPR minimization.

o The derived solutions to the optimization problems are
numerically evaluated and validated through simulations
in the timely 5G NR network context.

o We analyze the trade-off between the two subsystems and
show that there is an optimum power allocation which
allows both to function with sufficient performance.

o Finally, 5G NR waveforms with and without optimized
radar subcarriers are used for RF measurements at
28 GHz band to sense and map an outdoor environment,
showcasing the improvement of the range side-lobes in
the radar image.

The rest of the paper is organized as follows. Section II
describes the considered JCAS system model, together with
the signal expressions for both subsystems. Section III outlines
the general optimization problem, and the solution is derived
analytically. A computationally feasible algorithm is also
discussed for calculating the solution efficiently. Section IV
then applies the proposed solutions in 5G NR system context,
while providing a large collection of numerical results and
their analysis. Section V concludes the main ideas of our
research work. Finally, selected CRLB derivations and proofs
are provided in Appendices A and B.

II. SYSTEM MODEL

The considered JCAS system is shown in Fig. 1. The radar
TRX is also a communication TX, which can feature multiple
antenna arrays for TX and RX purposes, especially in case 5G
and beyond networks operating at the mm-wave bands. The
same OFDM waveform is utilized for both communication
and sensing. The TX signal x(t) is reflected from the targets
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Fig. 1. The considered JCAS system model with the radar TRX and the
communication TX, adopting the joint waveform.

in the environment and received back at the BS as (), and
is used for detecting the targets. For this, the TX operates
in a full-duplex manner [33]. The received signal at the
communication RX is denoted by ().

The number of OFDM symbols for the whole waveform
is denoted by M, with N denoting the number of active
subcarriers per each symbol. The number of communication
and radar subcarriers in the whole waveform are given by
N, and N, respectively, with N. + N, = N M. Additionally,
the active communication subcarriers are divided into two
classes—data and control—with their total number of subcarri-
ers being Ngaa and Neyi, respectively, with Ny + Negwt = Ne.
The time—frequency indices of the control subcarriers are
fixed, while those of data and radar subcarriers are uniformly
distributed.

We note that both types of subcarriers are used for radar
processing at the radar RX. So, even without any dedicated
radar subcarriers in the waveform, targets can still be detected
with only the communication subcarriers. This will, however,
reduce the potential to improve the sensing performance
with JCAS waveform optimization, as shown in Section IV.
Additionally, the symbols on communication subcarriers are
assumed to be fixed, whereas those on radar subcarriers can
be modified.

The TX downlink signal is then given by

t—t o
z(t) = Z I%( Z X med 2T (t=tm)

meM nNERm

> Xc,n,meﬂ”f"(”m)), M

neCy,

where the two separate inner summations correspond to the
radar and communication subcarriers, respectively, while the
outer summation is over the OFDM symbols. The n and m
indices correspond to the subcarrier and OFDM symbol index,
respectively, with n € [0,...,N—1]and m € [0,..., M —1].

The variables p(t), X:nm» Xenms fn and t, denote
the pulse-shaping function, the TX symbol on a radar and
communication subcarrier, frequencies of the subcarriers and
the starting time instants of the OFDM symbols, respectively.
Moreover, R,, and C,, are the radar and communication
subcarrier indices for the m™ symbol, with R,, UC,, = N,
and N = {n|n € [0,..., N — 1]}. The set of OFDM symbols
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is given by M, with M = {m|m € [0,...,M — 1]}. The
total bandwidth of the signal is fny_1 — fo and the total signal
duration is tp;_1 + Atpasr_1 —tg, where Aty is the duration
of last OFDM symbol. The frequencies and time instants are
giVCIl by fn S {f07 ey fol} and t,, € {t()7 .. .,thl}.

The instantaneous power for the radar and communication
subcarriers over the whole waveform are

B=Y > Pumi P=Y, > Pum @

MEM NER ., meMneCn,

where P, ,, = |X,,7m|2 represents the power of either subcar-
rier. Additionally, PP, = P; + P. denotes the total TX power.

A. Radar Subsystem
The received signal at the radar RX is given by
K,
e(t) =Y Avga(t — 1) e??I0R oo (1), 3)
k=1
where K, A, 7t and f;p . are the number of point targets
in the environment, two-way attenuation constant between the
radar TRX and a particular target (from the radar equation),
delay to the target, and Doppler shift of the target, respectively.
The additive white Gaussian noise (AWGN) at the radar RX
v;(t) is normally distributed with zero mean and o2 variance.
The reflections from the k" target will be received at the radar
RX with a signal-to-noise ratio (SNR) of

2

Substituting (1) to (3) and performing the discrete Fourier
transform (DFT) yields the relation between the TX and RX
frequency-domain symbols X, ,, and Y; , ,,,, respectively, as

SNR, j, =

Kr
Y;,n,m = ZAr7an7me_j27Tfn,Tr,kejzﬂ'fr,D.kt'm + Vr,n,m7 5)
k=1
where the frequency-domain noise sample is denoted by
Vi,n,m. This can be simplified for a single target as
Y},n,m _ Xn’mefj2ﬂ'fn7'ej2ﬂ'tme +V;,n,m; (6)

Sn,m

showing that the delay and Doppler shift cause RX symbol’s
phase to differ from that of the TX symbol. Furthermore,
the attenuation constant is normalized to unity while noise
variance is scaled accordingly, but we do not introduce new
symbols for Y; ,, ,, and V; j, ,,, in order to keep notation simple.

B. Delay and Doppler-Shift Estimation

Re-writing (6) in matrix form yields
Y=DXB+V, @)

where Y is the RX symbol matrix with (Y), . = Y; n.m, X is
the TX symbol matrix with (X),, ,, = X, and V is the noise
matrix with (V),, , = Vi n.m, all of the same size N x M. The
diagonal matrix D is of size N x N with (D),,,, = D, ,, =
e~J?mfxT Similar diagonal matrix B is such that (B),, ., =
B = €72™tm o of size M x M.
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The delay and Doppler shift of the target are then estimated
using maximum likelihood estimation (MLE), given by

0 =[r.fo]", @®)
where 0 is the set of parameters. For this, vectorizing (7) yields
y=s+v, ©)

where y = vec(Y), s = vec(DXB) and v = vec(v) are all of
the size NM x 1, and vec(-) is the vector operation. Vector
y is assumed to be normally distributed with mean p and
covariance X, and

p=E{y—s}=0,
B =E{(y-s)(y—9)"} =L,
where 0, E{-} and I denote the zero vector, the expectation

operation and the identity matrix, respectively.
The likelihood function of y can then be written as

(10)
(1)

1 Hy—1
Py (y;0) = W exp (—(y —8)73 (y - S))
1 (y —9)"(y—s)
Taking the logarithm of (12) yields the log-likelihood function
(Y —9"(y—s)
log Py(y; 0) = —log (o7 x™™M) — g . (13)

T

Removing terms that do not depend on the parameters results
in the simplified log-likelihood function as

log Py(y; 0) = R (v"s). (14)
The estimated delay and Doppler shift, given by 7 and fD,
respectively, are found by maximizing (14) as

maxlog Py(y; 0). (15)

Consequently, 6 = =7, fD]
estimated parameters.

When the frequencies and time instants are uniformly
spaced as f, = nAf and ¢, = Aﬂf, where Af denotes the
frequency spacing, a grid-based method can be used to esti-
mate the parameters. In this case, the simplified log-likelihood
function in (14) can be re-written as

log Py(Y;0)=R > > Yi\mX

meM neN

is the vector containing those two

j2mm fp
e AF

—]27'rnAfT
,m€

(16)
where )N’Wm denotes the conjugate of Y; ,, ,,,. Then, quantizing
the delay and Doppler parameters as

,n//

. !
T”/_—NAf’ n N, (17)

- m/Af ,
fom = 7 m € M, (18)
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and substituting to (16) yields

element m/in M-length IDFT

7‘}27(77/!1/ j27rm'm,/
log Py (n',m') Z (Z i )e Y ,
meM \neN
element n/in N-length DFT
(19)
where Y/, = ffr’n,an’m. It is then observed that the

inner and outer sums correspond to the DFT and inverse DFT
(IDFT), respectively. As such, n/ .. and m/ . are found as
those values that maximize (19) as

‘max

max log Py (n',m’). (20)
n’,m’

These are substituted back in (17) and (18) to yield the
quantized delay and Doppler variables as

P n, Af
0 — max max 21
[NAf M } <D
C. Communication Subsystem
The RX signal at the communication RX is given by
Ye(t) = he(t) x x(t) + ve(t), (22)

where x, he(t) and wvc(t) denote the convolution, impulse
response of the communication channel and the AWGN noise
at the communication RX with variance o2, respectively, and

Kc
t) =3 Acrd(t — 7 p)e 2 Irnt, (23)

k=1

Here, K. and A, are the number of scatterers in the environ-
ment and the corresponding attenuation constant for the path
between each scatterer and communication RX, 7. 5 and fcp
are the delay and Doppler shift of each scatterer, and 6(¢) is
the Dirac-delta function, respectively. In frequency domain,
this can be written per each communication subcarrier as

K.
_ § A, ke*j2ﬂ'fn7'c,k6.727ffc,13,ktm
] b

k=1

Henm (24)

where H. ,, ,, is assumed to remain constant for the duration
of each OFDM symbol.

The RX symbols at the communication RX can then be
written as

)/c,n,m - Hc,n,mXc,n,m + Vc,n,ma (25)

where Y¢ ,, ., and V¢, are the RX communication symbol
and the frequency-domain noise sample, respectively. The
capacity of the communication subcarriers is then given as

G Bf Y Y tog, (14 e B ),

meMneCn,
(26)
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TABLE I
OPTIMIZATION PARAMETERS

[ Parameter || Definition |
0] Maximum allowable CRLB(fp)
Prax Maximum power for a radar subcarrier
Nact Number of activated radar subcarriers

Pa Residual power allocated to one activated radar subcarrier

Rom act Set of subcarrier indices of the activated radar subcarriers
in the m™ OFDM symbol
SNR; SNR at the radar RX
MS¢ Mean square bandwidth
MS¢ Mean square time
a Communication loading (a = % - 100%)
APSD Power spectral density difference

between a radar and a communication subcarrier

III. OPTIMIZATION OF RADAR SUBCARRIERS

This section discusses the methodology by which the radar
subcarriers are filled with optimized frequency-domain sam-
ples to improve the performance of the JCAS system. The
optimization is performed in two stages: first for the radar
subcarriers’ amplitudes (or powers) and then for their phases.

A. Power Optimization for CRLB Minimization

For the sensing subsystem, the error variances of the esti-
mated parameters in (21) need to be minimized in the ideal
case, but for this, the explicit expressions of them cannot be
found. Instead, the lower bounds for these error variances can
be calculated easily, and are given by their CRLBs as

var{#} > CRLB(7), var{fp} > CRLB(fp), (27)

where var{-} is the variance, CRLB(7) and CRLB( fp) denote
the CRLB of the delay and Doppler estimate, respectively.

The CRLBs can be minimized, presuming that they also
minimize the corresponding practical error variances. Later in
the numerical results, we illustrate that such improvements
are possible. For this, the radar subcarriers within the OFDM
waveform are optimized such that they jointly minimize the
delay and Doppler CRLBs. For the signal model in (6), these
are derived in Appendix A, and given by (46)—(47b), indicating
that they only depend on the amplitudes of the subcarriers and
not their phases. Table I defines some important parameters
necessary for the rest of the paper, in the order they appear in
the text.

Optimization problem 1 (Joint Optimization): The joint
minimization of the delay and Doppler CRLBs aims at finding

min CRLB(7) (28a)
subject to CRLB(fp) < ¢, (28b)
P <P -PF, (28c¢)
0< Pum < Poaxs 1 E Ry, Vm.  (28d)

Thus, CRLB(7) is minimized when CRLB(fp) is con-
strained to be below ¢, where the power allocated to a radar
subcarrier is limited by Pp,.«x. The total radar power is based
on the difference between the TX power and communication
power. Here, we consider that F; of the BS is known, as well
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as P.. As such, P; can be found readily, and the optimization
intends to find the optimal powers P, ,, for the individual
radar subcarriers. Although the optimization minimizes the
CRLBs of sensing, the performance of the communication
subsystem can be kept at a satisfactory level by tuning F.,
which essentially controls the fairness between the two.

To solve this joint optimization problem, due to the very
large search space of the subcarrier indices, optimal radar
subcarrier indices receiving some power according to (28d)
cannot be easily found. As such, a two-step process is applied
for solving the optimization problem. Firstly, it is assumed that
the optimal radar subcarrier indices are known. In that case,
the solution is given by the following theorem.

Theorem 1: In solving Optimization problem 1, there is an
optimal set of radar subcarrier indices of cardinality Ny, out
of which Nyt — 1 radar subcarriers are allocated a power
of Pumax, While an additional radar subcarrier with indices
{K, L} is allocated remainder power Pa. The delay estimate’s
CRLB at this point is given by

NUMe + Pax e M DoneRon e b + L FA

CRLB(?’) = — — .
DENe + Priax 3 mep 2one Ry e f1 + [P
(29)
Here
_ 1 _ 1
fo=fom 2 S T =tm =3 Dty (30)
neN meM
N = S S R DN Y Y B
meMneCy, meMneCy,
(31)
Pt - Pc
Nyg = | ——= 32
act ’7 .Pmax —‘ ) ( )
PA:Pt_Pc_Pmax(Nact_l)a (33)

where [.| is the ceiling operation, and N,y is the number of
activated radar subcarriers needed to satisfy the total radar
power constraint. Due to the ceiling operation in (32), one
radar subcarrier will receive a lesser power than Py, which
is given by Pa. The set of activated radar subcarriers for the
m™ OFDM symbol is denoted by R, st
Proof: See Appendix B. O
The next step in solving the joint optimization is to find the
set of N, activated radar subcarriers out of all the possible
radar subcarriers. Since the possible combinations for the
activated radar subcarriers are given by ( ]]\\é:‘), the search space
is still huge. To reduce this, optimal radar subcarrier indices
for the separate optimizations of CRLB(#) and CRLB(fp) are
utilized to derive the optimal indices for the joint optimization.
These optimization approaches are described next.
Optimization problem 2 (Separate Minimization):
(a) N min CRLB(7) subject to P, < P — P, and

n,m,/*m

0<Pum < Puax, 0 EARm,Vm,
(b) min CRLB(fp) subject to P, < P, — P, and 0 <

n,m/m

Pn,m < Phaxs 1 € Ry, V.
The optimal radar subcarrier indices for the two separate
CRLB optimizations are then given by the following theorem.
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Theorem 2: The activated radar subcarrier indices for
separate minimization of CRLB(7) and CRLB( fp) are respec-
tively given by the edge-most radar subcarriers in frequency
domain and edge-most OFDM symbols in time domain.

Proof: When only one parameter in (8) needs to be esti-
mated, Fisher information matrix will also have one element,
given by (43) for 7+ = j = 1. For the two estimates, these are
given separately by (45a) and (45c), and the CRLBs are then

1
CRLB(7 Py ——
(7)sep 872(SNR,)
1
. -~ (34)
(DENc+Pmax Z Z fn+fKPA)
MEMNERm act
MS;
and
CRLB(fp)sep = =
PJsep ™ g r2(SNR,)
(35)

2 +82Py)

(NUM + Prax Z Z

MEM NERm

MS;

Here, CRLB(7 ), and CRLB( fD)Sep are the minimum CRLBs
when optimal radar subcarrier indices are used, and to find
these, separate optimizations are performed as in Optimization
problem 2.

From (34), to minimize CRLB(7), MSy should be max-
imized. Hence, the edge-most N, — 1 radar subcarriers
(maximum f2) are allocated Py, while the N edge-most
radar subcarrier is allocated Pa.

From (35), to minimize CRLB( fD), MS; should be maxi-
mized. Hence, all radar subcarriers of the edge-most OFDM
symbols (maximum ffn) are allocated P,,x, while also for
some radar subcarriers in the least edge-most OFDM symbol,
depending on N, In that OFDM symbol, a single radar
subcarrier is allocated Pa. O

Due to the joint estimation, both the CRLBs are degraded
w.r.t. the separate estimations, as observed from (47a)
and (47b). To find the optimal radar subcarrier indices for the
joint optimization, those for the separate delay optimization
are then used as a starting point to reduce the complexity of
the search space. A computationally efficient algorithm for this
task is provided by the following theorem.

Theorem 3: The optimal radar subcarrier indices for
the joint optimization can be efficiently calculated by the
Algorithm 1.

Proof: The two CRLBs are inversely related as in (48).
Hence

min CRLB(7) = maxMSy, (36)

min CRLB(fD) = maxMS;. (37)

The minimum CRLB(7) is given by (34), and it represents
the case when MSy is the maximum. This is the starting
point of the algorithm. Let the frequency-domain symbols
on Npove (< Ny) activated radar subcarriers with indices
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Algorithm 1 Joint Optimization Algorithm

1: Set =10

2: Initialize R,,; to be the edge-most radar subcarriers

3: Set Ract,new,i =9

4: while i < N, do

5:  Compute CRLB(7); and CRLB(fp);

6:  Select the activated radar subcarrier having the minimum
fn, with indices {min, 7min }

Select the unactivated radar subcarrier having the max-
imum f, on the maximum £,, time instant, with
indices {Mmax, Mmax }

8 Set Xy e = X5, romins Momin

9:  Set Xi o mmn = 0

10: Ract,i+1 - Ract,i \{nmim m/min}

= Ract,new,i U {nmaxa m/max}

~

11 Ract,new,i+1
122 1+—1+1

{nl,ml}, [1, Nmove] be moved to unactivated radar
subcarriers with indices {n, mg }. The maximum MS; is then

MS; =DEN + Poax > > f2+ f3Pa
meM ’ﬂeRm,ac!
MT\OVE

P Y (2= 12) + PalfE - 2. G®)
a=2
Similarly from (35), the MS; at this point is
MS; =NUM, + Prox > Y. 2, +11Pa
MEM NERm act
Nmove
+Pmax Z (t?na—??n;) “’PA(E?nl _an’l) (39)
a=2

For least degradation of MSy, the indices n!, are chosen
such that they have the least frequencies fn& out of all
the activated radar subcarriers, while the indices n, are the
next highest frequencies f,,,, out of all the unactivated radar

subcarriers, ensuring that ( 2= f2 ) is degraded the least.

Once the subcarrier indices for the activated radar sub-
carriers are found, the next step is to choose the OFDM
symbols for them. Following a similar logic, from (39) it can
be deduced that the indices m/, should have the least time
instants t_m; out of all the activated radar subcarriers, while
m, should have the next highest time instants ,,,, for the
remaining unactivated radar subcarriers. This ascertains that

2 —t2,

Ma

is maximized as much as possible. This is done
until all Nact radar subcarriers are moved. In the end, this
would generate the waveform with the highest MS;, viz. the
waveform when only Doppler estimation is performed.

For the same number of activated radar subcarriers moved
Nmove, better CRLBs cannot be found than the ones provided
by the algorithm since for any other combination of radar

subcarrier and OFDM symbol indices, either ( [ - fg,)
or (;2

T —ffn,) will be less than the one provided by
Algorithm 1, which ensures that the two CRLBs reside on

the Pareto curve. This completes the proof. O



LIYANAARACHCHI et al.: OPTIMIZED WAVEFORMS FOR 5G-6G COMMUNICATION WITH SENSING

The ¢ variable in the algorithm denotes the number of
active radar subcarriers moved from MS; to MS; maximiza-
tion. Thus, each CRLB(7); and CRLB(/p); correspond to
the trade-off between the CRLBs of the two estimates and
CRLB(#)y and CRLB(fp) ., correspond to the CRLB values
when the waveform is only optimized separately for either
optimization. Once the indices of the activated radar subcarri-
ers are found (contingent on the indices of the communication
subcarriers), depending on ¢, their amplitudes are given readily
as v/ Pnax (or Pa). As such, the computational complexity
is low for the amplitude optimization of the activated radar
subcarriers.

B. Phase Optimization for PAPR Minimization

Since the CRLBs depend only on the amplitudes, the phases
can be optimized separately to minimize PAPR that is noto-
riously high for default OFDM waveforms [37]. Hence,
the phases of activated radar subcarriers are optimized to
reduce the PAPR in our work [30], [38]. To reduce the com-
plexity, phase optimization is done for each OFDM symbol to
reduce that particular symbol’s PAPR, which allows to reduce
the PAPR of the whole waveform.

The PAPR of the m™ OFDM symbol is

max{|z. [a]|*}
0 "Efanall?}
where ,,[a] is the sampled sequence of the m®™ OFDM
symbol’s time-domain waveform, based on z(t) in (1). Here,
a € [0, Niper — 1] and Nipgr is the IDFT size for one OFDM
symbol, and max{-} is the maximum operation. The phase
optimization can then be denoted as below.

Optimization problem 3 (Phase optimization of acti-
vated radar subcarriers): We aim fo find ming PAPR, |4,
where C,, is the set of phases for the activated radar sub-
carriers in the m™ OFDM symbol, while Copt,m denotes the
corresponding optimum phases.

To solve Optimization problem 3, selective mapping (SLM)
is used in this article [39]. Thus, U sets of random phases
are chosen for the activated radar subcarriers of each OFDM
symbol. For the m"™ OFDM symbol, these are given as
Zm = [CO,mJ s aCUfl,m]J u € [07 U— 1]’ with C{Cum} -
C{Ract}, where C{-} is the cardinality.

This operation thus produces U possible waveforms for each
OFDM symbol, and these can be given based on (1) as

t—1tm . B
o) = L (57 Ko eriehoioee

neCm,

+ Paax Z ejzﬂCu,n,'m,ejzﬂ'f‘n,(t_tﬂz)>’ (41)

NERm act

PAPR, |, = 10log (40)

where Cynm = (Cym)n» and x2 (t) is the u™ time-domain
waveform of the m™ OFDM symbol. Since the U sets of
phases are random, the PAPR of each waveform is different,
and one set of phases will produce the minimum PAPR.
These are found by solving Optimization problem 3. This is
repeated for all the OFDM symbols to minimize the PAPR of
the whole TX waveform. This PAPR minimization scheme is
summarized in Algorithm 2.
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Algorithm 2 Phase Optimization Algorithm
:Setm=0,u=0

1
2: while m < M — 1 do
3:  while u < U —1 do
4: Set €, ,,, as uniformly distributed random numbers
5: between [0, 1]
6: For n € Ry act> set Xipm = ) 5 €927 Cumm
7: Compute the PAPR of the OFDM symbol (40)
8: u—u-+1
Set Cop,m using Optimization problem 3
9: For n € Roypacts €t Xppm = Paygye? 2" Comm)n

10: m—m-—+1

8 16 24 32 40 48 56
OFDM symbol

Fig. 2. Resource grid showing the distribution of different PRBs of the
considered 5G NR waveform for M = 56 and oo = 90%.

For Algorithm 2, the search space is massive and an exhaus-
tive search is infeasible to be performed. Hence, the solution
obtained is suboptimal in comparison to the global optimum.
Additionally, this cannot be performed in a real-time system,
while finding computationally more efficient solutions to facil-
itate real-time processing is an important future research topic.
However, in this work, we demonstrate the general prospects
of also optimizing the phases of the activated radar subcarriers
for PAPR minimization. Further, any other method which
optimizes the phases of the subcarriers can be readily applied
for PAPR minimization, instead of the SLM approach used
herein, e.g., a modified version of the method adopted in [40].

IV. NUMERICAL RESULTS

A 5G NR waveform is used for the simulations with parame-
ters: M = 560, total bandwidth of 400 MHz, A f = 120 kHz
and centered around f. = 28 GHz. For this bandwidth,
the number of physical resource blocks (PRBs) is 264 with
N = 3168 subcarriers [41]. The total duration of the frame is
0.5 ms and the TX power is used at 30 dBm.

The resource grid in frequency domain is depicted in Fig. 2,
for a communication loading v of 90%, with o = % -100%.
It shows the distribution of different PRBs. The control PRBs
recur for every slot (14 OFDM symbols) and span over three
OFDM symbols, with six PRBs. Within each communication
PRB, there exist two pilot subcarriers. The communication
subcarriers constitute quadrature phase-shift keying symbols,
while the pilots are binary phase-shift keying symbols. Each
OFDM symbol has a fixed number of radar subcarriers.
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Fig. 4. The effect of optimizing phases of the activated radar subcarriers on the PAPR of waveforms, for different «, and (a) APSD = 3 dB and (b) 1 dB.

A. Simulation Results

Figure 3 shows the results for the joint CRLB optimization.
The delay and Doppler values are converted to range and
velocity, with the use of d= % and 0 = gii, where cf, 0 and
c are the range estimate, velocity estimate, and speed of light,
respectively. The power spectral density (PSD) difference
(APSD) between a radar and communication subcarrier is
maintained at two values, 3 dB and 1 dB, and these cases
are denoted by Figs. 3(a) and 3(b), respectively.

For the optimized waveform, when « decreases, both
CRLBs also decrease. This is because with decreased o, num-
ber of radar subcarriers increases, and it gives more degrees
of freedom for the optimization. Comparing between the two
figures, reduced CRLBs are observed for the higher APSD.
Increasing this value increases the power allocated to a radar
subcarrier (Ppax), and from (32), this will reduce the number
of active radar subcarriers. This allows maximizing either the
MS; or MS; as required. Both figures also show the CRLBs
of the unoptimized waveform, where the radar subcarriers
are empty, and the communication subcarriers use all the
available power. Therefore, reallocating some power from the
communication subcarriers to the radar subcarriers allows to
minimize the CRLBs in comparison with the case when the
total power is allocated to the communication subcarriers.

Since the starting point of Algorithm 1 is the optimized
waveform with maximum MSy, radar power is allocated

to those radar subcarriers at the edges of the spectrum.
To improve MS;, some active radar subcarriers at the edges
of the spectrum can be moved to the edge OFDM symbols,
which in turn decreases MS. Thus, when MS ¢ % decreases,
the CRLB of range increases, while that of velocity decreases,
which depicts the inherent trade-off between the two CRLBs.
Here, MS; % denotes 100% — N%“ -100% in Algorithm 1.

The effect of optimizing the radar subcarriers’ phases on
the PAPR is shown in Figs. 4(a) and 4(b), for APSD =
3 dB and 1 dB, and U = 50. Here and in the subsequent
figures, the default 5G waveform without any radar subcarriers
is denoted as unoptimized (black curve). Instead of using
pure random phases as in Algorithm 2, the chosen random
phases are further iterated using the fminunc function of the
optimization toolbox of MATLAB. This was done to lower
the required U than that is needed from pure randomization,
but which also depicts sufficient PAPR improvement. Then,
the phases that give the minimum PAPR are chosen as the
optimum phases.

The unoptimized phases cases denote the waveforms where
the locations and amplitudes of activated radar subcarriers are
optimized to minimize the CRLBs, but their phases are not,
being simply uniformly distributed within [0, 27]. In these
waveforms, when MS ¢ % decreases, the number of activated
radar subcarriers in the edge OFDM symbols increases, while
in the center OFDM symbols, they will be decreased. Con-
sequently, these waveforms will have more power allocated
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Fig. 5.

to the edges of the time-domain signal than for the center.
Although the average power of the time-domain signal remains
the same, this results in the peak power of the edge OFDM
symbols to increase. Thus, these waveforms will then have
higher peak power than that of the default 5G waveform,
whereas the average power is the same for both. This is the
reason for the PAPR to increase in the phase unoptimized cases
compared to the default 5G waveform. The same analogy can
be applied as the reason for the PAPR to increase when MS ¢ %
decreases in both phase unoptimized and optimized cases.

Comparing between the Figs. 4(a) and 4(b), it can be
observed that when APSD increases, the PAPR increases. This
is because when P,,x increases, the number of activated radar
subcarriers in (32) decreases, and hence the peak power of the
time-domain signal increases even more. Further, the PAPR
decreases with the increase of «, due to the reduction of
the activated radar subcarriers in the edge OFDM symbols.
However, phase optimization is observed to reduce the PAPR,
indicating the feasibility of numerically optimizing the phases
of the activated radar subcarriers.

To evaluate the improved performance in a practical sce-
nario, simulations are performed by placing a point target with
varying velocity at different ranges. Then, the optimized joint
waveform is used as the TX waveform, and the reflected RX
signal is used for target detection. Next, MLE is performed
to estimate the range and relative velocity of the target. The
main-lobe width and PSL of the target in range and velocity
profiles are also then calculated. This is performed for many
iterations to obtain the average performance.

Comparison between the main-lobe widths and PSLs, for fixed APSD = 3 dB shown in (a) and (b), and for fixed o = 75%, shown in (c) and (d).

1.4
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Fig. 6. The RMSEs of range and velocity for SNR; = —10 dB and APSD =
3 dB, for unoptimized and optimized waveforms.

Figure 5(a) depicts the main-lobe widths of the peak cor-
responding to the detected target, in both range and velocity,
for APSD = 3 dB, which are calculated as the null-to-null
distance of the main-lobe peak. The range profile’s main-lobe
width decreases when either o decreases or MS ¢ % increases,
i.e., when more radar subcarriers are available for MSy
maximization, the target can be made narrower in the range
domain. Additionally, the main-lobe width of the optimized
waveform can be lowered compared to that of the unoptimized
waveform, depending on « and MSy %. Similarly for the
velocity, having more radar subcarriers for MS; maximization
(lower MS; %), improves its main-lobe width, while mar-
ginally better main-lobe width can be obtained than that of
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(a) Mapped outdoor environment

Fig. 8.
radar TRX at 27.7 GHz.

the corresponding unoptimized waveform. So, the target can
be made narrower in range or velocity domains by allocating
radar subcarriers for either MS or MS; maximization.
Figure 5(b) illustrates the PSLs for both range and velocity,
for APSD = 3 dB. The PSL is calculated as the difference
between the main-lobe peak and the next peak within 40
samples, and a higher PSL is thus suitable for target detection.
The range profile’s PSL decreases when either o decreases
(increase of radar power) or MSy % increases (more radar
power for MS ¢ maximization). When either of these happens,
most of the radar power is pushed to the edges of the
spectrum, increasing the ambiguity in range domain. For the
velocity profile, its PSL decreases when MSy % decreases.
Hence, this maximizes MS; by pushing more power towards
the edge OFDM symbols, thereby increasing the ambiguity
in velocity profile. To summarize, allocating radar power to
either the edges of frequency or time increases the ambiguity
in the corresponding range and velocity profiles. However,
by varying MS; % for a given «, either profile’s PSL can be
improved by properly allocating the active radar subcarriers,
outperforming the corresponding unoptimized waveform.

e

(b) Equipment used in the measurement setup

The outdoor sensing and mapping scenario indicating the targets in the environment, and the hardware measurement setup, which emulates the joint

Next, the variation of main-lobe width of both profiles is
analyzed for different APSD values, when « is fixed at 75%,
with the results depicted in Fig. 5(c). The main-lobe widths
in the figure are calculated as null-to-null distance while aver-
aging over different point targets and TX frequency-domain
symbol realizations. This results in somewhat wild variations,
however, a general observation is that for both profiles, when
APSD passes some threshold value for a given MS; %,
the main-lobe width decreases, and for certain combina-
tions, they can be made lower than that of the unoptimized
waveform.

Figure 5(d) depicts the variation of PSLs of both profiles
with APSD, for a fixed « = 75%. An increase of APSD
is observed to generally decrease the PSLs of both profiles.
Doing that increases Py,x and from (32), the number of active
radar subcarriers is decreased. Since the radar power is fixed
due to fixed «, all that power is distributed among a lesser
number of active radar subcarriers. Hence, more power is
pushed to the edges of either the frequency spectrum or the
time-domain waveform, increasing MSy or MS;, respectively.
Following a similar analogy as for Fig. 5(b), the corresponding
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Fig. 9.
APSD = 3 dB. Waveform bandwidth is 400 MHz.

PSLs of the profiles decrease accordingly. By suitably choos-
ing APSD for a given MSy %, however, allows to increase
the PSL behavior beyond that of the unoptimized waveform.

The root mean square errors (RMSEs) of both range and
velocity estimates are next calculated, and Fig. 6 shows these
results for SNR; = —10 dB. For both estimates, optimized
waveforms have lower RMSEs than those of the correspond-
ing unoptimized waveforms. Moreover, the improvement is
clearly visible for the range estimate. Therefore, optimizing
the waveform based on the theoretical CRLBs also enables to
achieve performance improvement in a practical scenario.

To evaluate communication subsystem’s performance,
a multipath channel is simulated with free-space path loss of
121.4 dB, and RX noise power of —87.1 dBm. The communi-
cation capacity of the communication subcarriers is then calcu-
lated based on (26). Since some power is taken away from the
communication subcarriers to fill the radar subcarriers, there
will be a trade-off between each subsystem’s performance with
the power allocation P, — P.. Figures 7(a) and 7(b) depict this
in terms of the communication capacity and the two CRLBs,
when P, — F, is varied. Further, the percentages of CRLB
decrease/capacity loss denote the improvement/degradation
w.r.t. the unoptimized cases.

Both figures show that the CRLB improvement reaches a
maximum, decreasing there onward. When P, — P, increases,
more power is allocated for the radar subcarriers. Depending
on Pp.x, there is a maximum number of active radar subcarri-
ers in the waveform, and once all of them are allocated Ppax,
there will be a residual power of P, — P.— Prax (NVaet — 1)—Pa
that is reallocated to the communication subcarriers. As such,
this will reduce the CRLB improvement.

The optimum power allocation P, — P, for CRLB improve-
ment would thus be at the maximum point of each curve.
Increasing the power allocation beyond that would be
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The outdoor environment mapped with the unoptimized and the optimized standard compliant 5G NR waveforms at 27.7 GHz, for o = 25% and

detrimental for both subsystems. Moreover, this power allo-
cation is less for higher « values. In that case, less number
of radar subcarriers exist, and less radar power is required.
Therefore, these two figures depict the trade-off between the
two subsystems, and depending on «, power allocation can
also be varied for optimum performance.

B. Measurement Results at 28 GHz Band

To observe and illustrate the performance in a practical
measurement-based scenario, the unoptimized and optimized
waveforms are next used to sense and map a real-world
outdoor environment. This section discusses the related mea-
surement setup and the scenario, while also illustrating the
results.

1) Measurement Campaign and the Scenario: Figure 8(a)
depicts the measurement scenario, with static targets high-
lighted (bicycles near some metallic structures). A vector
signal transceiver (VST) of model PXIe-5840 is used for
TX and RX processing at an intermediate frequency of
3.2 GHz. Two mixers of model N5183B-MXG, operating at
24.5 GHz are used at both ends of the VST to up/down-convert
the signals to/from the mm-wave frequency of 27.7 GHz.
Standard-compliant SG NR waveform with 400 MHz channel
bandwidth is utilized, without and with the optimized radar
subcarriers. As the TX and RX antennas, two horn antennas
of model PE9851A-20 are used to emulate the joint radar
TRX, with a 3-dB beamwidth of 17° and a gain of 20 dBi.
Having these directional beams emulate phased arrays, and
allow to compensate for the high attenuation evident in the
mm-wave frequencies. These antennas are then mechanically
steered between 5° and 85° directions with a step size of 2°.
A trolley is used to mount the two antennas and carry all
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the equipment. Two power amplifiers are also used at the TX
chain. This setup is shown in Fig. 8(b).

2) Sensing Results: Since only static targets are sensed,
the waveform with 100% of activated radar subcarriers for
MS; is used as the optimized TX signal, with APSD of
3 dB. Further, M = 20 OFDM symbols are used, but the
other parameters are the same as used in the simulations. For
each angle, range estimation is performed for the 20 OFDM
symbols, and they are coherently combined to obtain a single
range profile. These are then used to generate the map of the
outdoor environment.

Figure 9(a) shows these mapping results for the unoptimized
waveform, with o = 25%, while Fig. 9(b) shows the corre-
sponding results when the waveform is optimized. The targets
in Fig. 8(a) are also circled in Fig. 9(b) for better understanding
and visualization of the environment. Comparing between the
two figures (e.g., highlighted area for 40-80m and 0-30°),
it is clearly observed that the optimized waveform enables to
considerably minimize range side-lobes in the radar image,
indicating that allocating power for the radar subcarriers has
allowed clearly identifying the detected targets. Additionally,
the overall clutter level is clearly reduced. Therefore, though
the optimization is based on minimizing the theoretical CRLB
of the range estimate, it shows promising results in a practical
scenario as well. More comprehensive measurement results
and assessment are available in our related work in [20].

V. CONCLUSION

This article addressed the OFDM waveform optimization
for 5G-6G JCAS systems. Empty subcarriers within the wave-
form are filled with optimized frequency-domain samples to
improve the radar subsystem’s performance, by reallocating a
portion of the communication subcarriers’ power. The results
indicate that the CRLBs and RMSEs of range and velocity,
as well as the transmit waveform PAPR can be efficiently
controlled and minimized through the described optimization
approaches. Further, the optimization is shown to narrow the
main-lobe widths of the range and velocity profiles, at the
cost of decreasing their PSLs. However, by properly select-
ing the optimization parameters, improved performance is
observed when compared with the corresponding unoptimized
waveform. Additionally, the trade-off between the subsystems
indicates that the power allocation can be chosen intelligently
for optimal performance of both subsystems. Finally, over-
the-air RF measurements were performed at 28 GHz, with
both optimized and unoptimized 5G NR waveforms, for an
outdoor environment sensing mapping scenario to demonstrate
the range side-lobe improvement due to the optimization.

APPENDIX A
CRLB EXPRESSIONS FOR THE OFDM SIGNAL MODEL

Here, we derive the expressions for the delay and Doppler
CRLBs, using the Fisher information matrix, for the OFDM
signal model.

When the parameter estimation is considered to be unbiased,
[(8 — 0)Py(y; 8)dy = 0, where Py(y; 8) is centered around
the zero vector. Differentiating w.r.t. €, it can be restated
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as E{(0 — 9)%5(“&71} = L Pre/post-multiplying this
by w? and Z7'(0)w respectively, where w is an arbitrary
vector and Z(0) is the Fisher information matrix, and using
the Cauchy-Schwarz inequality yields (w/Z-1(0)w)? <
wZcov(@)w - wTIfl(G)I(G)Ifl(B)w. Simplifying it results
in the matrix cov(@) — Z~! (9) being positive semi-definite,
where cov(8) = E{(6 — 8)(0 — 0)”} denotes the covariance
matrix of the zero-mean estimates.

Additionally, each element of Z(0) is given by Z(0), ; =
E (a log Py (v:0) 9log Py (y;e>)

90, 90

, where ¢ and j are the row and

column numbers of the matrix. Then, CRLBs of delay and
Doppler estimates are given by the diagonal elements of
Z-4) as [42]

_Z(0)22_ _ZL(0)1.1
det{Z(6)}’ det{Z(6)}’
where det{-} represents the determinant. Using the definition

of the second derivative and some simplifying analysis steps,
each element of Z(0) can be restated as
9?log Py(y; 0)
7(0);; = —E{ ——= 0 7
( )ZJ { 00;00; }
Substituting Py (y; €) from (13) and using (10), (43) then
becomes Z(0);; = (% | R %8%). After performing the

two partial differentiations, this can next be written in the form
of

CRLB(#) = CRLB(fp) = (42)

(43)

(44)

Z(0)i; = %% (s Dg; D) .
T

Here, Dy, = (—j2m)diag(d,), in which d, is of size
NM x 1, where the first N elements are [fo, fxv_1], and
being repeated for M times. Similarly, Dy, = (j2m)diag(dy,),
in which dy, is of size NM x 1 where sets of M elements are
the same, with the starting and ending indices being o and
tar—1, respectively. Mean-shifted frequency and time variables
are used since Py(y; 0) is centered around zero. Elements of
the Fisher information matrix are then

1(6)1,1 = Z Z f2|5n m|2

r meM neN
= 87%(SNR;) Z Z 2Py
meMneN
= 872(SNR;)(MS;), (45a)
1(0)1,2 = 1(0)2,1 :—87T2(SNRr) Z Z Emf_npn,m
meMneN
= —87(SNR:)(MS 1,¢), (45b)
I(0)22 = 87°(SNRy) > > 2P,
meMneN
= 87%(SNR,)(MS;), (45¢)
where M = P,m, and MSy; is the mean square
bandwidth—time. Using (42), the two CRLBs are given as
1
CRLB(T) = —+——
) = SR )
S 1
CRLB(fp) = (46)

872(SNRy)g(P)’
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where
(MSft)2
P)=(MS;) - —2~2
f(P) = (MSy) MS,)
r F 2
— Z Z f2p o (Zmej\/l Znej\[tmfnpmm)
meM neN o EmEM Zne./\/fr?npn,m
(47a)
(MSft)2
P) = (MS;) — ———- 47b
(P) = (MS) — ST (47b)
where the CRLBs are in a similar format as those
in [43].

APPENDIX B
PROOF OF THEOREM 1

Here, the solution to Optimization problem 1 is derived.
Substituting for MS ; from (47a) to (47b) gives % = 1\1\//1[5;
Using this relation in (46) then results in

CRLB(7)  MS;

CRLB(fp) MS;
Since the right-hand side of this equation denotes an
inverse relation, it can be deduced that the two CRLBs
also have an inverse relationship. Hence, for the minimum
value of CRLB(7) in Optimization problem 1, the value
of CRLB(fp) should be maximized. This means that the
inequality constraint in (28b) simplifies into an equality
constraint.

Differentiating CRLB(7) in (46) w.r.t. the power of a
general radar subcarrier with indices {k, [} results in

OCRLB(7) _ <8W2_1 )

(48)

0Py, (SNR;)
7 >, > Lo fr Prom
fk? _ z:mefvl Zne.’\/ =P 2
: el oo B <0. (49
(=)
We next address the condition for which acgzp;gﬂ = 0.

Specifically, this happens when

Je _ Lmem Enen tnfoPom _ MSpy o0

t Eme/\/l Zne/\/ Egnp"’m MS; ’
where (45b) and (45c) are used to arrive at hﬁg;t. This
ratio is fixed for a given waveform and does not neces-
sarily become exactly equal to %’;— Even at the extremely
unlikely case where it does, it happens only for one
{k,l} pair, and not for all radar subcarriers. Hence,
this means that ac;;ffﬂ < 0, and therefore CRLB(7)
always decreases when a radar subcarrier’s power increases.
Hence, the minimum is found when the power constraint
in (28c) is satisfied with equality: P, = P — F.. Thus,
inequality constraints (28b) and (28c) simplify into equality
constraints.

Based on (48), the relation between the two CRLBs can be
written also using (45a) and (45¢) as

Zme/\/l Zne/\/ %P"’m
2 mem 2nen falnm

— (CRLB(fy)) n(P).

CRLB(7) = (CRLB( fD))

(S
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The derivatives of CRLB(fp) and n(P) will be necessary for
solving the optimization problem. They are given below by
using (46) and (51) respectively as

OCRLB(fp) —1
0Py, \8m2(SNR,)
f o fk EmeM ZnEN {""f"PT'wm 2
N Y et Sonen T2 Prm <0
9(P) ’
(52)
onP) G
aPk’l Zme,/\/l Zne_/\/ f'rzlpnym
_ f]? ZmEM Zne/\/ ignpmm (53)
— 2"
(ZmGM Zne/\/ f?%P"’m)

To solve the optimization problem in (28a)—(28d),
the Lagrangian function is used [44], and can be denoted as

Q (P,¢,B,7,9)
— (CRLB(f)) n(P)
+C (R—Pc— >y Pk,z>
IEMKER,
+ Z Z Bt (Pmax — Pr) — Z Z Vio,1 Pt
IEM kER, lEM kER,

+9 <¢> - CRLB(fD)>, (54)

where the objective function CRLB(7) is replaced by
(CRLB(fD)) n(P) using (51). Here, (,3,~v and ¢ are the

Karush—Kunn-Tucker (KKT) multiplier corresponding to the
total radar power constraint, matrices of KKT multipliers
corresponding to the upper and lower bounds of power for
the individual radar subcarriers and the KKT multiplier corre-
sponding to the CRLB of the Doppler estimate, respectively.
To have an optimal solution, the KKT conditions should be
satisfied, which are given as

TRLLYL — (cRub(fo) Gh + (n(P) )
(%l;LTjEfD) ¢ = Brg — 1 =0,
(55)
Bie,i(Pmax — Pryi) = 0, (56)
Vi1 P = 0, (57)
Bra > 0, (58)
Vo = 0, (59)
> > Pu=R-PR, (60)
IEM KER,
CRLB(fp) = ¢, (61)
Py < Phax, (62)
P, > 0. (63)
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Defining two sets for the cases when the radar subcarriers
are activated and not activated, respectively, as

Zy = {{k, 1}|Brs # 0},
Z, = {{k, w7 0},

where from (56), Z3 is the set of radar subcarriers for which
Py.; = Ppax (activated), while from (57), Z, is the set of
radar subcarriers for which P, ; = 0 (unactivated). Further,
Zlg N Z7 = .

Nyt > N,: In this case, all radar subcarriers are activated
and receive Pux. If NyiPnax > P — P, the residual power
is reallocated to the communication subcarriers. Some special
cases can also arise, such as when N, — 1 = N,, the total
radar power is exactly divided among all the radar subcarriers,
while when N, = NN,, all but one subcarrier receive Ppax
power, while the remaining power is given to the last. These
are uninteresting cases, and much attention is given to the
cases when the number of activated radar subcarriers is less
when compared with the total radar subcarriers.

Nyt < N,: The expression in (55) needs to be satisfied
for all the k£ and [ values. It is clear that when Zg = @ and
7., = @, it cannot be satisfied for all the radar subcarriers.
Thus, at least one {k,l} dependent 3 or y parameter (either
the radar subcarrier should receive Py, or zero power) should
exist. Evaluating KKT conditions for all these possible cases
of Bk, and v,

Zs = @,C{Z,} = N,: All radar subcarriers are empty and
the radar power constraint is not satisfied.

C{Zs} = 2,C{Z,} = N, — 2 2z € [I,Nyy — 1]: 2
radar subcarriers are active with Py ; = Ppax power. Since
> M >k er, Py < Pi— P, power constraint is not satisfied.

C{Zs} = Naet,C{Z,} = N,—Nge,: The power requirement
is met exactly (no fractional part due to the division in (32)),
and much attention is given to the next, which represents a
practical situation.

C{Zs} = Naey—1,C{Z} = N,— N,: Here Ny —1 radar
subcarriers receive the maximum power, while an additional
radar subcarrier receives a power of Px 1 = Pa. This denotes
the feasible solution to this optimization problem and the
function value at this point is given by (29).

(64)
(65)
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Abstract—This paper discusses waveform design for a joint
radar and communication system, where the radar transceiver
and the communication transmitter are considered to be the same
full-duplex base station. The downlink orthogonal frequency-
division multiplexing (OFDM) waveform of the communication
system is used also for sensing. Thus, unused subcarriers within
the OFDM symbols are exploited for radar purposes and filled up
with optimized complex-valued data, so as to minimize the lower
bounds of the variances of the delay and Doppler estimates of
radar target parameters, while maintaining an acceptable level of
performance for the communication system. The results indicate
that significant improvements can be made for the radar system,
but in compensation, the power allocated for the communication
subcarriers needs to be reduced. Thus, a trade-off between the
converged systems allows both to operate together with reduced
performance degradation.

I. INTRODUCTION

Conventional radar and communication systems operate
separately at predefined frequencies so that one does not
interfere the other. The ever-increasing demand for mobile
communication devices has resulted them being ubiquitous,
and to keep up with this demand, spectrum authorities have
extended the bands of operational frequencies of these, thereby
overlapping on the frequency bands of legacy radar systems,
resulting in mutual interference to both systems. Instead of the
two systems’ separated operation, a joint system thus needs to
be devised to mitigate the interference to both systems and
allow satisfactory performance, and different solutions have
surfaced to address this [1]. Radio-frequency convergence is
the most novel category of solutions that encompasses methods
where both systems jointly use the available scarce spectrum
[2], [3], is also the focus of this paper.

In a joint system with co-located transmitter (TX) antennas
for radar and communication systems, a joint waveform is
used for both, and it can be differentiated on time, frequency,
code and space domains, by having them orthogonal to each
other [4]. However, to address the spectrum scarcity evident in
the present world, modern systems utilize the same frequency
allocation. Thus, in principle, the performance of each system
is dependent on the proportion of bandwidth allocated for it,
and the improved performance of one happens at the cost of
reduced performance of the other [5].

Most often, a joint waveform is generated through an
optimization algorithm, while considering the performance of
both radar and the communication systems. The function to
be optimized is taken as some metric of performance of either

Joint radar TRX and
communication TX
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Communlcatmn RX

i)
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Fig. 1.

Joint radar and downlink communication system.

system, while the performance of the other is often set as a
constraint. In the perspective of the radar system, performance
can be improved by maximizing the signal-to-interference-
plus-noise ratio at the radar receiver (RX). The interference
on the communication system by the radar system can be
controlled by imposing a constraint to reduce the energy in
the interfering bands of frequencies [6]. More constraints can
also be applied to achieve a better radar waveform, with some
properties being the range resolution, modulus of the signal,
and integrated and peak side-lobe levels of the autocorrelation
function [7]. Another waveform optimization method could be
to maximize the detection probability of the radar system while
constraining the probability of false alarm. The performance
of the communication system can be controlled by imposing
a constraint on its capacity [8].

Some researchers have also proposed to maximize the mu-
tual information at the radar RX [9]. A communication system
can be used passively here so that the reflected signals from
it are also used for target detection. Thus, mutual information
about the targets from both radar and communication systems
is maximized to generate the waveform [10], [11]. Others
have generated the waveform based on target delay estimation,
where the Cramer—-Rao lower bound (CRLB) of the delay
parameter is optimized [12], [13].

This paper concerns the generation of a joint orthogo-
nal frequency-division multiplexing (OFDM) waveform for a
converged radar and communication system, as illustrated in
Fig. 1. Unlike earlier research on the topic, this paper considers
the ability of the base stations of modern OFDM systems to
perform also sensing. There often exist unused subcarriers that
are not utilized by the communication system, and these can
be filled with optimized complex-valued data to improve the



performance of the radar system, based on the minimization
of the CRLBs of error variances of the delay and Doppler
estimates of the targets, while ascertaining the performance
of the communication system is retained at a satisfactory
level. The power allocated to the filled radar subcarriers and
communication subcarriers is set to maintain uniform spectral
density, due to which the improved performance of one will
come at the expense of the other.

II. SYSTEM MODEL

Figure 1 depicts the considered joint system architecture.
The radar transceiver (TRX) and the communication TX are
considered to be the same device, e.g., a base station. Thus,
it also receives in full-duplex manner the reflected echoes
to perform sensing. The transmit signal z(¢) is an OFDM
waveform with M symbols and each with IV subcarriers. The
received signals at the radar RX and the communication RX
are denoted by y,(¢) and y.(t), respectively.

OFDM

symbol m
\
/I Radar 1 \
/ \
4 \
\
/ \
/ \
—T > / Radar N,/2 \
OFDM OFDM | £ Comm. 1 OFDM OFDM
symbol 1 symbol m-1| & symbol m+1 symbol M
~ i 2 N N
subcarriers subcarriers | 2 subcarriers subcarriers
7z Comm. N¢
\ /
Frequency \\ Radar N,/2+1 ,’
\ /
/
\ h
. \ /
Time \\ Radar N, ;/

Fig. 2. Structure of the transmitted joint OFDM waveform.

The locations of the radar subcarriers are assumed to be
symmetrically placed at the two edges of OFDM spectrum
while the communication subcarriers are at the center, as
denoted in Fig. 2. Here, N, and [N, are the number of
communication and radar subcarriers in an OFDM symbol,
respectively, and N, + N; = N. The transmitted complex
symbols on a radar and a communication subcarrier are
denoted by X, ,, ,n, and X, ,, where the n and m correspond
to subcarrier and OFDM symbol indices, respectively.

The radar system performs detection with the help of both
radar and communication subcarriers, at the radar RX. For
the radar subcarriers, each symbol’s amplitude and phase can
be freely controlled, whereas for the communication subcar-
riers, such freedom is not evident. For them, the amplitudes
are herein scaled according to the power allocated, prior to
optimization, and they are not modified by the optimization.

The joint transmit signal can be written as

M—1
1 ; ,
x(t) = ¥ Z p(t—stym)< Z Xryn’TneJQTr’rLAf(t—InTsym)
m=0 nerR
+2 Xc,n,meﬂ’f"ﬁf“—mTwm)), ()
neC

where Af,p(t), Tym,C and R denote the frequency spacing
between subcarriers, the pulse shape, the time duration of an
OFDM symbol and sets for communication and radar subcar-

riers in each OFDM symbol with C = {n|n € [=2, & — 1]}
-N | N, N_N. N
and R = {'I‘L|TZ€[T,7+7— ]U[i_T’E_ ]}The

power of the radar and communication sub-waveforms over
M symbols can then be written as

M-1
FVENG Z Z |AXVrnrn|2 (23)
m= OnER
1
Pc Mi X:O;|chm|2 (Zb)

A. Radar System
The received radar signal at the radar RX can be written as

K

t) = Z A pa(t — Tr,k)ej%f‘*[’”‘t + (),
k=1

3

which is the sum of multiple copies of attenuated and delayed
versions of x(t). Further, the phases are also varying due to the
Doppler shifts, which correspond to the relative speed between
the radar TRX and targets. Here, K, and A,; are the total
number of point targets and the two-way attenuation constant
for the path between the radar TRX and the k™ target, while
Tr,r and f;p . are the two-way delay and Doppler shift of
the target, respectively, that the radar tries to estimate. The
noise v(t) is assumed to be additive, white, and Gaussian.
The signal-to-noise ratio (SNR) at the radar RX due to the k™

target is

A k?P,
SNR, %7
o2

r

“

where o2 is the variance of the noise samples.

Substituting (1) to (3) and performing the discrete Fourier
transform (DFT) yields after simplification the relation be-
tween the frequency-domain TX and RX symbols as

K,
§ : —j2mnAf i27 fr.pxm T
— Ar,an,me J f r,ke] fr.pk sym +‘/r,n,ma

k=1
)
where X, ., Y; »n.m and V; ,, ,, are the transmitted frequency-
domain symbol, received frequency-domain symbol at the
radar RX, and the frequency-domain noise sample, all on the

" subcarrier and the m™ OFDM symbol, respectively.

It is observed from (5) that the received noisy frequency-
domain symbol has been attenuated and the phase of it has
changed from that of the transmitted symbol, due to the delay
and Doppler shift of each target. The received frequency-
domain symbols can be represented in matrix notation for the
case of a single target, assuming the attenuation constant is
known, as

YI‘,n,m

Y = DXB +V, (©6)

where Y is the received symbol matrix of size N x M with
(Y)nm = Yinm, D = diag(d) is a diagonal matrix of size
N x N where each element is given by d,, = e 72™AST,



and n € {=F,..., & — 1}. The transmitted symbol matrix X
is of size N x M with (X),,.;m = Xpm. B = diag(B) is a
diagonal matrix of size M x M where each element is given
by b, = e/2™/oTum and m € {0,..., M — 1}. The noise
matrix V is of size N x M with (V) = Viu .

B. Maximum Likelihood Estimation

The radar system uses the received frequency-domain sym-
bols to estimate the delays and Doppler shifts to the different
targets. A maximum likelihood estimator (MLE) is used for
this. The parameter vector that needs to be estimated is

0 =[r, fo]”. )

Since the noise samples are assumed to be independently and
identically Gaussian distributed, the simplified log-likelihood
function for (6) can be written based on [14] as

M—-1 /N—1
E § Z’I’L me_j277nAfT ej27rm.fDTsym .

m=0 \n=0
(®)
where Z,, ,, = Y;men,m. It is seen that the inner and outer
sums have close similarity to the definitions of DFT and
inverse DFT (IDFT). Therefore, the MLE is found with the
help of these by quantizing the delay and Doppler parameters
as

L(Y;0) =R

/

n
’7—,: W, TL, :0,...,]\[—17 (9)
/
/ m ’
= m =0,..M—1. 10
fD Mirsym ) ) ) ( )
Substituting these in (8) results in
element m’ in M-length IDFT
M-1 /N-1 " , " ,
Ln',m') =% Z <Z Zpme N ) e
m=0 \n=0
element n’ in N-length DFT
(11

To find the parameters which correspond to the MLE, the
values of m’ and n’ are found as those that maximize the

log-likelihood function and denoted as
(nmaXa mmax) = argmax E(n’, 771,). (12)

Finally, these are substituted in (9) and (10) to estimate the
parameter value set

T
0= fo]" = ["m Thmax } (13)

NAf MTym
C. Communication System

The impulse response of the communication channel is

K.

he(t) = Ackb(t — Te g )e?>™Ferst,

k=1

(14)

where K¢, Ac i, fep,x and 7 are the total number of scat-
terers in the communication channel, attenuation constant for
the path between the communication TX and RX, Doppler

shift and delay of each scatterer, respectively. The received
frequency-domain symbols at the communication RX can be
written based on (5) as

K.
Y;,n,m = Z Ac,kXc,n,me_jQﬂ—”Ach’k ejQﬂ'fc’D'kasym + %,n,n’m

k=1
(15)
where Y, ,, m, and V; ,, ,, are received frequency-domain com-
munication symbols and the noise samples, respectively. The
SNR of a communication subcarrier can then be denoted as

_ B{|Xenm*}HHen.m|®

SNR¢ n,m = ; (16)

ot
where E and o2 denote the expectation operation and the
variance of noise at the communication RX, respectively, and
K.
Hc,n,m _ Z Ac7k6_j27rnAch,k€j27rfc,D,kasym
k=1
is the frequency-domain per-subcarrier representation of the
impulse response given in (14). Since the communication RX
is assumed to have knowledge about the locations of the radar
subcarriers in different OFDM symbols, as is the case with
conventional OFDM processing, it can easily discard those,
without any extra burden.

a7

ITI. OPTIMIZATION OF RADAR SUBCARRIERS

In estimating the parameters according to (11)—(13), they
usually deviate from the actual values. It is essential that
the variances of these errors be minimized to improve the
accuracy of the parameter estimation process. These variances
are bounded from below by the CRLBs as [15]

var(7) > CRLB(7), (18a)
var(fp) > CRLB(/p). (18b)

For the signal model in (6), these are given in the Appendix
by (27a) and (27b).

The waveform optimization which minimizes the CRLBs of
the delay and Doppler estimates can then be denoted as

arg ming CRLB(7) or arg miny CRLB( /p) (19a)
subject to the constraints
Ne
b= <N> Potals (19b)
PAPR, (1) < PAPRpa, (19¢)

where X, Powl, PAPR; () and PAPRy, denote the matrix
of optimized complex-valued data for the radar subcarriers,
total TX power, peak-to-average power ratio (PAPR) of the
joint waveform and the maximum PAPR tolerable by the TX,
respectively. The power between radar and communication
subcarriers is dependent on their subcarrier ratio within an
OFDM symbol. The first constraint therefore ensures that the
radar subcarriers would have a proportion of the total transmit
power while the second constraint limits the PAPR of the
generated OFDM waveform. In what follows, this optimiza-
tion problem is numerically solved through the constrained
optimization function fimincon in MATLAB.



IV. NUMERICAL RESULTS

The parameters used for the waveform optimization are
Piotal = 39dBm, PAPR,x = 8dB, M = 64, N = 128, Af =
120kHz and carrier frequency f. = 28GHz. Figure 3 depicts
the effect of optimization on the root CRLBs for distance
and velocity estimates, after converting the delay and Doppler
estimates as d = % and v = %, with ¢ being the speed of
light. It can be observed that waveform optimization allows
reduced root CRLBs when compared with the respective
unoptimized waveforms. In the unoptimized cases, the radar
subcarriers are assumed to be empty, mimicking the unused
subcarriers. The worst errors under optimization for both cases
are when all are communication subcarriers. However, the
availability of increased number of radar subcarriers allows to
further minimize the errors of the radar system. From (19b),
it is however evident that the increase of the number of radar
subcarriers will imply reduced power for the communication
subcarriers.

The waveform optimizations based on the minimization
of delay and Doppler estimates’ CRLBs are considered as
separate optimizations that output two different waveforms,
and Fig. 3 also denotes how one waveform optimization affects
the other. Due to one waveform optimization, the error of
the other estimate also increases with N.. However, this is
higher than in the case when that particular parameter is the
objective for waveform optimization. Thus, the optimization
of one impacts in an inverse way on the other, as is the case
usually for contrasting optimizations.

Figure 4 shows the PAPR of the waveform for the two
optimizations, with and without the PAPR constraint applied.
In optimizing the waveform to minimize the CRLB of the
distance estimate, it is observed that the PAPR is high when
only radar subcarriers exist, and the inclusion of commu-
nication subcarriers is seen to decrease the PAPR of the
waveform. However, these PAPR values are still considered to
be high for the communication system. For the other waveform
optimization, though a higher PAPR is not observed w.r.t. the
distance case, it is still undesirable for a practical TX. For
both of these, it is observed that the addition of the PAPR
constraint allows to control the PAPR of the waveform to the
required level of 8dB. One point to note is that when all the
subcarriers are used for communication, the optimization does
not have any degrees of freedom and, thus, the PAPR of the
waveform cannot be controlled.

To evaluate the effect on the communication system, a
multipath channel is simulated with a free space path loss
of 116dB, a noise power of —96dBm at the communication
RX, root mean square delay spread of 0.63ns and a ratio of
—13dB between the direct and average multipath components.
Each communication symbol X, ,, ,, uses quadrature phase-
shift keying in this paper. For different channel realizations,
the average SNR of the communication subcarriers at the com-
munication RX is calculated and Fig. 5 depicts the variation
of the empirical cumulative distribution functions (CDF) for
different number of communication subcarriers in each OFDM
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Fig. 6. The RMSE of distance and velocity estimates for the unoptimized and optimized cases, for different number of communication subcarriers.

symbol, where the rest is considered to be filled by the radar
subcarriers. Due to this, a part of the total transmit power
is allocated for the radar subcarriers, which in turn reduces
the power allocated for the communication subcarriers, thus
reducing the SNR of the communication subcarriers at the
RX. This effect can be observed from the figure in which
decreasing the number of communication subcarriers is seen
to decrease the average SNR of these subcarriers. This loss
of average SNR due to the addition of radar subcarriers is
proportional to the ratio of how loaded the OFDM waveform
is w.r.t. the communication subcarriers, on average.

Finally, to evaluate the performance of the optimized wave-
forms for distance and velocity estimation, MLE is performed
for a practical scenario. For a range of SNR values at the radar
RX, a target with some velocity is placed at some distance,
with them being uniformly distributed with standard deviations
of the target location and velocity as Ar = 55 [m] and
Av = sy [ms~!]. For each SNR, root mean square error
(RMSE) is calculated.

Figure 6 depicts the error performance for unoptimized
and optimized waveforms. Figures 6(a) and 6(b) show the
effect of the addition of the communication subcarriers for
the distance and velocity estimates, for the unoptimized cases,
where the rest is considered to be unused. For the distance
estimate, increase in the number of communication subcarriers
decreases the error, where different error floors are reached,
with higher the number of communication subcarriers, lower

the error floor. For the velocity estimate, the same error floor is
reached. Figures 6(c) and 6(d) show the effect of optimization
through the addition of the radar subcarriers, by decreasing
the number of communication subcarriers. For the distance
estimate, increase of the number of radar subcarriers allows
for reduced errors, while similar performance is observed for
the velocity estimate.

V. CONCLUSION

This paper discussed OFDM waveform design for joint
communications and sensing. Unused subcarriers within the
radio frames of modern cellular systems employing OFDM
are exploited to improve the performance of the radar system,
while keeping the performance of the communication system
at an acceptable level. The unused subcarriers are filled with
optimized complex-valued data through the minimization of
the theoretical lower bounds of the parameters of interest of
the radar system, namely the delay and Doppler estimates. The
results showcase that these bounds can be lowered by wave-
form optimization at the cost of reducing the power allocated
for the communication subcarriers. Thus, the performance
improvement of one system is subject to a trade-off with the
performance of the other. However, this allows both to work
together with reduced performance degradation. Further, the
optimized waveforms were shown to offer good performance
in actual maximum likelihood estimation. In future work, we
extend this to 5G New Radio waveforms and analyze its
effects.



APPENDIX

Converting the matrix notation in (6) to a vectorized form
yields

y=s+yv, (20)

where y = vec(Y), s = vec(DXB) and v = vec(V) are all of
the size NM x 1. The mean vector and covariance matrix of
y can be denoted as

my =s,
2 = E(ss”) + 0’1 = ss” + o1,

1)
(22)

where I is an identity matrix of size NM x N M. For a given
parameter set, the minimum variance of an estimator is given
by the CRLB. For the signal model given by (20), CRLBs for
the estimators are calculated from [15]

ost

1(0);; = 2% [2—185] :

00; = 00, 23)

where 7(6); ; denotes each element of the Fisher information
matrix while ¢ = 1,2 and j = 1,2 with §; = 7 and 0, =
fp, similar to (7). Depending on the variable with respect to
which the vector s is differentiated, this can be simplified after
substituting for 3 from (22) as
1(8);; = 2R [s"D;(ss” + o°I)"'Dys] . (24)
If the differentiating variable is 7, D; = D, = diag(d,),
in which d; is a vector of size NM x 1 where the first NV
elements are (—N/2,..., N/2—1) and these N elements being
repeated for M times. Similarly, if the differentiating variable
is fp, D; = Dy, = diag(dy,), in which dy, is a vector of size
NM x 1 where sets of N elements are the same, with the
starting and ending indices being zero and M — 1, respectively.
Each element of the Fisher matrix, which is now of size 2 x 2,
is derived using (24) as

1(0)11 = 2R [(27Af)%" D, (ss" + 0°1)7'D,s],  (25a)
1(0)12 = 2R [(—47* A fTyym)s"" D, (ss + o*1) ' Dy,s]
(25b)
1(0)21 = 2R [(—47* A f Toym)s" Dy, (ss™ + o*1) ' D],
(25¢)
1(0)22 = 2R [(27Tyym )" Dy, (ss™ + o°I) ' Dyys] . (25d)

Therefore, the Fisher matrix and its inverse are given by

I1(0)11 1(0)12

“”Z[I(e)z,l I<0>2,2]= (262)
ke ]

17(6) = det1(0) (26b)

Finally, the CRLBs for the two estimators are given by the
diagonal elements of the inverse Fisher matrix, where the first
diagonal element corresponds to CRLB of the delay estimate

while the second corresponds to that of the Doppler estimate.
Thus, these are given as

o 1(0)2
CRLB(7) = 3 7o, (27a)
sy 1(0)11
CRLB(fo) = 4 e (27b)
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Abstract—This article contributes to the experimentation of
joint vehicular communications and radio-based sensing using
a fifth-generation (5G) New Radio (NR) waveform. Firstly,
simulations are carried out to observe the effect of using default
(communication-purpose) 5G NR waveforms for sensing, and
they indicate high side-lobes in the range profile due to the
existence of unused communication subcarriers within the frames
of the SG NR waveform. These can be filled with optimized
frequency-domain symbols to minimize the side-lobes. As the
main result, these observations are validated through over-the-
air measurements with practical 5G NR waveforms, operating at
the mm-wave frequency of 27.7 GHz. For this, an outdoor envi-
ronment is mapped with both the default 5G NR waveform and
the optimized waveform, and the latter showcases considerable
improvement in the mapping image due to side-lobe suppression.

I. INTRODUCTION

Developing joint communications and sensing (JCAS) for
vehicular systems with the fifth-generation (5G) New Radio
(NR) waveforms is important especially for two reasons [1].
Firstly, such vehicular systems are ubiquitous, requiring wire-
less connectivity between nearby vehicles, pedestrians, and
roadside infrastructure. These communications need high ca-
pacity and low latency links to allow for efficient decision-
making [2], and 5G networks have facilitated this requirement.
Secondly, apart from communications, such systems also re-
quire a sensing platform to detect and estimate the different
distances to the road users, to prevent possible collisions [3].

In JCAS vehicular scenarios, the sensing transceiver (TRX)
and the communications transmitter (TX) are the same device.
Moreover, the TRX must continuously process the reflec-
tions from the same TX communications signal to detect
the road users, and a joint waveform is thus used for both
communications and sensing [4]. For this to be viable, the
TRX has to operate in a full-duplex manner, mitigating the
self-interference due to the strong TX signal leakage. Using
the fourth-generation Long-Term Evolution system for this
purpose is discussed in [5], showing the feasibility of incor-
porating sensing in such modern communications systems.

The sensing performance of using 5G NR waveforms can be
quantified through the conventional detection and estimation
metrics. These are the accuracy of the range or the velocity
estimate [6], peak side-lobe level of the range profile and
the spatial waveform [7], the signal-to-interference-plus-noise
ratio at the sensing receiver (RX) [8], and the probability of
detection or false alarm [9].

Fig. 1. General overview of the considered joint vehicular communications
and sensing scenario.

The default 5G NR waveforms usually have unused commu-
nication subcarriers, depending on the number of users served
by the network. These are observed in the physical downlink
shared channels and in the synchronization signal block burst
[10]. The sensing performance of directly using these SG NR
waveforms with null subcarriers needs to be investigated. To
further improve this performance, they can also be populated
with optimized frequency-domain symbols.

In this paper, we experiment with vehicular JCAS using 5G
NR waveforms. First, the null subcarriers of the waveform
are filled with optimized frequency-domain symbols, ensuring
that some proportion of TX power is allocated to these filled
radar subcarriers. Additionally, we also minimize the peak-
to-average power ratio (PAPR) of the waveform. Then, simu-
lations are performed to analyze the range profile’s side-lobes
of the default and the optimized 5G NR waveforms. These
indicate that the side-lobes can be minimized considerably
through the use of radar subcarriers. Especially, over-the-air
radio-frequency (RF) measurements are carried out at the
mm-wave frequency of 27.7 GHz to validate the feasibility
of using the 5G NR waveforms in vehicular scenarios.

II. SYSTEM MODEL

The considered vehicular scenario is shown in Fig. 1.
The vehicle at left carries the sensing TRX that is also the
communications TX. A 5G waveform is used as the TX signal
x(t). This is reflected from the targets in the environment,
e.g., pedestrians, vehicles, obstacles and sources of clutter, and
received back at the sensing TRX as y;(¢). The reflected echoes
are processed at the TRX in a full-duplex manner. Moreover,
the same TX communications signal is used to communicate
with a roadside base station, where the RX signal is yc(¢).



A. 5G NR Waveform

The TX communications signal consists of M orthogonal
frequency-division multiplexing (OFDM) symbols, each with
Nprp physical resource blocks (PRBs). The total number of
subcarriers in one OFDM symbol is denoted by N. Commu-
nication and radar PRBs are randomly distributed throughout
the whole waveform, with V; and N, denoting the total radar
and communication subcarriers, and N, + N, = NM.

The time-domain TX signal is given by

M—-1
o(t) =Y p(t—tm)<

m=0

E Xcvn’meg%rnAf(tftm)
nECWL

i Z Xr7n7mej27rnAf(t—tm)) ’
nER
(H

where m,n,p(t),tm, Af, Xenm and Xi,, denote the
OFDM symbol index, subcarrier index, pulse shaping function,
starting time instant of the m® OFDM symbol, subcarrier
spacing, frequency-domain symbol on a communication and
radar subcarrier, respectively, with m € [0,M — 1] and
n € [0, N — 1]. The set of subcarrier indices corresponding
to communications and radar are denoted by C and R, with
cardinalities N, and NV, respectively, and C,,, and R,,, denote
the corresponding indices in the m™ OFDM symbol.

B. Processing for the Sensing System

The TX signal is reflected from the targets and received
back at the JCAS vehicle as y,(t), as illustrated in Fig. 1.
Without the Doppler effect, this signal can be written as

K,

we(t) = Z Arrx(t — Tog) + (1), @)

k=1

where K, A, 1, i1 and v, are the total number of targets in the
vicinity of the sensing TRX, the effective attenuation constant
for the k™ target, the two-way delay between the k™ target and
the sensing TRX, and the noise at the sensing RX, respectively.
Here, the noise is assumed to be additive, white and Gaussian,
i.e., normally distributed with zero mean.

Upon substituting (1) to (2) and converting the time-domain
expression to frequency domain with the use of discrete
Fourier transform (DFT) results in the relation between a TX
and RX frequency-domain symbol as

K,
Yn,m = Z Ar,an,me_jQﬂ—nAank + mea (3)
k=1

where Y, ., X,.m, and V;, ., denote the frequency-domain
symbol on each subcarrier for reception, transmission, and
noise, respectively. Both radar and communication subcarriers
are used for sensing purposes at the JCAS RX and no
distinction is made between the two. Further, to cancel the
interference from the radar reflections at the communications
RX, additional techniques, e.g., transmit precoding, will be
necessary to implement.

For brevity, the relation between a TX and RX frequency-
domain symbol due to a single target can be represented as

Yn,m = AXmme_jQﬂnAfT + Vn,m~ 4

It is then observed that the delay to the target induces a phase-
shift between the TX and RX frequency-domain symbols,
which can be used to estimate it. Representing the relation
in a matrix format yields

Y =DX+V, (&)

where Y, X and V are of the same size N x M, and (Y),, », =
Yoms X)nm = Xnm and (V) = Vi, . The matrix D is
a diagonal matrix of size N x N, with (D),, = Dy, =
Ae—72mAIT representing each element of the diagonal.

C. Calculation of Range Profile

The frequency-domain TX and RX symbols can be used
for estimating the delay to the target through maximum
likelihood estimation. The simplified log-likelihood function
for the signal model in (5) can be represented based on [6] as

M—-1N-1
L() =R (Z > Zyme A ) , 6)

m=0 n=0
where Z,, , = Y, ,,, Xpn 1 and R(-) denotes the real operation.
Quantizing the delay as 7,y = w7, with n’ =0,..., N — 1,
n

the range profile is then given by
1 /
N — P
2= 57 [¢(¥x)

where || denotes the absolute value, and it is calculated with
the help of the DFT [6].
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III. WAVEFORM OPTIMIZATION

The goal of our waveform optimization is to find the
frequency-domain symbols for the radar subcarriers such that
the Cramer—Rao lower bound (CRLB) of the distance estimate
is minimized. In the expression for the CRLB, it is observed
that it only depends on the amplitudes of the subcarriers. So,
two separate optimizations can be performed, firstly for the
amplitudes and then for the phases of radar subcarriers.

The amplitude optimization can be written as

mina, CRLB(d) (3a)

subject to the constraints
b =hk-F, (8b)
0< Ay m < Apax, m € Myandn € Ry, (8c)

where A, CRLB(d), P,, P, and P, denote the set of amplitudes
of the radar subcarriers, the CRLB of the distance estimate, to-
tal available TX power, total power allocated for the radar and
communication subcarriers, respectively. Further, A,, ,,,, Amax
and M, represent the amplitude of an individual radar sub-
carrier, maximum amplitude for a radar subcarrier and the
set of OFDM symbol indices having the radar subcarriers,
respectively. The first constraint (8b) decides the total power



allocated for the radar subcarriers and this is proportional to
the ratio J\I,V—M The second constraint (8c) limits the maximum
amplitude of a radar subcarrier.

In the analytical solution (that is omitted herein for brevity),
the available power will be allocated mostly to the edges of
the spectrum. So, the radar subcarriers at the edges would
be activated with the amplitude A, while the ones at the
center remain empty. The phases of the radar subcarriers are
then optimized further to minimize the PAPR of the waveform,
as illustrated in our related work in [11].

IV. MEASUREMENT CAMPAIGN AND SIMULATION SETUP

A measurement campaign is conducted in an outdoor envi-
ronment within the Tampere University premises to emulate a
scenario with vehicles. Firstly, this environment is simulated in
MATLAB as closely as possible to the outdoor environment,
to observe the effects of optimizing the waveform. Then, the
viability of the optimization is investigated through experi-
mental over-the-air RF measurements. The parameters of the
5G NR waveform used for the simulations and experimental
measurements are: P, = 30 dBm, M = 20, Nprg = 2064,
N = 3168 and Af = 120 kHz.

Figure 2(a) depicts the measurement setup. Two horn
antennas of model PE9851A-20 are arranged on a trolley
and they emulate the TX and RX antennas of the vehicle’s
TRX. To map the environment, these are mechanically ro-
tated from 5° to 85°, with a step size of 2°. Each horn
antenna has 3-dB beamwidth of 17° and a 20 dBi gain. The
TX and RX signals are processed through a vector signal
transceiver (VST) of model PXIe-5840. Both the TX and
RX signals are at an intermediate frequency of 3.2 GHz
before up/down-converted to/from the mm-wave frequency of
27.7 GHz through two mixers of model N5183B-MXG, that
are operating at 24.5 GHz. The self-interference due to the
required full-duplex operation is canceled similar to [5], [12].

The considered outdoor vehicular scenario is shown in
Fig. 2(b), where the landmarks A, B, C, and D depict a
building, walls of a building and a grassy surface, several
buildings, and metal cylinder-like structures with bicycles,
respectively. These are highlighted for a better comparison of
the measurement results, which depict the sensed environment
in the outdoor mapping. For each angle of the antennas, the
range profile is calculated and they are combined for all the
antenna angles to construct a map of the environment. In these
measurements, we only consider mapping static targets.

For the simulations, a uniform linear array of 16 antenna
elements is used as the TX and RX antennas. For the TX, this
generates a main beam at some preferred angle. The RX is
also tuned for the same angle, and the corresponding range
profile is calculated. Then the main beam is swept between
0° to 90° to generate a map of the environment.

V. RANGE PROFILES AND THE MAPPING RESULTS

To observe the effect of optimizing the waveform, the range
profiles are analyzed first. For each angle, the range profile per
each OFDM symbol is calculated and they are then coherently

(b) Outdoor mapping scenario with the important landmarks highlighted

Fig. 2. The measurement campaign conducted within the university premises.

combined to obtain the final range profile, in accordance with
(7). In the unoptimized waveform, the TX power is allocated
fully to the communication subcarriers. In the optimized
waveform, the power is split between the communication and
radar subcarriers, according to the communication loading.
Hence, the communication subcarriers have less power com-
pared to the unoptimized waveform. Additionally, the trade-
off between radar and communication subcarriers due to this
power allocation is analyzed in [6]. Here in these results,
the power spectral density difference between a radar and
communication subcarrier is maintained at 1 dB.

The range profiles are shown in Fig. 3, for an angle of
20°, so that the reflections from only one landmark (D) are
received strongly while those from the others are weak. Figure
3(a) depicts the range profiles for the simulation results at
a communication loading of 25% for both unoptimized and
optimized waveforms, with normalized RX power for better
comparison. Both have peaks around the distances correspond-
ing to the landmark D. However, for other distances, the opti-
mized waveform has lesser side-lobes when compared with the
unoptimized waveform. Figure 3(b) depicts the range profiles
for the experimental measurements. Similar observations can
be made here too, indicating the side-lobe suppression.

The range profiles of each direction are then combined in
a polar plot to formulate a map, which are shown in Fig. 4,
for both the simulation and experimental measurement results.
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Fig. 3. The range profiles for the unoptimized and optimized waveforms for
both simulation and experimental measurements, at 20° and a communication
loading of 25%.

Figures 4(a)-4(f) are with the unoptimized waveform whereas
Figs. 4(g)-4(1) are with the optimized waveform. Moreover,
each column is with different communication loading of
25%, 50% and 75%, respectively. Figure 4(1) also depicts the
sensed landmarks highlighted in the Fig. 2(b) for comparison.

For the unoptimized waveform, as the communication load-
ing increases from 25% to 75%, the side-lobes also improve, as
shown in the Figs. 4(a)-4(c) and 4(d)—4(f). The sensed targets
are better observed for a higher communication loading. The
reason for this behavior is due to the existence of null sub-
carriers. As the communication loading increases, the number
of null subcarriers decreases, and this causes the side-lobe
performance to also improve.

For the same communication loading, better side-lobes
are observed for the optimized waveform when compared
with the unoptimized waveform, due to the addition of radar
subcarriers. This improvement in the side-lobes is visible in
comparing Figs. 4(b) and 4(h), and Figs. 4(e) and 4(k), where
the communication loading is 50%. As the communication
loading decreases further, the side-lobe suppression improves.
Comparing Figs. 4(a) and 4(g), and Figs. 4(d) and 4(j), for a
communication loading of 25%, showcases this behavior.

Therefore, it can be concluded from the simulation results
and the experimental RF measurements that the optimized
waveform performs better than the unoptimized one in improv-
ing the side-lobes of the corresponding range profiles, and con-
sequently those of the mapping image. Further improvement
of the side-lobe suppression between the two waveforms is
observed as the communication loading decreases.

VI. CONCLUSION

This article considers the experimentation of 5G NR wave-
form for joint vehicular communications and sensing. The sim-
ulation results indicate that adopting the default 5G waveform
also for sensing causes high side-lobes in the range profile,
due to the existence of unused communication subcarriers.
To improve the side-lobe performance, these are then filled
with optimized frequency-domain symbols. It is then observed
that the optimized waveform allows for better side-lobe perfor-
mance than the unoptimized waveform, while simultaneously
minimizing the PAPR of the waveform. This idea is validated
through over-the-air RF measurements for a SG NR waveform
operating at an mm-wave frequency of 27.7 GHz.
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Abstract—Performing joint communication and sensing in
multiple-input multiple-output (MIMO) systems is important for
efficiently utilizing the crowded spectrum, through providing
high capacity links to the communication users, while simulta-
neously facilitating improved sensing capabilities. Towards this,
we optimize the transmit beamforming to provide concurrent
multiple beams for communication and sensing, while effectively
mitigating the cross-interference between different communica-
tion users. Moreover, the receive beamforming is optimized to
observe reflections from the radar targets, while also canceling
the self-interference due to the required full-duplex operation.
We demonstrate that MIMO processing can separate the com-
munication users and radar targets in the angular domain.
Additionally, the super-resolution provided by angle estimation
allows differentiating between radar targets having the same
range, but with minuscule angular separation.

I. INTRODUCTION

Communication and sensing systems are converging to-
wards operating at the same frequency bands, inferring radio
frequency (RF) spectrum congestion and mutual interference.
To overcome this challenge, a new trend referred to as the
RF convergence proposes to design joint communication and
sensing (JCAS) systems that efficiently manage the spectral
resources [1]. The (re)use of same hardware components for
both purposes has accelerated the design of these even further.

At the same time, multiple-input multiple-output (MIMO)
is an increasingly important technology for both communica-
tion and sensing functionalities at mm-waves (30-300 GHz),
enabling new interesting applications [2]-[4]. For communi-
cations, it can provide high capacity links to the users through
spatial multiplexing. Further, MIMO processing can be used
at the sensing receiver (RX) to facilitate, e.g., super-resolution
direction of arrival (DoA) estimation [5].

In this work, we propose a multi-user (MU) MIMO system
for JCAS operation, where the MIMO transmitter (TX) pro-
vides multiple beams for communications, while a separate
additional beam concurrently senses the environment. This
idea is explored in [6] for a phased array system, whereas
in this article, we extend this to a true MIMO system context.
This functionality is facilitated by optimizing the effective TX
beam pattern, which is the combination of the baseband (BB)
and RF beamforming weights, similar to [3], [7]. Additionally,

This research was partially supported by the Academy of Finland (grants
#310991, #315858, #319994 and #328214), Nokia Bell Labs, and the Doctoral
School of Tampere University. This research was also supported by the Finnish
Funding Agency for Innovation through the “RF Convergence” project.
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Fig. 1. Considered JCAS multi-user MIMO system.

the inter-user interference between different communication
users is also minimized.

Moreover, we have illustrated in [8] that the key enabler for
future JCAS systems is the simultaneous transmit-and-receive
operation, and the major challenge for implementing it is the
self-interference (SI) due to the TX signal leakage to the RX.
As such, the RX RF beamforming weights are optimized to
minimize the SI, while providing a single beam in the sensing
direction to receive the reflections from the radar targets.

We also illustrate that multiple signal classification (MU-
SIC) algorithm [9] can be used for DoA estimation, by uti-
lizing properly the RX spatial signal. Specifically, we demon-
strate that it can be applied for a hybrid MIMO system [10],
and show how to differentiate between the different targets
in the angular domain, allowing to separate multiple targets
with the same range within the sensing beam. Throughout the
work, we utilize orthogonal frequency-division multiplexing
(OFDM) as the JCAS waveform.

II. SYSTEM MODEL

As depicted in Fig. 1, we assume a hybrid MU-MIMO-
OFDM system with U communication users. The considered
JCAS system simultaneously operates as a communication
TX and radar transceiver, providing communication and radar
beams at 6. ,, and 6, respectively, with u € [1, U]. We consider
aJCAS TX with Lt TX antennas and L¥ RF chains, while the



corresponding numbers of the RX antennas and RF chains are
given by Lg, and LE};, respectively. We also assume uniform
linear arrays (ULAs) as TX and RX antenna systems, with
half-wavelength separation. The OFDM waveform contains
M OFDM symbols, each having N active subcarriers. The
frequency-domain symbols for the u™ communication user’s
Lg parallel streams at the n subcarrier and the m™ OFDM
symbol are given by Xy, ,, ,,, Of size Lg x 1.

Applying both RF and BB precoding, the TX frequency-
domain symbols at the antenna elements for all the users are

Rpm = WI;FZW”XMW ey

u=1

where X,, ,,, is of size Lt x 1. The TX RF precoder W%F of
size Lt x LR is common for all users. The BB precoder of
the w™ user is W5, which is of size L§F x Ls. Denoting

WEB — [WEB WEE . wEB @)

T T T T
Xn,m = [Xl,n.,rm X2,n,m’ e ’XU-,nym] ’ (3)

where the BB precoder matrix of all the users WEE is of size
L?F x (Ls-U) and x,, ,,, is the vector containing all the users’
streams, of size (Ls - U) x 1, (1) can be rewritten as

S RFyx7BB
Xpnm = WT WT Xn,m- @)

A. MIMO Radar RX Signals

The RX frequency-domain symbols at the radar RX’s ele-
ments due to K; point target reflections can be written as

K,
~ —q2 . H ~
YI,nmL :Zbl,ke I ﬂ-fnﬂ’kaR(et,k)aT (et,k)xnam
k=1
+ HSI,nin,m + iv’r,n,my (5)

where by ;, and 7, ;, model the attenuation factor and relative
delay of the k™ target reflection, while vy, ,,, is the noise vec-
tor of size Ly, x 1. The BB frequency of the n'" subcarrier is
given by f,,. The TX and RX steering vectors are represented
by at (6, k) and ag (6, x,), which are of sizes Lt x 1 and Lg X1,
respectively, while 6 ; denotes either the angle of departure
or arrival due to the k™ target that are equal in the considered
monostatic setup — assuming for simplicity relatively far away
targets and small TX-RX array separation. For an ideal ULA
with L antennas and half-wavelength separation, the steering

vector is given by [10]
o ) . T
a(a) = |1, eI sin (9)7 o ,ejﬂ'(Lfl) sin (0):| ) (6)

Representing (5) in matrix notation yields

yr,n,m = AR(a)Hr,nA’{‘{(a)in,m + HSI,nin,m + i"'r,n,'rru (7)
where Ar(0) = [ar(61),....,ar(0 k)] and Ag(0) =
[ar(0 1), ..., ar(f k,)] are the TX and RX steering matri-

ces for all the targets, of sizes Lt x K; and Lg, X K,
respectively. The DoAs of all the targets are denoted by
0 = [9t,1,---,9t,Kl]T~ The radar channel matrix H,, is

diagonal with size K; x K, and its Eh diagonal element is
given by (H; )k = b e 277k,

In the above modeling, the SI matrix of size Lr, X Lt
is given by Hygy ,,, and it represents the channel between the
TX and RX antenna elements, i.e., direct coupling due to full-
duplex operation. After RF combining at the radar RX, the BB
RX frequency-domain symbol vector of size LEE x 1 reads

RF\ H o
Yr,n,m = (WR,r) yr,n,m7 (8)
where WR' is the RF combiner of size Lg, x LEE.

B. Estimation of Sensing Parameters

The RX frequency-domain symbols are given combining
4), (7) and (8) as

yr n,m — (W )HAR(Q)HrynA{:I(e)W'];FWT X’ll ,M + V1' n,m:»

An(0)

)
where v; ,, ,,, represents the noise vector. In this subsection, the
effect of SI on the RX symbols is assumed to be negligible
due to the SI cancellation method described in Section III-B,
and thus neglected in the radar processing. Additionally, the
matrix A, (6) of size L’ x (Ls-U) denotes the effective radar
channel between the TX streams and the RX symbols.

Based on these RX symbols, the K targets’ delays and
DoAs that need to be estimated are given by

o = [Tt,17"-aTl,K‘79t,17"‘70l,K‘]T' (10)

T [
The RX symbols in (9) are separately used for range-profile
estimation [11], and DoA estimation using MUSIC [9].

1) Range-Profile Estimation: For the [ RX RF chain and
1§ TX stream, with [ € [1,L§"] and Is € [1,Ls - U], the
relation between the TX and RX frequency-domain symbols
can be written based on (9) as
Ls-U
Z A, 11sTn,m,ls T Vrn,m,ls
ls=1

Yron,m,l = (11)
where %, .15 Yrn,m,is Gnlls, and Uy, ;g denote a TX
stream’s frequency-domain symbol, a RX frequency-domain
symbol, a complex coefficient to denote the effective channel,
and the noise sample, respectively, With (X, m)is = Tn,m.is»
(yr,n,m)l = Yr,n,m,l> (A’ﬂ(e))l,ls = Qn,l,ls> and (vr,n,m)l =
Ur.n,m,l- INext, element-wise multiplication is performed to
calculate 2, 1,15 as

Zn,m,lls = yrA,n,m,lw;kL,m:ly (12)
where (-)* denotes complex conjugation.
The range profile is then given as
M-1 2
diis(n') = Z (Z Zn,m,l,ls€ ¢ R ) , o (13)

where calculating the inner sum is performed through the
inverse discrete Fourier transform (IDFT) [11]. Here, each
target’s estimated delay is quantized using 7y, = N’Zf,
where Af is the subcarrier spacing.




2) DoA Estimation: This is performed through the MUSIC
algorithm by utilizing the RX time-domain spatial sample
vectors. Below, we also derive DoA estimation using RX
frequency-domain symbols. As such, the relation between the
two is shown first, needed for later derivations. This can be
obtained by stacking the symbols for different subcarriers in
(9) to a matrix and applying IDFT operation as

Yl"m = [YI,O,m7 s 7Yr,N71,m]Q
= [Ao(0)X0,m,-- -, AN-1(0)XN-1,m]Q + Vim, (14)

where the matrices Y,,, and V,,, are of the same size
LEE X N, and they denote the RX time-domain samples
and noise samples, respectively. The N x N IDFT matrix is
represented by Q = [qq,...,qy_;]. where each element is

given by (Q),; = (q;)n = e R, with n,i € [0, N —1].

The vector of time-domain samples for the i" sampling
instant is given by
(Yr,m)i - [AO(O)XO,my cee 7AN—1(0)XN—1,m}qi + (Vr,m)i7
15)

where (V;,,); is the corresponding noise vector. The covari-
ance matrix of these samples, Ry, ;, is then written as

Ry m.i = E{[A¢(0)X0.m; - -, An—_1(0)XN_1.m]q;q)
- [A0(0)X0.ms - s AN_1(8)XN_1.m] T} + 71

N-1
Z 4qs, nA n Xnm)(z qf,nxﬁmAf(G))} + O'IQI
n=0

n(G)E{Xmmxﬁm}Ag(e) + UrQL

||
2
,l_k/—’h\

(16)

Il
o

n

where E{-}, 02 and I denote the expectation operation, noise
variance and the identity matrix, respectively. Additionally,
@inq;, = 1, while the expectation between the frequency-
domain symbols on different subcarriers becomes zero as they
are assumed mutually uncorrelated.

As observed in (16), the covariance matrix of the time-
domain samples is the same for all sampling instants. More-
over, assuming E{xn,mxg m} = 20, Ry, ; can be repre-
sented as Ry. Utilizing (9), Ry in (16) can be written as
Ry = fo;ol E{Y:nv.m (Vr..m) ™}, and thus it can be denoted
as the sum of covariance matrices of the individual subcarriers.
Then, substituting from (9) results in

H
v = (WRt)"AR(O)R, (WRh)"AR(0)) " + 071, (17)
where
N—-1
R, =02 Y H,A{ (0)WF WP (H, AT (0)WF WP
n=0
(18)

The signal part of Ry in (17) will have K; positive eigen-
values and (Lﬁﬁ — K,) zero eigenvalues. Expressing each of
the eigenvectors of the zero eigenvalues (null eigenvectors) as
v, 1€ [1, L§, — K], it should satisfy
(WD AR(0))" 7, =0,

(WRE) AR (6)R (19)

where 0 is the zero vector. This can be simplified to obtain
(WRDHH AR(O))H'yl = 0. Thus, the steering vectors at the
RX RF chains, given by (Wg5)7ag(6, ), with k € [1, K,
are orthogonal to the null subspace.

From (17), it is seen that the eigenvectors of Ry are the
same as those of the signal part of Ry, but with increased
eigenvalues due to the noise addition. Therefore to find the
DoAs, eigendecomposition of Ry is performed first to find the
eigenvectors corresponding to the lowest LﬁEle eigenvalues,
which are then the same as ;. Then, using the orthogonality
condition, the MUSIC pseudo-spectrum is written as [9]

1
Pl = ————F7——, 20
(©) aH (0)rTHa() 20)
where I' = [vy,...,ypre_g,J, 0 = [-90°,90°] and &(f) =
(Wgy)ag(6) denotes the effective steering vector at the RX

RF chains. The K, highest peaks of the pseudo-spectrum will

then correspond to the DoAs. To calculate Ry, the sample

average is used as an approximation, and is given by
M—-1N-1

Ry ~ NZZanernm

m=0 n=0
II1. JCAS MIMO BEAMFORMING DESIGN
In this section, we discuss how the TX BB and RF, and RX
RF beamforming weights are optimized, while also canceling
the SI due to full-duplex operation.

2

A. Proposed TX Beamforming

The TX beamforming needs to provide different effective
beams for each communication user while an additional beam
is used for sensing. In this work, we consider that the streams
are used for both communication and sensing functionalities,
however, dedicated streams could also be utilized for radar
[7]. For simplicity, in this part we assume that each user has
a single stream (Lg = 1). Considering the presented hybrid
architecture, the BB and RF weights are jointly optimized to
provide multiple (viz. U) communication links while reducing
the inter-user interference. In this case, we assume full control
of the amplitudes and phases of these TX weights.

Based on (1)—(5), the proposed TX beamforming design
maximizes the TX radar power in the radar direction 6,
described as

Pr, = ]E{|a¥( )W#FWBBXn m|2}

= Z |at’ (6 ZGTu

where wTu and Py, = E{|Tynm|?} refer to the TX BB
weights and the TX power of the v user’s stream.

The TX BB weights of each user are optimized such
that they minimize the inter-user interference, which can be
perfectly canceled if aff (. ./ )WRFWT >, = 0, where v # .
To simultaneously isolate the rest of the users U’, the TX BB
weights of the u™ user need to satisfy

[aT (90 1)W .. ’a,IH(GC,U/)W,lFF] W’?EL =0.

=X,

(22)

RF BB

unm unma

(23)




Based on Moore—Penrose pseudoinverse’s definition, a null-
space projection (NSP) method can be implemented to sup-
press the inter-user interference [6]. Thus, the TX BB weights
need to fulfill the condition

BB _
Wi° =

INiwi, . Npwhiy ],

s Nuwr iy (24)

where N, = (I — X'X,) denotes the NSP matrix for the
u" user and ()t is the pseudo-inverse. The auxiliary TX
. BB BB - BB <1 &BB .
BB weights Wy = [Wr,..., Wy ], with Wy, being any
arbitrary vector of size LXF x 1, will be optimized to achieve
the desired TX patterns.

The objective for optimization is to maximize the TX radar
power (22) by jointly optimizing the RF and BB weights, W?F

~ BB . .
and Wy , and is written as

s Z G (252)

T u=l1
st |[WRWER || = 1,vu (25b)
a1’ (e, ) WT WELI? > o, Y (25¢)
W = [Niwis, ... Nywhip ], (25d)

where the effective TX weights of each user are normalized
with (25b) to constrain the TX power. The required TX gain
for each user u, is imposed by the communication system
with (25c¢). In addition, the NSP constraint (25d) reduces the
inter-user interference according to (24).

To obtain numerical results, in the next section, we solve
the above constrained beamforming optimization using the
optimization toolbox of MATLAB.

B. RX Beamforming

In the RX side, a single beam is required to sense the radar
direction, while SI is to be effectively suppressed as illustrated
in Fig. 1. In this case, we optimize the RX RF weights at
the different RF chains separately. The effective SI channel
between each TX stream and RX RF chain is given by

Hsi,, = (WRS) " Hgr,, WY WEP (26)
where {I:IS]JL}ZEF,,M with v € [1,U] and I§5 € [1,LFF].
Similar to (24), an NSP method is implemented to cancel the
frequency-dependent SI in (26). As mm-wave JCAS systems
are most likely having large bandwidths in order to provide
high data rates and highly accurate radar measurements, we
consider an NSP method which implements Ny frequency
nulls in the operating band. Therefore, the RX RF weights
WE? 1K for the [RFth subarray need to satisfy

RF H RFyx/BB RFyx/BB T
(WR,r,lEF) I:HSLlWT WT yrt ’HSI;MrchT WT ] = 0 )

=X RF
R

27)
where WRL = [wRE ... wR

R el Similar to [6], the RF
x, LR
RX weights of each subarray are optimized to maximize the

RX gain at the radar direction Gg(6;) = |(w} Wi, lRF) Hag(6,)]%,

while effectively suppressing the SI at the desired frequencies.
Then, the final weights are described as [6]

(I — XIEF XZEF )aR(Gr)

Wiy i = (28)

(1= X X )aw (6)

IV. NUMERICAL RESULTS

Numerical evaluations are next carried out to demonstrate
the performance of the proposed MIMO JCAS system, by
considering a hybrid architecture. In the following results,
realistic linear patch antenna arrays simulated with CST Studio
Suite are used. In addition, the simulated arrays incorporate
the mutual coupling effects that model the SI in a band with
center frequency of f. = 28 GHz and bandwidth of 500 MHz.

Figure 2 shows illustrative examples of the proposed MU-
MIMO JCAS beamforming with two communication links

—30° and 40°, while an additional beam at 10° is used
for sensing. As it can be observed in Fig. 2(a), streams
from different UEs experience different effective TX patterns
depending on their TX BB weights. Moreover, all the streams
are transmitted towards the radar direction. The effective
pattern of each user minimizes the inter-user interference by
imposing nulls in the other user’s directions. On the RX
side, a separate design of the RF weights of each subarray is
implemented to maximize the radar gain as shown in Fig. 2(b).
In addition, these weights are optimized to efficiently suppress
the wideband SI signal by implementing multiple frequency
nulls as illustrated in Fig. 2(c).

Next, RX MIMO processing is applied for estimating the
range and angle profiles using similar simulation parameters
as in Fig. 2 considering L' = 8 (i.e., eight RX RF chains).
Separate point targets are placed at each communication
direction (—30° and 40°), while two more are placed at the
radar direction, with a 2° angular separation (10° and 12°).
Additionally, the communication users are at different ranges,
but the radar targets have almost the same range. A standard-
compliant 5G OFDM waveform is then used at the MIMO TX
with the following parameters: one OFDM symbol, N = 3168
and Af = 120 kHz. Then, the RX spatial signal is used for
range and DoA estimation as described in Section II-B.

Figure 3(a) depicts a range profile corresponding to the
targets. Although there are four separate targets, the range
profile depicts only three, where the two radar targets are
shown as one. This is because the bandwidth of the waveform
is not high enough to differentiate between the two radar
targets that are very closely situated in range. To observe if the
targets can be differentiated in angular domain, the MUSIC
pseudo-spectrum is calculated according to (20) for finding
the angle profile of the targets. Figure 3(b) depicts that four
separate directions can be estimated in the angle profile. Due
to the super-resolution DoA estimation, it can additionally be
observed that there exist two radar targets. It should be stated
here that the DoAs are still not associated with the ranges
directly though since the range and angle profiles are estimated
separately.
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Fig. 2. Illustration of JCAS MIMO performance with a radar beam at

0; = 10° and two communication users (Ul and U2) located at 6. 1 = —30°
and 6.2 = 40°, respectively. The rest of simulation parameters are U = 2,
Ls =1, Lt = 32, L, = 32, LRF =8, L{F =4, and Njeq = 2.

V. CONCLUSION

In this article, we addressed the beamforming optimization
and other related signal processing aspects in a hybrid MIMO
JCAS system context. The TX BB and RF beamforming
weights were optimized to provide multiple simultaneous
beams for communication and sensing while suppressing the
inter-user interference between different users. The RX RF
beamforming was optimized to receive reflections from the
sensing direction while minimizing the SI due to full-duplex
operation. Additionally, the RX spatial signal was used to
estimate the range and angle profiles corresponding to the
targets. The results indicate that TX and RX beampatterns can
be optimized for improved performance of the JCAS system.
Moreover, the DoA estimation allows to separate multiple
targets with the same range within the sensing beam.

Radar targets
---» Comm. users

Normalized power (dB)

1 I

0 10 20 30 40 50 60 70 80 90 100
Distance (m)

i

(a) Range profile

TT T
—~ - Comm. direction ||
% — Radar direction | | 4
5 i
2 20 i 1
= I
2 .
8 30 ! 1
S
é 40 - 1

50 I I 1 I I I i I I

-80 -60 -40 -20 0 20 40 60 80
0(%)
(b) Angle profile

Fig. 3. The estimated range and angle profiles for the simulated scenario
with angles 6.1 = —30°,6. 2 = 40°,6,1 = 10°,6, 2 = 12°, and ranges
de,1 = 57.74m, dc 2 = 91.38m, di,1 = 30.46m, dy,2 = 30.67m.
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Abstract—Utilizing multiple-input multiple-output (MIMO)
communication systems to jointly perform sensing will be a key
ingredient in future mobile networks. To accommodate this, here
we propose a signal processing approach for target detection
in hybrid MIMO orthogonal frequency-division multiplexing
communication systems. We utilize multiple transmit beams
for communication users, while an additional beam is used
simultaneously to sense the environment. Then, the reflections
from the targets due to the transmitted streams are utilized at the
MIMO receiver to obtain the range—angle map corresponding to
the environment. Simulations depict that targets can be detected
reliably using this approach. Moreover, it showcases that MIMO
processing allows differentiating between very close targets in the
angular domain, demonstrating the achievable super-resolution.

Index Terms—Joint communication and sensing, MIMO, MU-
SIC, OFDM, radar.

I. INTRODUCTION

The separate operation of communication and sensing
systems has caused spectrum scarcity and mutual interfer-
ence. Joint communication and sensing (JCAS) systems have
emerged as a solution for these challenges where they are
designed for efficient resource allocation [1], and many ap-
plications have benefited from the joint functioning, e.g.,
automotive radar, cellular networks, and indoor mapping [2].

Mobile communication systems are moving to operate
around mm-wave frequencies to provide increased data rates
to the users. However, due to the high attenuation evident
in these frequencies, multiple-input multiple-output (MIMO)
technology is necessary, which provides high gains through
spatial multiplexing and directional beams [3].

Sensing systems can also benefit due to the MIMO oper-
ation since they provide more degrees of freedom in radar
processing, improving the target detection [4]. Typically in
these MIMO radars, the receive (RX) antennas are spaced at
a half-wavelength distance, while the transmit (TX) antennas
have a much farther separation. Additionally, the signals from
different TX antennas are made orthogonal, which allow super-
resolution in direction of arrival (DoA) estimation [5]. Thus,
the design of MIMO JCAS systems has received increased
interest due to these advantages for both communication and
sensing functionalities [6].

In this work, we consider performing JCAS in the perspec-
tive of a MIMO communication system. Unlike in MIMO
radars, the additional constraints on the antenna separation
and the orthogonality between the TX antennas’ signals cannot
be practically implemented in such a system. Therefore, the
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Fig. 1. The considered MIMO-OFDM JCAS system.

contribution of this paper is on performing JCAS by also
considering these limitations. We adopt a MIMO system with
hybrid analog-digital architecture [7], where both the TX
and RX antennas are spaced at half-wavelength. Orthogonal
frequency-division multiplexing (OFDM) is used as the TX
waveform, and the signals are not necessarily orthogonal
between different TX antennas. Multiple beams are employed
to cater to different users, while a sensing beam is used
concurrently to sense the environment. Additionally, the cross-
interference between the users is also suppressed.

We then demonstrate a signal processing approach to obtain
the range profiles, which are utilized to obtain the angle pro-
files using multiple signal classification (MUSIC) algorithm
[8], thereby constructing the range—angle map of the con-
sidered environment. The numerical results indicate that the
targets can be reliably observed even if they are spaced very
close in the angular domain, indicating that super-resolution
can be achieved with the related range—angle processing.

II. SYSTEM MODEL

A MIMO-OFDM system is used in this work, as illustrated
in Fig. 1, using a hybrid analog-digital architecture. The JCAS
system works as a communication TX as well as a radar
transceiver. At the TX side, multiple communication links
are maintained, while an additional beam is used to sense
the environment. The number of antenna elements and radio-
frequency (RF) chains (equivalent to the number of subarrays)
are given by Lt and LR, and Ly and LRF, for the TX and RX
sides, respectively. As the TX waveform, OFDM is utilized,
with M symbols, each with N active subcarriers.



Each communication user is assumed to have S streams,
and the TX frequency-domain symbols of the u™ user at n
subcarrier and m™ OFDM symbol are given by Xu,n,m» Which
is of size S x 1, with n € [1, N], m € [1, M], and u € [1,U],
where U is the number of communication users. The baseband
(BB) weights for the u'" user are given by W?i, which is a
matrix of size LR x S. The TX RF weights are common to
all users and are given by the matrix WXF, which is of size
Lt x LRF. Then, the frequency-domain symbols at the TX
antenna elements are given by

U
< RF BB RFyvBB
Xn,m = Wr g Wi Xun,m = W Wr Xp m, (1)

u=1
where X,, ,,, is of size Lt x 1, and
BB _ [wwBB BB BB
WP = [Wil, Wes, ... Wi, (2)

T T T T
Xn,m = [Xl,n,m7x2,n,m7 te 7XU,n,m] ’ (3)

which are respectively of sizes LEF x (S-U) and (S-U) x 1.
A. TX and RX Beamforming

At the TX side, multiple beams are provided for the U
communication users at angles denoted by 0., while a
sensing beam is used additionally at #,. We assume that the
angles 6., are known by the MIMO transceiver, whereas 6,
could be any arbitrary angle. Having a separate sensing beam
allows to detect any target at 6, but since it is not known
beforehand, 6, is chosen arbitrarily. Further, the inter-user
interference between the communication users is minimized
by imposing nulls in the TX beam pattern at other users’
directions. To achieve all these requirements, BB and RF
beamforming weights are optimized similar to [9]. At the RX
side, any type of RF beamforming weights can be used, i.e.,
either directional or omnidirectional beam patterns. However,
here they are designed to maximize the gain at the angle
corresponding to the sensing beam 6,, providing a directional
beam pattern.

B. MIMO Radar

Assuming there are K, point targets, the TX signal is
reflected from these and received back at the radar RX as
K,
yn,m = Z bke_ﬂﬂnAka aR(ek)a”{“{ (ek)in,m + vn,m7 (4)
k=1
where y,, ,,, and V;, ., are the RX frequency-domain symbol
vector and the noise sample vector, respectively, of sizes Lg x
1. The variables b, and 7, denote the attenuation constant and
two-way delay of the k" target, while ag () and ar(6) are
the RX and TX steering vectors corresponding to the same
target. The subcarrier spacing is denoted by A f. Additionally,
angles of departure and arrival, expressed by 6y, are considered
to be the same, assuming far targets and the TX and RX arrays
being closely situated. For a uniform linear array with half-
wavelength separation between the L antenna elements, the
steering vector for a general angle 6 is given by
T

a(e) — |:176]7Tsin (9)7 o ,ej'n'(Lfl)sin (9)] 5)

Converting (4) into a matrix notation yields
Ynm = AR(0)Hrud AT (0)Xn,m + Vi, (©6)

where Ag(0) = [ar(61),...,ar(0k,)] is of size Lg X K; and
AT(H) = [aT(Hl), - 7aT(9K|)] is of size Lt x K, and they
contain the steering vectors for all the targets. Additionally,
0 =1[01,...,0k]7 is the vector of all targets’ directions. The
diagonal matrix Hy.q,, is of size K, x K, and it represents the
radar channel where (Hpgn)ix = bre 72 A/7e Then, the
RX BB frequency-domain symbols are given by

yn,m = (WﬁF)Hyn,m

- (WﬁF)HAR(e)Hrad,nA”{“{(G)WEFW?B Xn,m + Vn,m,

H,

)

where the RX RF combiner Wy" is of size Lg x LEF and y,, ,,,
is a vector of size LRF x 1. The effective channel between the
TX streams and the RX BB symbols is given by H,,, which
is of size LRF x (S-U).

Assuming H,, to be a time-invariant channel for different
OFDM symbols, (7) can alternatively be written by stacking
for different OFDM symbols as

Yn,l xn,l,ll xn,l,S~UI hn,l
yn,2 l'n,Q,II :E7L,2,S-UI hn,2
. = . . . . +Vp,
YoM ZTn, w11 TpM,s.ul| By sv
—_———
yn XTL hﬂ,

®

where Ty, s = (Xpm)s for s € [1,5 - U] denotes the s
element of x,, ,, and h,, ; = (H,,)s denotes the s™ column of
H,,. Here, I is the LR x LRF identity matrix, and y,,, X,,, hy,
and v,, are of dimensions (LRF-M)x 1, (LRF- M) x (S-U-LRF),
(S-U - LR¥) x 1, and (LR¥ - M) x 1, respectively.

III. RANGE-ANGLE PROCESSING

This section showcases the procedure adopted in obtaining
the range—angle map corresponding to the targets. In this
paper, we build upon the work done in [9], where range and
angle profiles were calculated separately from the RX BB
symbols. Due to this reason, ranges and angles of the targets
were not associated with each other. However in this work, the
calculated range profiles are subsequently used to calculate the
angle profiles. Hence, the targets’ ranges can be associated
with the corresponding angles. This is the main difference
compared to [9], while here we also extensively discuss the
processing involved.

The objective of radar processing is to estimate targets’
delays and angles, which can be done by estimating h,, as

n,l

= =

n,2

=
3
Il

=Xly,=h, +h,, ©9)

hn,S-U



where ﬁn is the estimate for h,,, h,, is the estimation error vec-
tor and (-) is the pseudo-inverse operation. When sufficient
number of OFDM symbols is used, X,, can be assumed to have
full rank, i.e., it is quite unlikely that different OFDM symbols
carry the same stream of frequency-domain symbols. In this
case, the matrix XnH X,, will also be of full rank. Hence, the
inverse of that matrix, i.e., (Xf X,,) 71, exists, and therefore
the pseudo-inverse is given by X! = (XX, )~1X/

A. Calculation of the Range Profiles

For the s TX stream, LRF different values can be calculated
for the i range bin by applying the inverse discrete Fourier
transform (IDFT) to h,, , similar to the scalar case in [10] as

N
di,s = Z Qi,nhn,s = |:h1,sa s 7hN,s] q;, (10
n=1

where ¢ € [1, N] and gq; is the IDFT vector of size N x 1, and
each element of it is given by (q;)n = ¢in = e, while
d, 5 is a vector of size LRF x 1. Although d; 5 depends on 6,
it is not shown explicitly for simplicity of notation. The delay
of each target is discretized as 7; = NLM.

Since there are LRF different range bin values for the s
stream, they can be combined at the radar RX to yield a
single value. The angle-dependent complex coefficient of the
RX beam pattern at a particular direction 6, including also the
BB weights at the RX is given as

gr () = (wr>(0))" (Wg")ag(0), (11)

where WEB(6) is of size LRF x 1. Then, the RX BB weights
that maximize ggr(6) under the constraint ||[wh2(0)|| = 1 (unit
norm), are given by the solution for the spatial matched-filter
(MF) as .
wBB(9) = (Wg")"ar(0)
BB (0) = )
[(WR) P ag(6)|

Then, the single value for the i range bin and for the s™ TX
stream is given by (wWEB(9))Hd, , and performing this for all
the streams, they can be stacked into a vector as

d; = [(wg" () dy 1, ... (w2 (0)) " dis.w]”
where d; is of size (S -U) x 1.
B. Calculation of the Angle Profiles

For calculating the angle profiles, the covariance matrix of
the range bin values across different RF chains is needed.
Hence, this will be first calculated based on (10). Adopting (9),
h, . = h, ,+h, ,, where h,_, is the corresponding estimation
error vector, the covariance matrix of the ™ range bin is then
given by

Ry, = E{d; .d,

N N
~ % ~H
= E{ (Z (Iz',mhnl,s> (Z qi)nzhn%s) }

’I’L1:1 ’I’L2:1

N N
= Z Z Qi¢n1Q:,n2hn1,8hrIi,s 1 o2l

ni=1no=1

(12)

13)

(14)

Here, the expectation operation is denoted by IE{} and the
covariance matrix of the estimation error is given by oI =
Zﬁfl:l Zf:;:l qi,nlq;‘m]E{ﬁnhsﬁnHw}. Since h,, s corre-
sponds to (H,,)s = (WR')7AR(0)Hrua,n AY (0)WRT (WEB),
(14) can be rewritten as

Ra.is = Are(0)Rues i AR (8) + 01, (15)

where Agp(0) = (WRD)T AR () is of size LRF x K, and

N N
Z Z qi,n1q2>'k,ng(Hfﬁd,nlA'{"{(e)WEF(W'?B)S)

ni=1no=1

- (Hyaa AT (0)WEF(WEB) ) H

Rres,i,s =

(16)

is the covariance matrix due to the residual terms apart from
Agrp(0) in (H,)s. In practice, an approximation is used for
the covariance matrix in (14), given by Rg; s = dmdfs.

The first term on the right-side in (15) will have (LRF — K)
zero eigenvalues, where each corresponding eigenvector is
represented by =, of size L§" x 1, with p € [1, L§F — K{]. Each
of them should obey ARF(G)RreS7i,SA1{II:(0)’}’p = 0, where the
zero vector is denoted by 0. After some simplification, the so-
lution can be given as A{{F(G)'yp = Ag(&)WEpr = 0. Then,
it can be shown that the eigenvectors of Rq ; s corresponding to
the (L§F — K,) lowest eigenvalues are the same as ,,. Hence,
to find the angle profile, eigendecomposition of Rq ; s is first
performed to find ~y,, to write the MUSIC pseudo-spectrum of
the ¢ range bin and s stream as [9]

1

P#);s = , 17)
O = ST, TTE) |
where I'; s = [v; o1, Vi, _] 18 the matrix contain-

ing eigenvectors corresponding to the zero eigenvalues, 6 €
[—90°,90°], and a(0) = (WRF)# ag (). This is performed for
all the range bins to obtain the range—angle map corresponding
to each TX stream.

The complexity of range—angle processing depends mainly
on three operations: the pseudo-inverse in (9), the IDFT in
(10), and the eigendecomposition of Rg; s in (14), respec-
tively. The computational complexity of all these operations
depends on the dimensions of the corresponding matrices, i.e.,
M, N, S, U, and LRY. Generally, N is the highest value
out of these, and thus a higher value for it increases the
computational complexity, while simultaneously improving the
range resolution, indicating its trade-off.

C. Combination of Range and Angle Profiles

As observed from (17), S - U TX streams will produce
that many different angle profiles for the " range bin,
and hence different range—angle maps. This is due to W?B
having disparate weights for the TX streams. However, in
the perspective of radar processing, a single range—angle
map is required, which can be performed through maximum-
ratio combining. For the s TX stream, the angle-dependent
complex coefficient of the beam pattern is given as

g1,5(0) = af () WE (WEP),, (18)



and thus the combined MUSIC pseudo-spectrum can be writ-
ten for the ™ range bin as

S-U
= Z l9r.5(0)
_ Z |gT s
H

aH(O)T;. er a)

P(6)s

(19)

Finally, a similar approach could be applied to d; in (13) to
obtain a single range bin value as

ZQTs

where gr ((0;) is used to coherently combine the different
range bin values computed for different TX streams.

(20)

comb %

IV. NUMERICAL RESULTS

In this section, the proposed range—angle processing is
simulated for the considered MIMO hybrid architecture. The
parameters used for the simulations are Lt = Lg = 32,
IR = [RF =8, U =2, 5 =1, M = 10, N = 3168,
Af = 120 kHz, and a signal-to-noise ratio of 30 dB at the
radar RX. It should be noted that the processing still works
for § > 1, but for simplicity we consider S = 1. Additionally,
the TX and RX antenna arrays are simulated with CST Studio
Suite to observe the performance with realistic antennas.

Three beams are used in the TX at angles 6, = 10°,
6.1 = —40° and 6.2 = 30°, where only the first user’s
stream is transmitted at 6 1, while the second user’s stream is
only transmitted at 6 ». However, both streams are transmitted
to ;. Additionally, for the first user’s TX beam pattern, a
null is imposed at 6o, while for the second user’s beam
pattern, that null is at 6 1, to cancel the inter-user interference
between the two users. All these requirements are performed
by optimizing WEB and WXF, similar to [9]. Then at the RX
side, a single beam is used at ;, obtained by optimizing WEF.
Six point targets with a radar cross section of 50 m? are placed
as depicted in Fig. 2(a). Targets that have almost the same
angle are grouped together as depicted in the figure. Here,
Oon =~ 19°, and it denotes the angle where there is some clutter,
separate from the communication users and the sensing target.

Figure 2(b) depicts the range profiles for the considered
scenario, where a single range profile is obtained per each TX
stream using (11)—(13). For the first user’s stream transmitted
at 0. 1, the target at ¢ 5 is not observed, while those at 0. ; are
not observed with the second user’s TX stream at 0. ». This is
because the TX beam pattern corresponding to one user has
a null at the other user’s direction to mitigate the inter-user
interference [9]. Then, the radar target at 6, is observed by the
two TX streams since they both are transmitted at that angle.
Although there are two targets at 6y, only a single target
is observed by both TX streams since the range resolution
is not high enough to differentiate between them. The figure
also shows the single range profile obtained by combining the
range profiles corresponding to the two TX streams using (20).
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(b) The range profiles obtained for the different TX streams
Fig. 2. The considered target scenario and the corresponding range profiles
obtained for the different TX streams.

Then, Figs. 3(a)—(c) show the 3D range—angle maps using
a MF approach, whereas Figs. 3(d)—(f) are with the MUSIC
approach. In both approaches, the three figures are with the
first TX stream, second stream, and both streams combined,
respectively. In the MF approach, the LRF different range
profiles for the s TX stream are combined for a particular
angle 0 using (11)—(13). Performing this for 6 € [—90°,90°],
the corresponding range—angle map is found, and the single
range—angle map can be obtained using (19).

Figures 3(a)—(b) show that although the targets’ ranges can
be clearly distinguished, there are ambiguities in the angles.
This is because of the grating lobes in the effective pattern of
each subarray (combination of RF and BB), due to the distance
between them being more than a half-wavelength separation.
Figure 3(c) then depicts the combined range—angle map for
all the targets. Despite of the ambiguities, the combination
has reduced the noise level of the range—angle map.

In the MUSIC approach, combination of different range
profiles are done similarly with (11)-(13), but only for the
sensing direction 6;, while range—angle maps are combined
with (19). The ambiguities in the angles are quite weak
with this approach, as illustrated in Figs. 3(d)—(e). Moreover,
the target(s) at the second/first user’s direction is(/are) not
observed by the first/second TX stream, as in Fig. 2(b), while
the target at 6, is observed by both. Then, combining the two
streams allows to cancel the ambiguities well, distinguishing
between all the targets, as shown in Fig. 3(f).

The two closely situated targets at 6, can now be observed,
which are not seen in Fig. 2(b), indicating the super-resolution
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provided in the angular domain. Comparing the range—angle
map in Fig. 3(f) with the one obtained in [5], it can be observed
that the proposed processing scheme works quite well similar
to that of a MIMO radar. Additionally, although a single
RX beam is used at the sensing direction, the range—angle
map also shows targets from other directions. This provides
more information for the communication system which can
use that to better cater to its users. Once the range—angle map
is obtained, any detection scheme can be applied afterwards.

V. CONCLUSION

The sensing signal processing involved with obtaining the
range—angle map is discussed here for a hybrid MIMO JCAS
system employing OFDM. At the TX side, multiple beams
are used to cater to different communication users, while an
additional beam is used to sense the environment. Then, at the
MIMO RX, different users’ TX streams are used to obtain the
range profiles corresponding to the targets in the environment,
and they are subsequently utilized to derive the angle profiles
using the MUSIC algorithm. The simulations indicate that it
performs better than the spatial MF, while even targets situated
very close in the angular domain can be reliably observed
owing to the super-resolution of the MIMO processing.
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Abstract—Utilizing a multiple-input multiple-output (MIMO)
communication transceiver to perform sensing is critical in future
mobile communication systems. To improve sensing performance,
the MIMO ambiguity function (AF) of such a system should
ideally have a thumbtack shape, which improves target detection
while minimizing the ambiguities observed in delay, Doppler,
and angle profiles. Hence, this article analyzes the MIMO AF of
orthogonal frequency-division multiplexing (OFDM) waveforms.
We illustrate that using the MIMO transmitter for conventional
single-stream OFDM communication results in high ambiguities
in the MIMO AF’s angle profile. As a solution, we propose
to reduce the ambiguities by incorporating independent radar
streams together with the communication stream. Numerical
results depict that this method significantly reduces the integrated
side-lobe level of the angle profile. Further, the power allocation
between the two types of streams can be controlled to obtain an
optimal trade-off between communication and sensing.

I. INTRODUCTION

A unique requirement in modern and future communica-
tion systems, e.g., beyond fifth-generation (5G) and sixth-
generation (6G) networks, is the ability to perform joint
communication and sensing (JCAS) [1]-[3]. Multiple-input
multiple-output (MIMO) antenna arrays in communication
systems have further supplemented the advancement of JCAS
systems due to their advantages for both communication and
sensing [4]-[6], e.g., increased spectral efficiency [7], spatial
multiplexing [8], improved detection probability and super-
resolution in angle estimation [9].

Typically in these JCAS systems, a joint transmit (TX)
waveform is utilized for sharing the same spectral resources,
such that it provides an optimal trade-off between the two
functionalities [10]. There are many candidate waveforms in
the literature for the joint waveform, e.g., frequency-modulated
continuous wave, single-carrier, and orthogonal frequency-
division multiplexing (OFDM) waveforms [11]. The suitability
of the waveform for sensing purposes depends mainly on its
MIMO ambiguity function (AF), which illustrates how a target
echo is observed at the receiver (RX) in comparison to the
side-lobes in delay, Doppler, and angle profiles [12], [13].

Since OFDM waveforms are primarily used in communi-
cations, they outperform the other candidate waveforms by
facilitating high capacity for the users. Furthermore, the two-
dimensional delay-Doppler AF of OFDM waveforms has

This research was partially supported by the Academy of Finland (grants
#315858 and #341489) and the Doctoral School of Tampere University.

inherently the desirable thumbtack shape, i.e., a peak corre-
sponding to the target echo with reduced side-lobes, due to
its noise-like resemblance [14]. However, OFDM waveforms’
ambiguities in the angle profile are a less-discussed topic.
Since future communication systems will inevitably feature
MIMO antenna arrays, it is necessary to also evaluate the
ambiguities in the angle profile of the MIMO AF in addition
to the typical two-dimensional AF.

Hence, we analyze the MIMO AF of OFDM waveforms
in this work. We illustrate that using a MIMO TX array to
beamform (BF) at a specific user’s direction with a communi-
cation stream results in high ambiguities in the angle profile.
As a solution, we propose including separate independent
spatial radar streams and communication stream, sharing the
total TX power between the two sets of streams. Moreover,
radar streams are considered to have their own TX precoding,
separate from the communication stream. The interference at
the communication user due to the inclusion of radar streams is
canceled by suitably designing the radar TX precoding. The
results indicate that ambiguities in the angle profile can be
significantly reduced through this approach.

II. SYSTEM MODEL

We consider a fully-digital architecture for the MIMO TX
and RX, having Lt and Ly antennas, respectively. We assume
there is a communication RX at a line-of-sight direction of ..
Using the MIMO TX for conventional communication, TX
time-domain signal at the antenna elements is given by

X(t) = whow(t), (1

where wBB is the communication BF vector of size Lt x 1,

x.(t) is the time-domain signal of the communication stream
which we consider here to be an OFDM waveform with N
active subcarriers and M OFDM symbols, while X(¢) is of
size Lt x 1 correspondingly. Additionally, the stream’s power
is given by P, = E{|x.(¢)|?}, where E{-} denotes expectation.

Assuming the TX signal reflects off a point target and
returns back at the MIMO RX, received signal at the l{{‘ RX
antenna after down-conversion to baseband can be denoted as

Lt
Yie (L, <I)1) =b Z Ty, (t = Tir, Ik (p1)>

Ir=1
. =927 Tig, g (P1) fe 0127 fig g (P1)1 + nyg (t), 2)



where py, Tip.0.(P1)s firie(P1)s b, and ny, (¢) denote the two-
dimensional coordinates of the point target, two-way delay and
Doppler-shift due to the target, attenuation constant, and noise
signal, respectively, while the target parameters are given by
®; = [75,.0.(P1), fir.;x(P1)]- In addition, #,,.(¢) denotes the
time-domain signal at the /! TX antenna.

Next, a bank of filters is used to match y;, (¢, ®1) to
the different TX signals ;(t) with a different set of target
parameters ®5 = [ 1, (P2), fi1x(P2)] With i € [1, Lr], and
can be written as

glR(¢17 4)2) =b z—r: </§le (t = Tip,lr (pl))‘i‘j (t — Tilg (p2))

Ir=1
) 6j271' (flT,lR (P1)_f'lwlR (pQ))tdt)

. e 27 Tig,1g (1) fe 0227 1 (P2) [ + 7y,
Lt
=b Z Ry, i(®1, P2, lR)
=1
. e I27 g i (1) fe 0277 1 (P2) fe + T (3)

where R(®1, @5, [g) is the covariance matrix of size Lt X Lt
corresponding to the integration terms and (-)* denotes the
conjugate operation.

Moreover, the RX signal at the communication user with a
single antenna can be written using (1) as

Je(t) = h (Hwigwe(t) + 7ic(t), 4

where h(t) is the Lt x 1 channel vector and 7(¢) is the noise
signal. Due to the line-of-sight conditions, h.(t) = \/gar(6.),
where ar(6.) is the TX steering vector corresponding to 6.,
while /g corresponds to the free-space path loss value. In
this case, Wi = aﬂfg), .., the spatial matched filter (MF)
response, produces a gingle beam at 6., and it is referred to
as the single-beam case in this paper.

III. MIMO AMBIGUITY FUNCTION
The general MIMO AF is defined based on (3) as [12]

Lt
Z Ry i(®1, P2, lR)

lr=1

X (P, Po) =

2
e~ 27T g (01) fe 0227 i1 (P2) fe | 5)

This MIMO AF can be further simplified based on some
assumptions, which we consider in this article are: TX and
RX antennas of the MIMO transceiver are situated close to
each other, targets are in the far-field of the MIMO array, and
waveforms are narrowband. In this case, the simplified MIMO
AF is given by [13]
2
X (AT, Afp,01,02) = |af’ (01)R (A7, A fp) ar(62)]
2
: |alI{{ (61)ar(62)| (6)

where R(AT,Afp) = [&, ()3 (t — AT)e?m2Pdt with
AT and Afp being the dlfference in delay and Doppler-shift

between two targets. In addition, ar(6) and ag(6) correspond
to the TX and RX steering vectors for a given angle 6.
Moreover, 6, denotes the actual direction of the target, while
0, corresponds to the direction of the target as observed from
the MIMO RX.

A. Ambiguity Problem in Angle Profile

Although OFDM waveforms generally have an ideal thumb-
tack shape in the two-dimensional delay—Doppler AF, they
can have ambiguities in the angle profile, depending on the
time-domain signals at the MIMO TX antenna elements. To
analyze this problem, we define two different slices of the
four-dimensional MIMO AF in (6) as the RX angle profile
(along 05) and delay profile (along A7). These are given by

h92 = X(070a6a92)7 @)
ha, — X(A7,0,0,0) (®)

where 6 represents the actual angle of the target. To quan-
tify the level of ambiguity visible in either profile, we use
the metric integrated side-lobe level (ISL), which is defined
separately for the two profiles as the ratio between the energy
of the side-lobes to that of the main-lobe, and given by

S22 ho, (0)d0) + [2 g, (6)d6"
ISLangle = f ' nain h 0/ d6’ ) (9)
7j"mam h ( dT 4 [‘Tm'nx hA-,— (T)dT
ISLclelay — = fq—mun h dT (10)
AT

Tnld| n

Here, 20010 and 27,4, are the null-to-null main-lobe lengths
of the angle and delay profiles, while T, and T, are the
minimum and maximum delays considered in the delay profile,
respectively. Thus, any low value for ISL indicates that the
corresponding profile has more minor ambiguities.

When conventional communication is performed at the
MIMO TX for a stream that is beamformed at 6. as in (1),
many ambiguities appear in the angle profile, as illustrated
later in Section IV. The communication stream can also be
split at another direction 6;, apart from 6., which helps for
sensing since the MIMO RX then receives some reflections
also from this other direction. This is referred to as the
two-beams case, and here the BF vector can be given by
whe = %, where || - || is the norm operation.
However, the ambiguity problem still persists even in this case,
and a solution to this is discussed in the following section.

B. Radar Streams and Beamforming Design

The main idea here is that now separate radar streams are
transmitted to the environment apart from just the commu-
nication stream, where each radar stream also consists of NV
active subcarriers and M/ OFDM symbols. The vector of TX
streams can then be written as

(1)



where S; is the number of radar streams with total streams
S = S, + 1. Here, z,5(t) for s € [1,S,] denotes a separate
time-domain radar stream, while x(¢) is of size S x 1. Now,
total TX power is shared between the communication stream
and radar streams as P, = P, + P, where P, = E{|z.(¢)|*}
and P, = E{Zf‘zl |z, 5(t)|?}. Then, the time-domain signals
at the antenna elements are given by modifying (1) as
X(t) = WEPx(t) = [wh2, WEP] [e(t).x] (1))

T

(12)

where W%]f and W58 are the radar BF matrix and the total BF
matrix, of sizes Ltx.S;, and Lt X .S, respectively. Moreover, the
TX power at a general direction 6 by considering all streams
is given as

P(0) = E {[at’ (0)Wr"x(t)*} .

The inclusion of radar streams in (12) also modifies (4), i.e.,
the RX signal at the communication user, as

Je(t) = V/gar (6e)Wrize(t) + v/gar (0 Wi x:(t) + 7ic(t),
(14)

where the first term represents the RX signal due to the
communication stream, while the second term denotes the
interference by the radar streams. Hence, the performance of
the communication system depends on the chosen W%f’ matrix
too. It could either be based on a codebook, or optimized
separately. Therefore, the choice of W%]f would cause a trade-
off between the interference cancellation at the communication
user and the suitability of the BF for radar purposes.

13)

IV. NUMERICAL RESULTS

The parameters considered in the simulations are the fol-
lowing: M = 10, N = 256, P, = 30 dBm, Lt =8, Lgr = 8§,
6. = —30°, and 6, = 10°. The power allocated to each radar
stream is given by ?, where 1 < S; < Lt. Uniform linear
arrays are considered for both the TX and RX antennas, with
half-wavelength antenna element separation, and therefore the

steering vector for either TX or RX array is given as

3(9) _ |:17e]7rsin (9)7 o 76]7T(L—1) sin (0) T’ 15)

where L is the number of antenna elements. We consider that
Afp = 0, for simplicity. The frequency-domain symbols of
radar streams are complex Gaussian with zero mean and unit
variance. The W%E‘ matrix is designed based on null-space
projection to cancel the interference in (14) as [15]
Wit = (1= Lan(oaf @)W 0
~ BB . .
where Wy, is chosen as a random orthonormal matrix so that
instantaneous beampatterns of different radar streams illumi-
nate different directions, while (-)T denotes the pseudo-inverse
operation. Hence, this ascertains that each radar stream’s
beampattern has a null at . direction.
Figure 1(a) first depicts the gain of the TX beampattern in
(13) for different S; values, averaged over many random radar
beampatterns. For the single-beam case, S; = 0 corresponds to

N
— — — S — 0 (Single beam)
— — — S = 4 (Single beam)
Sp = 0 (Two beams)
Sp = 4 (Two beams)
Sp=8
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Fig. 1. The TX BF design where (a) illustrates the gain of TX beampattern
and (b) depicts the gain at 6. and 6;, both for different Sy values.
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Fig. 2. Angle profile of MIMO AF corresponding to 67 = —5°.

the case when only the communication stream is transmitted
at 6.. Then, when S; = 4, the gain at 6. is decreased due to the
inclusion of random radar beampatterns. A similar observation
is made for the two-beams case, for both 6. and 6, directions.
When S; = 8, all radar beampatterns have a null at 6, so the
gain at that angle is quite low. However, when S; = 4, the
gain at 6. is not low due to the communication beampattern.

Next, the gains at 6. and 6, directions are illustrated in
Fig. 1(b) for the two different BF cases. Additionally, the
figure denotes the gains averaged over many random radar
beampatterns. In both BF cases, the highest gain for 6, is
when S; = 0, while having S; = 1 is observed to decrease the
gain from that value, but it remains constant after that. When
S; = 8, there is a deep null at 6., so the gain at 6. is not
illustrated. For 6,, the highest gain is when S; = 0 for the two-
beams case. Then, as S; is increased, the gain first decreases
and remains constant, whereas the lowest gain happens when
S; = 8. However, the opposite behavior is observed in the
single-beam case.



To illustrate the ambiguity problem discussed in Section
II-A, Fig. 2 depicts the angle profile for #; = —5°, ie.,
the angle profile observed at the MIMO RX when there is
a target at —5°. When S; = 0, it can be observed that for both
BF cases, the observed peak is not precisely at —5°, while
there are a considerable amount of side-lobes that increase the
ambiguities. In contrast, when S; = 8, the peak corresponds
to the actual target direction, while the side-lobes are also
considerably lower, thus improving target detection.

To observe the effect of proposed MIMO AF enhancement,
we analyze the ISL of angle and delay profiles for different
power allocation values, i.e., P, — P; in decibel scale, as well
as for different S, values, in Fig. 3. Firstly, Fig. 3(a) depicts
ISL,pgle for possible target directions. For example, ISL value
at #; = —5° for S, = 8 is calculated based on Fig. 2, i.e.,
when there is a target at —5°, ambiguity of angle profile across
05 is used to calculate the corresponding ISL value. This is
performed for all ¢; values to obtain Fig. 3(a).

This figure depicts that when S; = 0, the ISL in the angle
profile is quite high. For either single/two-beam(s) case, the
minimum ISL is observed around 6./6. and 6, respectively.
However, increasing the number of independent radar streams
decreases the ISL values for almost all angles. It is also
noticeable that when 61 = 6, the ISL of S; = 8 is very high.
This is because 6. has a deep null, as illustrated in Fig. 1(a).
However, if S; < 8, that means the communication stream is
transmitted at 6., and therefore the MIMO RX receives some
reflections from that direction, which is why those curves do
not have a high ISL value at .. Then, Fig. 3(b) depicts that
ISL,pgle can be controlled by changing the power allocated to
the communication and sensing streams. It can be observed
that by increasing F; (or decreasing F.), the ISL of the angle
profile can be improved for the waveform with a specific
number of radar streams.

The ISL of delay profile is next depicted in Fig. 3(c). First,
it depicts that by changing either P. or P, the ISL in the
delay profile can be controlled, although the change in ISL
is quite minor compared with the angle profile. Secondly,
the embedded plot illustrates the variation of ISLgey when
P.— P, = 4dB and #; = 65 = —15°, and it shows that
increasing S; slightly increases the ISL, that is contrasting to
the ISL performance in the angle profile depicted in Fig. 3(a).
However, this also shows that the ambiguities in the delay
profile are quite low in OFDM waveforms since the ISL values
are already good.

Therefore, the ISL of the angle profile of MIMO AF can
be improved by including independent radar streams. The
addition of such radar streams slightly increases the ISL in
the delay profile. However, the loss is negligible compared
to the gains in the angle profile. Further, since the radar
streams consist of random frequency-domain symbols, while
their precoding matrix W%]? can be calculated readily as in
(16), the proposed MIMO AF enhancement is of very low
complexity for practical implementation. If necessary, MIMO
AF can be further improved by optimizing radar streams and
the W%]f matrix, which will be an interesting future topic.

ISL (dB)

ISL (dB)

Delay profile’s ISL variation with Sy

-Pc — Pr <(1B)
©

Fig. 3. The ISL variation of angle and delay profiles of the MIMO AF, where
(a) depicts ISLypgle for Pe — P = 4 dB, with the dashed curve corresponding
to Sr = 0 with a single beam, while all others are with two beams, (b) depicts
ISLypgle of 61 = —15° for different P. — P; values, and (c) depicts ISLyange
at 61 = 0o = —15° for different P, — P; values.

V. CONCLUSION

This article analyzed the ambiguities observed in the MIMO
AF of an OFDM JCAS system. Employing an OFDM com-
munication stream to perform sensing increases ambiguities
in the angle profile, although OFDM waveforms generally
have a thumbtack shape in two-dimensional delay—Doppler
AF. Employing independent spatial radar streams on top of
the communication stream, where the TX power is shared
between the two sets of streams, is shown to significantly
decrease the ISL, by even more than 25 dB for some angles.
The interference from radar streams at the communication user
is also canceled by designing their BF matrix. Moreover, by
altering the power allocation between the two types of streams,
the level of ambiguities can be controlled, allowing an optimal
trade-off between communications and sensing.
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