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Abstract

Since the advent of radar/sensing systems, they have always had fixed frequencies
for operation. Due to the exponential growth of communications systems, the need
for dedicated spectrum for them also increased, causing spectrum scarcity for both
communications and sensing. It was obvious that some form of flexible spectrum
sharing was necessary between these two functionalities. Soon enough, this led the
researchers to focus on joint communications and sensing (JCAS) systems that share
spectral resources efficiently. The hardware convergence due to the similar function-
ing of the two systems complemented the frequency convergence of JCAS systems.
In fact, JCAS is one of the prominent requirements in future sixth-generation (6G)
communications systems.

This thesis focuses on integrating the sensing functionality on top of wireless mo-
bile communications systems, such as in fifth-generation (5G). To facilitate effective
JCAS, the thesis provides signal processing techniques for designing waveforms that
optimally share the spectral resources, for single-input single-output (SISO) as well
as multiple-input multiple-output (MIMO) systems. In addition, novel radar pro-
cessing techniques are investigated for MIMO systems to better detect the targets in
the environment.

The standard waveform in 5G, that is, orthogonal frequency-division multiplex-
ing (OFDM), is also considered for joint waveform design. In such a communica-
tions system, the resources are usually not fully utilized and there exist unused sub-
carriers within the OFDM waveform. These subcarriers are filled with optimized
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samples to minimize the lower bounds of delay and velocity estimates’ error vari-
ances of sensing, for SISO JCAS systems. The simulations with standard-compliant
5G waveforms illustrate the improvements possible in sensing, while also helping to
maximize the efficiency in the transmit power amplification process, along the same
optimization scheme. The simulation results are complemented through practical
radio-frequency measurements of an outdoor environment depicting the significant
gains that can be obtained in the range–angle map of sensing, due to the waveform
optimization.

For MIMO JCAS systems, apart from conventional communications streams,
separate transmit (TX) streams are used to improve sensing performance through
two separate schemes. One scheme involves optimizing the sensing streams to mini-
mize the lower bounds of delay and angle estimates’ error variances of sensing. Sim-
ulation results indicate that the errors of sensing can be minimized while striking a
good balance with the communications capacity. The other scheme depicts that the
target detection can be enhanced using sensing streams on top of a communications
stream. Specifically, the number of false targets detected can be significantly reduced
in comparison to single-stream communication.

The antenna arrays in MIMO communications systems nowadays are a combina-
tion of analog and digital architectures, i.e., hybrid, instead of consisting of a fully-
digital architecture, for reduced costs and power consumption. Radar processing in
such a hybrid architecture with multiple TX streams is not straightforward in com-
parison to the conventional fully-digital MIMO radar. Hence, this thesis also pro-
vides novel radar processing techniques to obtain the range–angle and range–velocity
maps of the sensed environment. The simulation results illustrate that the targets can
be reliably detected through the proposed MIMO processing, while also providing
super-resolution in the angular domain.
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1
Introduction

1.1 Background and Motivation

Radar/sensing systems in the past operated at fixed frequency ranges [87], geograph-
ically independent from those of communications systems. Due to technological de-
velopment, communications systems grew exponentially in numbers, e.g., fourth-
generation (4G) and fifth-generation (5G), resulting in sensing and communications
systems operating simultaneously in the same vicinity, with high probability. Since
both systems function around the same operating frequencies, each interferes with
the other, degrading the performance of both systems [33, 42, 51].

Numerous methods have since then been developed to minimize the interfer-
ence between the two systems, which can be broadly classified under three areas:
co-existence, co-operation, and co-design [79]. In co-existence methods, each sys-
tem estimates the other’s interference and cancels that from the received signal to
gain some performance improvement. In co-operation methods, each system inten-
tionally shares some information with the other system allowing for more improved
estimation of the interfering signal. For instance, a passive radar receiver can use sig-
nals transmitted by a non-radio system, e.g., a television broadcast system, to sense
the environment. In such a scenario, if the radar receiver is unaware of the transmis-
sion parameters, it might need to use co-existence methods. In contrast, it would
most likely use co-operation methods if it is aware of them.

The most novel methods are encompassed in the co-design category, where both
systems are designed from the ground up to enable much-improved performance,

1



1.2. Thesis Objectives and Scope

and they are called joint communications and sensing (JCAS) systems. They typi-
cally use the same frequency spectrum for both functionalities and the same hard-
ware setup, thus being both radio-frequency (RF)-convergent and
hardware-convergent. In doing so, the communications system can use information
gathered by the sensing system about the environment to better cater to the com-
munications users. For instance, it can differentiate between moving users from
static clutter and only transmit information at the required user directions, improv-
ing their service quality.

On the other hand, the development of communications systems, e.g., beyond
5G, saw them functioning around mm-wave frequencies due to the availability of
unused spectrum [85]. Since antenna size is typically inversely proportional to the
frequency at which a system operates, multiple antennas could be included in a
small physical area, resulting in large multiple-input multiple-output (MIMO) an-
tenna arrays. For communications, increased beamforming gains are observed with
MIMO arrays due to the ability to point the beams at specific directions, which, in
turn, help compensate for high attenuation evident in the mm-wave frequencies [26].
Hence, MIMO arrays provide increased user capacities coupled with spatial multi-
plexing [122]. Similarly, for sensing, MIMO arrays improve the detection perfor-
mance [40] while increasing the resolution of direction-of-arrival (DoA) estimation
[113]. Therefore, due to MIMO arrays’ advantages for communications and sensing,
MIMO JCAS systems have gained popularity among the research community [56,
70, 107].

1.2 Thesis Objectives and Scope

The thesis incorporates sensing on top of communications, i.e., a single-input single-
output (SISO) or MIMO communications transceiver (TRX), e.g., 5G base station,
also sensing the environment. Typically, such systems use the same transmit (TX)
waveform for communications and sensing. Since orthogonal frequency-division
multiplexing (OFDM) is the standard waveform adopted in modern communica-
tions systems, it is used for both functionalities in the thesis. Hence, to facilitate
effective JCAS, OFDM waveform optimization is pursued for SISO and MIMO sys-
tems. The thesis objectives are then as follows.

2



1.2. Thesis Objectives and Scope

• What kinds of performance improvements are possible in optimizing the joint
OFDM waveform of SISO JCAS systems? In JCAS systems, the performance of
communications or sensing depends upon the resources allocated to them, e.g.,
bandwidth, TX power, or TX time duration. Since they are usually limited,
allocating more resources for communications would reduce those for sensing,
and vice versa. Thus, it is important to design the joint waveform to provide
an optimal trade-off between the two functionalities. Toward this objective,
the thesis performs JCAS for SISO systems by optimally sharing the spectral
resources between communications and sensing. The improvements in sens-
ing and communications are evaluated through typical performance metrics to
depict the feasibility of the proposed OFDM waveform optimization, which
are also complemented through practical RF measurements.

• What kind of radar processing is required in MIMO JCAS systems with combina-
tions of analog and digital architectures, i.e., hybrid, having multiple OFDM TX
streams? Radar processing in SISO JCAS systems using OFDM waveforms
is straightforward, which uses the TX and receive (RX) frequency-domain
symbols to obtain the range and velocity of targets in the environment [11].
However, in using a MIMO communications TRX with hybrid architecture,
conventional radar processing adopted in fully-digital MIMO radars cannot be
applied. Radar processing is further complicated due to the availability of mul-
tiple TX streams. Hence, the thesis proposes novel radar processing to obtain
range–angle and range–velocity maps of the environment in such systems.

• What kinds of benefits are obtained by incorporating separate TX sensing streams
on top of communications streams in MIMO systems? Typically, multiple TX
OFDM streams are used in MIMO communications, which are transmitted to
user directions. Sensing can also be performed based on the reflections from
these streams; however, they limit the sensing directions to be the same as user
directions. Instead, separate TX streams can be used in different directions
for sensing purposes. In doing so, reflections from both communications and
sensing streams can be used for radar purposes, which give more information
about the sensed environment. Another advantage of separate sensing streams
is that they can be optimized to improve sensing performance without altering
the communications streams. Therefore, the thesis evaluates the feasibility of
such a system due to the inclusion of separate sensing streams.
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1.3 Contributions and Structure of the Thesis

The main contributions of the thesis are as follows.

• Designing OFDM waveforms for SISO JCAS systems that optimally share the
spectral resources, allowing both communications and sensing functionalities
to complement each other rather than degrading each other’s performance.
Therefore, the scarce RF spectrum can be more intelligently utilized, reduc-
ing costs for network service providers, apart from the performance benefits.
For joint waveform design, an optimization problem to find the power allo-
cation between communications and sensing is formulated by minimizing the
lower bounds of range and velocity estimates’ error variances of sensing, i.e.,
Cramer–Rao lower bounds (CRLBs). The solution to this optimization prob-
lem is analytically derived. The performance improvements for the two func-
tionalities are evaluated for standard-compliant OFDM waveforms, as well as
experimentally verifying the effectiveness of waveform optimization through
practical RF measurements to signify the importance of optimally sharing the
spectral resources between communications and sensing.

• Deriving novel radar processing techniques to gain information about the en-
vironment surrounding a MIMO communications TRX. Since modern and
future communications systems operate in highly complex environments and
mobility, knowing the communications channel helps achieve the quality-of-
service requirements in such systems. To achieve this objective, range–angle
and range–velocity maps of the surrounding environment are derived for
MIMO transceivers with hybrid architecture.

• Designing OFDM waveforms for MIMO JCAS systems with multiple TX
streams. There can be instances where the information transmitted for the
communications users, i.e., communications-only streams, cannot be modi-
fied. In those scenarios, the sensing performance of the MIMO JCAS system
would be at its worst. However, by introducing suitable separate TX streams
at different sensing directions, environment sensing can also be performed ef-
fectively. Apart from that advantage, techniques are derived to improve the
sensing performance further. Those techniques, in turn, help the communi-
cations system to gain knowledge about the surrounding environment of a
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MIMO TRX in a more sophisticated manner, e.g., accurate directions of users
without ambiguity. In the thesis, the separate sensing streams are optimized
to minimize the CRLBs of range and angle estimates of sensing for MIMO
JCAS systems with hybrid architecture. The optimization problem is ana-
lytically solved after deriving the related CRLB expressions. In addition, the
effectiveness of including separate sensing streams on top of a conventional
communications stream in enhancing the MIMO ambiguity function (AF) is
also analyzed, which dictates the performance of sensing in range, velocity,
and angle domains.

Chapter 2 introduces the basic concepts of JCAS that are foundational for the
following technical chapters. It discusses why OFDM is used as the candidate wave-
form in modern JCAS systems and its advantages and disadvantages. An overview is
also given on SISO JCAS systems. In addition, it summarizes MIMO communica-
tions and radar fundamentals, which are required for understanding the later techni-
cal chapters, followed up with an overview of MIMO JCAS systems. Chapters 3–5
describe the thesis’s main technical contributions.

Figure 1.1 depicts the structure of the technical chapters of the thesis, along with
the relations between the different publications and chapters. Chapter 3 is based on
the publications [P4], [P5], and [P6]. It mainly discusses the system model used
throughout the thesis for a MIMO communications TRX with hybrid architecture
that also senses the environment. Two different MIMO JCAS systems are discussed
in this chapter, along with their differences. Specifically, publications [P5] and [P6]
use only TX streams of communications users in line-of-sight (LoS) w.r.t. the MIMO
TRX for sensing purposes. In contrast, [P4] involves using separate TX streams
for sensing purposes while considering the communications users are in non-LoS
(NLoS) conditions. The TX precoding and RX combining are paramount to MIMO
systems that minimize the interference arising in these systems. Hence, this chap-
ter also focuses on designing MIMO TRX’s and the communications users’ beam-
formers for improved communications and sensing performance for the two MIMO
JCAS systems. Finally, Chapter 3 concludes with MIMO TX and RX beampatterns
due to the proposed beamforming designs.

5



1.3. Contributions and Structure of the Thesis

P1
O

pt
im

ize
d 

W
av

ef
or

m
s 

fo
r 5

G
–6

G
 C

om
m

un
ic

at
io

n 
W

ith
 S

en
si

ng
: 

Th
eo

ry
, S

im
ul

at
io

ns
 a

nd
 E

xp
er

im
en

ts
IE

EE
 T

ra
ns

ac
tio

ns
 o

n 
W

ire
le

ss
 C

om
m

un
ic

at
io

ns
, D

ec
. 2

02
1

P2
Jo

in
t O

FD
M

 W
av

ef
or

m
 D

es
ig

n 
fo

r 
Co

m
m

un
ic

at
io

ns
 a

nd
 S

en
si

ng
 C

on
ve

rg
en

ce
IE

EE
 In

te
rn

at
io

na
l C

on
fe

re
nc

e 
on

 C
om

m
un

ic
at

io
ns

, J
un

. 2
02

0

P3
Ex

pe
rim

en
tin

g 
Jo

in
t V

eh
ic

ul
ar

 C
om

m
un

ic
at

io
ns

 a
nd

 S
en

si
ng

 
w

ith
 O

pt
im

ize
d 

5G
 N

R 
W

av
ef

or
m

IE
EE

 V
eh

ic
ul

ar
 T

ec
hn

ol
og

y 
Co

nf
er

en
ce

, A
pr

. 2
02

1

P4
Jo

in
t M

IM
O

 C
om

m
un

ic
at

io
ns

 a
nd

 S
en

si
ng

 w
ith

 H
yb

rid
 

Be
am

fo
rm

in
g 

Ar
ch

ite
ct

ur
e 

an
d 

O
FD

M
 W

av
ef

or
m

 O
pt

im
iza

tio
n

IE
EE

 T
ra

ns
ac

tio
ns

 o
n 

W
ire

le
ss

 C
om

m
un

ic
at

io
ns

, u
nd

er
 re

vi
ew

 a
fte

r m
in

or
 re

vi
sio

n

P5
Jo

in
t M

ul
ti-

U
se

r C
om

m
un

ic
at

io
n 

an
d 

M
IM

O
 R

ad
ar

 
Th

ro
ug

h 
Fu

ll-
D

up
le

x 
H

yb
rid

 B
ea

m
fo

rm
in

g
IE

EE
 In

te
rn

at
io

na
l S

ym
po

siu
m

 o
n 

Jo
in

t C
om

m
un

ic
at

io
ns

 &
 S

en
sin

g,
 F

eb
. 2

02
1

P6
Ra

ng
e–

An
gl

e 
Pr

oc
es

si
ng

 fo
r T

ar
ge

t D
et

ec
tio

n 
in

 Jo
in

t 
M

IM
O

-O
FD

M
 C

om
m

un
ic

at
io

ns
 a

nd
 S

en
si

ng
IE

EE
 W

or
ks

ho
p 

on
 S

ig
na

l P
ro

ce
ss

in
g 

Ad
va

nc
es

 in
 W

ire
le

ss
 C

om
m

un
ic

at
io

ns
, O

ct
. 2

02
1

P7
M

IM
O

 A
m

bi
gu

ity
 F

un
ct

io
n 

En
ha

nc
em

en
t 

fo
r 

In
te

gr
at

ed
 O

FD
M

 C
om

m
un

ic
at

io
ns

 a
nd

 S
en

si
ng

IE
EE

 S
en

so
r A

rr
ay

 a
nd

 M
ul

tic
ha

nn
el

 S
ig

na
l P

ro
ce

ss
in

g 
W

or
ks

ho
p,

 Ju
n.

 2
02

2

Chapter 4 Chapter 5

Chapter 3 (System Models)

Figure 1.1 The thesis structure with the relation between the publications and the chapters.
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Chapter 4 summarizes the works done in [P1], [P2], and [P3], for SISO JCAS
systems. The system model adopted in this chapter is a special case of the MIMO
JCAS system model introduced in Chapter 3. It introduces the basic ideas of OFDM
radar processing for SISO JCAS systems. The unused subcarriers within the OFDM
frames are filled with optimized samples to minimize the CRLBs of delay and ve-
locity estimates. So, the necessary CRLB expressions are derived, followed by the
optimization problem and its solution. This chapter contains simulation and exper-
imental results that illustrate the performance improvement due to the waveform
optimization, which are based on [P1] and [P3].

Chapter 5 is the final technical chapter that is based on the publications [P4],
[P5], [P6], and [P7]. This chapter is based on MIMO JCAS systems using separate
TX streams for communications and sensing functionalities. It discusses the radar
processing to obtain the range–velocity and range–angle maps for such systems using
both sets of TX streams. The thesis consists of two strategies to improve the sensing
performance by leveraging the TX sensing streams. One strategy involves optimiz-
ing the sensing streams to minimize the CRLBs of delay and DoA estimates jointly,
and this chapter discusses this first. The second strategy is elaborated next, which
involves enhancing the MIMO AF of sensing. Finally, this chapter concludes with
simulation results to illustrate the performance improvement due to the proposed
waveform optimization, radar processing, and MIMO AF enhancement.

Chapter 6 presents the conclusions of the thesis. It also includes the thesis sum-
mary, with discussions on the main results. This chapter concludes with future work
that can be performed by extending the contributions of the thesis. Finally, Ap-
pendix A illustrates the methodology through which the CRLBs can be derived for
the considered system model of the thesis.

1.4 Author’s Contributions

The thesis comprises two journal articles ([P1] and [P4]) and five conference articles
([P2], [P3], [P5], [P6], and [P7]). Associate Professor Taneli Riihonen, the super-
visor of the author of the thesis (later: the Author), contributed to all of the publi-
cations starting from the brainstorming of ideas, discussions on technical contents,
and providing feedback on the writing. In addition, Professor Mikko Valkama, co-
supervisor of the Author, has contributed to all publications except [P7], by sharing
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some ideas on the technical contents and writing aspects. Moreover, some publica-
tions were done in collaboration with other researchers, whose contributions are
discussed as follows.

The measurement setup for observing the performance improvement due to wave-
form optimization in [P1] and [P3] was implemented by M.Sc. Matias Turunen.
The measurements were performed in collaboration with D.Sc. Carlos Baquero Bar-
neto. In addition, the radar simulator in [P3] was collaborated with him. The pub-
lication [P5] was written in co-operation with D.Sc. Baquero Barneto, where he
designed the TX and RX beamforming and focused on self-interference cancellation
whereas the Author implemented MIMO radar processing. The beamforming de-
signs were also used in [P6]. Moreover, beamforming designs for [P5] and [P6]
were based on antenna array simulations for realistic patch antennas provided by
D.Sc. Mikko Heino.

Further, the Author collaborated in the publications [12], [13], [14], [15], and
[16] with D.Sc. Carlos Baquero Barneto, who is the main author of these publica-
tions. These works have contributed to the Author’s research on JCAS; however,
they are not the main publications in the thesis.

1.5 Notations

This section gives an overview of the different notations used throughout the thesis.
The superscripts (·)RF and (·)BB denote the RF and baseband (BB) parts of either a
TX or RX, the subscripts (·)T and (·)R denote the TX and RX, and (·)c and (·)r denote
the components corresponding to communications and radar/sensing. The matrices
are denoted by boldface uppercase letters, e.g., WRF

R,r,m , vectors by boldface lowercase
letters, e.g., xn,m , and scalars are represented by regular letters, e.g., Sc.

In addition, | · | and ‖·‖ are the absolute and l2-norm operations, (·)∗, (·)T and (·)H
are the conjugate, transpose and Hermitian operations, and�{·}, (·)†, det{·} andℜ{·}
are the expectation, pseudo-inverse, determinant of a matrix and real operations,
respectively.
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2
Background and State-of-the-Art

Mobile phones have become a ubiquitous commodity owned by almost every per-
son, young and old. From the essential requirement of contacting another person,
they have evolved to provide many functions, such as social networking, listening to
music, playing games, and navigation purposes. To facilitate all these different func-
tions effectively, wireless mobile communications systems have also grown exponen-
tially over the last few years. Mainly, the growth was due to the advances in electron-
ics and signal processing techniques, and also due to standardization by the respective
governing bodies, e.g., third generation partnership project (3GPP), thereby increas-
ing the need for spectrum for such systems. Since each wireless communications sys-
tem needs some frequency bandwidth for operation, the frequency resources must
be utilized optimally to prevent interference due to frequency overlap with some
other system. The major problem with this requirement is the existence of other ra-
dio systems which have fixed frequencies for operation, with radar/sensing systems
causing much trouble. Although radar systems have some defined frequency ranges
for certain types of operations, e.g., L-band (1−2 GHz) - long-range air-surveillance
radar and X-band (8−12 GHz) - military airborne radar, lack of standardization be-
tween different radar systems is another reason for this issue of frequency overlap.
Due to the existence of such systems, the availability of interference-free spectrum
for communications systems decreased, causing spectrum scarcity [124].

It was soon evident that the communications and sensing systems needed to be
combined to address this challenge, giving rise to joint communications and sensing
(JCAS) systems [67, 79, 108, 120, 121]. In such systems, the available radio-frequency
(RF) spectrum is intelligently shared between the two functionalities with a uni-
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fied/joint waveform [23, 30, 100]. In addition, the same hardware resources are used
in JCAS systems, giving also cost benefits. Nowadays, JCAS systems are evident
in many fields, e.g., automotive industry [38, 50, 57], sensing through the cellular-
network [11], health monitoring [4], and high-precision motion tracking [43].

The JCAS systems can be designed based on two perspectives, i.e., radar-centric
[46, 47] or communications-centric [72, 76]. The former means that the commu-
nications function is embedded on top of a radar system, while the latter considers
incorporating sensing on top of a communications system. This thesis approaches
the JCAS system design with the second approach. As such, the communications
transmitter (TX) and receiver (RX) are also used for sensing purposes with the same
TX communications waveform. Since orthogonal frequency-division multiplexing
(OFDM) is used in modern mobile cellular networks, e.g., fourth-generation (4G)
and fifth-generation (5G) [1], it is also used for sensing purposes in the thesis.

When the communications waveform is used for sensing purposes, the resources,
e.g., time and frequency, should be shared between the two functionalities. The re-
source allocation is performed to have an optimal trade-off between the performance
metrics for both sensing and communications. For sensing, some of them are: the
probability of detection and false alarm, RX signal-to-noise-plus-interference ratio
(SINR) of the reflected signal [87], side-lobe level (SLL) and integrated side-lobe level
(ISL) of different profiles [44], mutual information (MI) of the RX reflected signal
[21], different properties of the ambiguity function (AF) [66, 91], and the Cramer–
Rao lower bounds (CRLBs) of the estimates [55, 60]. For communications, some
of them are the MI [117], signal-to-noise ratio (SNR) of the RX signal, and peak-
to-average power ratio (PAPR) [96]. The most usual metric is the capacity of the
communications user [30, 52, 77]. More details on these metrics are also discussed
in this chapter.

Until recently, most wireless communications systems operated around the sub-6
gigahertz frequencies. Due to the availability of untapped spectrum in mm-wave fre-
quencies, most wireless communications systems soon began to operate also around
these high carrier frequencies [49, 84, 110]. Apart from the increased bandwidth
opportunities by order of a few hundred megahertz, an important characteristic of
antenna arrays used in these frequencies is that many antennas could be packed in
quite a small area, resulting in massive multiple-input multiple-output (MIMO) ar-
rays [9]. A direct result of such arrays is that their spatial beampattern can be made
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more focused at specific directions due to beamforming (or precoding, when there are
multiple TX streams) [9, 101]. Such narrow beams help communications systems
to send information to specific users’ directions, directly improving their quality-of-
service (QoS) [101, 122]. On the other hand, a slight variation in the angle can be
detected, improving the performance of sensing systems operating at mm-wave fre-
quencies [25, 40, 65]. In addition, range estimation of the targets is also improved
due to increased bandwidth [11]. Hence, MIMO arrays are advantageous for both
communications and sensing, thereby leading to the development of MIMO JCAS
systems.

Considering all the aspects above, this chapter gives an overview of both single-
input single-output (SISO) and MIMO JCAS systems. The different options avail-
able in the design of joint waveforms for SISO systems are discussed first. Secondly,
the advantages and disadvantages of OFDM for communications and sensing are
investigated. Next, state-of-the-art SISO JCAS systems are discussed. Then, an
overview is given regarding MIMO systems, followed by MIMO communications
and MIMO radar functionalities. Finally, this chapter concludes with a discussion
on MIMO JCAS systems.

2.1 Waveform Design for SISO JCAS Systems

The joint waveform for a SISO JCAS system is designed based on an explicit op-
timization problem. The cost function of that problem can be some performance
metric for communications, while the sensing performance metric is used as a con-
straint, or vice versa [23]. In addition, several other constraints can also be used that
control how the resources, e.g., time and frequency, are allocated between the two
functionalities. Depending on a particular application, the JCAS system designer
can choose various performance metrics for the optimization problem, and these
are discussed next.
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2.1.1 Sensing Performance Metrics

Depending on the two main tasks a sensing system performs, i.e., detection and es-
timation, various performance metrics are used for waveform optimization. A brief
description of each one of these is discussed next.

Probability of detection and false alarm The task of a sensing system is to detect
the targets in the vicinity, which alternatively means to know if there is a possible
target in some area. A time-domain signal x(t ) is transmitted to the surrounding en-
vironment for this. Considering a single point target with no velocity, for simplicity,
the TX signal is reflected from it and received as y(t ), which can be given as

y(t ) = h x(t −τ)+ n(t ). (2.1)

Here, h is the complex channel coefficient, τ is the two-way delay to the target, and
n(t ) is the noise signal at the RX. Sampling the RX signal at a frequency of Fs results

y[k] = h x[k − l ]+ n[k], (2.2)

where k is the sample index corresponding to the k th sampling instant tk =
k
Fs

and

l is the sample index corresponding to the delay as τ = l
Fs

. Here, it is assumed that

the delay is an integer multiple of the sampling time t = 1
Fs

. The RX samples in (2.2)
are next correlated with the TX samples as

R[a] =
K∑

k=−K

x[k]y∗[k−a] = h∗
K∑

k=−K

x[k]x∗[k− (a+ l )]+ h∗
K∑

k=−K

x[k]n∗[k−a],

(2.3)
where 2K+1 is the length of the time-domain sequence and a is the cross-correlation
lag. The power of the cross-correlation for different lags, i.e., |R[a]|2, are then plot-
ted as in Fig. 2.1. For any RX sample, only two outcomes are possible, i.e., either a
target is present or not. Therefore, the detection problem can be represented as [55]

H0 : A target is absent,

H1 : A target is present,
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Detection

Missed detection

False alarms

Figure 2.1 The output of the cross-correlation between TX and RX signals.

where H0 and H1 are the null and alternate hypotheses.
Next, a target detection is made for |R[a]|2 > Γ , while it is not detected for

|R[a]|2 ≤ Γ , where Γ represents the threshold. Due to noise and other imperfec-
tions evident in the TX and RX systems, it is sometimes possible for an actual target
to be undetected, termed as a missed detection. In addition, it is also possible for a
false target to be detected if it exceeds the threshold, which is termed a false alarm.
These different incidents are also depicted in Fig. 2.1.

In detecting for multiple instances, the probability density functions (PDFs) for
the null and alternate hypotheses can be plotted as in Fig. 2.2. Based on these, the
probability of false alarm and missed detection can be given separately as

PFA =
∫ Γmax

Γ
pH0
(|R[a]|2) d |R[a]|2, (2.4)

PMD =
∫ Γ
Γmin

pH1
(|R[a]|2) d |R[a]|2, (2.5)

where pH0
(|R[a]|2) and pH1

(|R[a]|2) are the PDFs of null and alternate hypotheses,
and Γmin and Γmax are the limits of integration. In addition, the probability of detec-
tion is given as PD = 1− PMD. The choice of Γ is thus important for sensing since
it defines these probabilities. From Fig. 2.2, increasing Γ would help in reducing
PFA, but at the cost of increased PMD. Decreasing Γ would also have a similar effect.
In radar literature, receiver operating characteristic (ROC) is an important concept.
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Figure 2.2 The PDFs of the null and alternate hypotheses and the areas corresponding to the missed

detection and false alarm probabilities. The area corresponding to the probability of detection

is the complement of the area corresponding to the probability of missed detection.

This is defined as the probability of detection as a function of the probability of false
alarm, for all considered threshold values Γ . Hence, a specific operating point in
ROC illustrates the trade-off between detection and false targets.

Signal-to-noise ratio Targets of the environment can be better detected if the RX
power of the reflected signal is high. The average RX power can be estimated through
the radar range equation [87]. Then, since the TX power of the signal is also known,
the RX SNR is generally used instead of the RX power of the signal, defined as

SNR=
σGTGRλ

2

PN(4π)3R4
, (2.6)

whereσ , GT, GR, and λ are the radar cross-section, gains of the TX and RX antennas,
and the wavelength, while PN and R are the noise power and the range to the target,
respectively.

Side-lobe and integrated side-lobe levels As shown in Fig. 2.3, SLL is defined as
the ratio between the energy of the second highest peak to that of the main-lobe.
Here, it is shown for the angular beampattern, but it can be defined for any other
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SLL

Main-lobe

Other side-lobes

Peak side-lobe

Figure 2.3 Illustration of a beampattern’s main-lobe, side-lobes, and SLL.

estimate, e.g., range or velocity. It is given as

SLL=

∫ θSLL,2

θSLL,1
h(θ)dθ∫ θmain,2

θmain,1
h(θ)dθ

, (2.7)

where θSLL,1+θSLL,2 and θmain,1+θmain,2 are the widths of the second highest peak
and main-lobe of the beampattern, and h(θ) is a non-negative vector corresponding
to the gains in the angular domain.

Similar to the SLL definition, another metric used is the ISL. Here, ISL is quanti-
fied as the energy of all the side-lobes to that of the main-lobe. It is given similar to
(2.7) as

ISL=

∫ θmain,1

−θmin
h(θ)dθ+

∫ θmax
θmain,2

h(θ)dθ∫ θmain,2

θmain,1
h(θ)dθ

, (2.8)

where −θmin and θmax are minimum and maximum values for the parameter.

Mutual information Although MI is generally used for communications, it is also
used in sensing [18]. It is shown in [115] that maximizing the MI for sensing mini-
mizes its minimum mean square error (MMSE). Generally, a TX signal x(t ) is trans-
mitted towards a target, and based on the RX signal y(t ), the target response h(t )
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needs to be estimated. Here, I (h(t ); y(t )|x(t )) is defined as the MI between h(t ) and
y(t )when x(t ) is known, and it denotes the extent to which radar processing can be
used to gain information about h(t ) [52, 90]. Hence, this metric is usually sought to
be maximized.

Ambiguity function The AF is another crucial metric for sensing purposes. The
two-dimensional AF is defined as [102]

� (Δτ,Δ fD) =
∫

x(t )x∗(t −Δτ)e j2πΔ fD t d t , (2.9)

where Δτ and Δ fD are the time delay and Doppler-shift differences between two
point targets. The AF is important because it defines the resolutions of the sensing
parameters [2]. The resolution means the minimum separation between two targets
so they can be detected as separate targets, for example, in range or velocity. When
the resolutions are very high, very closely situated targets can be detected, whereas
if they are low, both targets are observed as a single target. Therefore, in radar lit-
erature, the ideal shape of the AF is a thumbtack shape, having only a peak at the
origin, whereas everywhere else, it is near zero, i.e., low side-lobes [5].

Cramer–Rao lower bounds Once the targets are detected, further radar process-
ing can be applied to estimate their parameters, e.g., range and velocity. The estima-
tion process becomes more accurate as the error variance between the actual and the
estimated target parameters is minimized. The error variance can be given as

var(θ) =�{(θ− θ̂)2}, (2.10)

where θ and θ̂ are the actual and estimated target parameter values, var(·) is the vari-
ance operation, and �{·} is the expectation operation. In reality, it is difficult to ana-
lytically derive the error variance of a target parameter’s estimation process. There-
fore, this cannot be applied straightforwardly in an optimization problem. However,
the lower bound of the error variance of unbiased estimation of a target parameter
can be explicitly formulated, and it is defined as the CRLB, given as

var(θ)≥CRLB(θ). (2.11)
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Therefore, when the CRLB metric is used in the joint waveform design, it is generally
minimized, ensuring the lower bound of the error variance is minimized.

2.1.2 Communications Performance Metrics

Unlike sensing, a handful of parameters are used for communications, such as MI,
SNR, and PAPR. A communications system’s main objective is to maximize the
capacity of the communications user, i.e., how much information can be transmitted
per unit time interval reliably. For this reason, the communications performance in
JCAS waveform design is mainly evaluated through the capacity instead of the other
separate parameters.

For communications, a TX signal x(t ) is transmitted and received as y(t ), under
a communications channel h(t ). Generally, h(t ) is assumed to be known/estimated
using pilot symbols. In that case, the MI is defined as I (x(t ); y(t )|h(t )), and the
channel capacity is defined as the maximum value of this metric and given as [34]

Channel capacity= max
pX (x(t ))

�
I (x(t ); y(t )|h(t )) �, (2.12)

where pX (x(t )) is the probability distribution of x(t ).

2.1.3 Other Constraints

Apart from the communications-specific and sensing-specific performance metrics,
other constraints in the optimization problem are generally used to share the re-
sources between the communications and sensing functionalities. The resources are
mainly allocated between the time [111], frequency, i.e., bandwidth [22], space [46,
72], and code domains [53], as illustrated in Fig. 2.4. In doing so, the total TX power
is indirectly shared between the two. Thus, the performance trade-off between ei-
ther functionality depends upon this power allocation.

2.2 OFDM as a Joint Waveform

Although many waveforms can be used for JCAS, i.e., linear frequency-modulated
(LFM), frequency-modulated continuous wave (FMCW) [108], single-carrier wave-

17



2.2. OFDM as a Joint Waveform

Time

1  1  -1  1  -1  -1
-1  -1  1  1  -1  -1

MIMO
transceiver

(b) (c)

Communications

Radar

Frequency

(a)

Figure 2.4 Resource allocation in (a) time and frequency, (b) space, and (c) code domains.

form [118], and single-carrier frequency-domain equalization [39], OFDM is the
waveform of choice in most JCAS systems since it is used in modern communica-
tions systems such as in 4G and 5G. The main reason is that it gives good communi-
cations capacity compared to the other waveforms. Hence, this section first discusses
how OFDM is used for communications transmission and reception. Then, the ad-
vantages and disadvantages of OFDM as a JCAS waveform are discussed.

2.2.1 OFDM Communications

The OFDM waveform is defined in both time and frequency domains. It can be con-
sidered as a two-dimensional matrix: the rows contain the frequency resources, called
subcarriers, while the columns contain the time resources, the OFDM symbols, sim-
ilar to as depicted in Fig. 4.2 in Chapter 4. For communications, the transmission
and reception of OFDM waveforms are illustrated in Fig. 2.5.

First, the TX bits are modulated according to the required constellation map, e.g.,
quadrature amplitude modulation (QAM) or phase-shift keying (PSK), to generate
the TX frequency-domain symbols xn,m . Here, n denotes the subcarrier index and
m denotes the OFDM symbol index, with n ∈ [−N

2 , N
2 − 1] and m ∈ [−M

2 , M
2 − 1],

where N and M are the total number of subcarriers and OFDM symbols in the wave-
form. In addition, the separation between each subcarrier in the frequency domain
is represented byΔ f .

The frequency-domain symbols are then fed into a serial-to-parallel (S/P) con-
verter. An inverse fast Fourier transform (IFFT) is next applied to the parallel
frequency-domain symbols to obtain the time-domain samples for transmission. The
discrete time-domain samples are then obtained by parallel-to-serial (P/S) conversion
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Figure 2.5 The different blocks in the (a) transmission and (b) reception of OFDM waveforms.

and can be represented as

x[k] =

M
2 −1∑

m=−M
2

N
2 −1∑

n=−N
2

xn,m e j2πnΔ f (k−mL) p [k −mL] , (2.13)

where k is the time-domain sample index, p[k] is the time-domain sequence corre-
sponding to the pulse-shaping function, and L is the number of samples within a
particular OFDM symbol.

An important characteristic of OFDM transmission is cyclic prefix (CP) addi-
tion, which prevents inter-symbol interference (ISI). For this, a set of time-domain
samples at the end of a particular OFDM symbol is copied and added to the start
of that OFDM symbol, and it is called the CP. Finally, the CP-added discrete signal
is converted to the analog domain by using a digital-to-analog (D/A) converter and
transmitted as

x(t ) =

M
2 −1∑

m=−M
2

N
2 −1∑

n=−N
2

xn,m e j2πnΔ f (t−mTsym) p
�

t −mTsym

�
, (2.14)

where Tsym = Tu+TCP. Here, Tu is the useful time duration of the signal and given
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by Tu =
1
Δ f in OFDM processing. In addition, TCP is the duration of the CP. Similar

steps are performed on the RX side to obtain the RX frequency-domain symbols.

2.2.2 Advantages and Disadvantages of OFDM for JCAS

Due to OFDM resources being already defined in the time and frequency domains,
it naturally supports MIMO transmission since they can be spatially multiplexed
easily. Efficient channel equalization is another advantage of OFDM. This is because
the data modulated in a single subcarrier is assumed to undergo frequency-flat fading,
requiring only a multiplication by a single complex number for channel equalization.

Adding CP is necessary for communications, and the communications user dis-
cards the CP to obtain the RX frequency-domain symbols. However, for sensing,
since the time-domain OFDM signal consists of the useful signal and the CP, con-
ventional cross-correlation of the time-domain TX and RX signals would result in
ambiguities. These arise because the CP contains repeated time-domain samples of
some of the samples in the useful signal. However, for the delay corresponding to
the CP, it would mean that the corresponding target is situated at a far-away dis-
tance. Hence, although the CP would cause ambiguities, the RX power from the
target reflection would be low without affecting the radar processing drastically. In
fact, [109] discusses a method to remove the ambiguities corresponding to the CP.

Instead of time-domain radar processing for OFDM waveforms, nowadays,
frequency-domain processing is the preferred option [11]. The RX time-domain
signal is used to obtain the corresponding frequency-domain symbols using a similar
approach as in Fig. 2.5. These RX frequency-domain symbols are then correlated
with the corresponding TX frequency-domain symbols to obtain the radar channel.
Further processing is next applied to extract the different parameters of the targets
in the environment, e.g., range and velocity.

The OFDM waveform generally has noise-like properties due to many subcarri-
ers containing data symbols. Due to this reason, the OFDM waveform has an ideal
thumbtack shape in the two-dimensional ambiguity function consisting of the delay
and Doppler variables [63]. Therefore, the peak corresponding to a specific delay and
Doppler has a narrow main-lobe width with minimized side-lobes, for a sufficient
number of subcarriers and OFDM symbols. In fact, [79] depicts that the OFDM
waveform with arbitrary data symbols has almost two times lower main-lobe width
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Figure 2.6 The response of the PA with important parameters.

than the LFM chirp, indicating the superiority of range estimation of the OFDM
waveform. The OFDM waveform does not exhibit range-Doppler coupling com-
pared to LFM or FMCW. Hence, range and Doppler processing could be processed
independently from each other [108]. In contrast, due to range-Doppler coupling in
LFM or FMCW waveforms, the existence of a Doppler mismatch translates into an
error in the estimated range [88].

A major drawback of OFDM is having a high PAPR [83]. It is defined as

PAPR= 10 log10
max{|x[1]|2, · · · , |x[A]|2}

1
A
∑A

a=1 |x[a]|2
, (2.15)

where x[a] is the ath time-domain sample and A is the total number of time-domain
samples. High PAPR values affect the power amplification process in the trans-
mission. The conceptual amplitude response of a power amplifier (PA) is given in
Fig. 2.6. Here, the highest efficiency values are closer to the saturation point, be-
yond which the PA response becomes non-linear. However, operating the PA in the
non-linear region distorts the signal. Hence, the PA generally functions in the linear
region, and there is an inherent trade-off between linearity and efficiency. For a high
PAPR signal, the PA should operate with a large back-off value that determines how
far from the saturation point the PA functions, reducing its efficiency. Therefore,
the PAPR of the TX OFDM waveform should be reasonable to perform efficient
transmissions. Although there are many methods to reduce the PAPR of an OFDM
waveform [54], they are not in the scope of the thesis. However, one method used
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in Chapter 4 of the thesis is selective mapping (SLM) [62], where the TX OFDM
waveform is multiplied with sets of different random phases. For transmission, the
waveform with the minimum PAPR out of all possible waveforms is selected.

2.2.3 Single-Input Single-Output JCAS Systems

In SISO JCAS systems, the main idea of waveform optimization is to design the
joint waveform suitably for both functionalities. For instance, in [20], the OFDM
waveform is designed to maximize the probability of detection of sensing while con-
straining the probability of false alarm. Hence, this essentially controls the ROC of
sensing. For communications, the capacity is constrained to be above some thresh-
old. In addition, the total TX power of the system is also controlled. In the end, this
optimization allocates different powers to the individual subcarriers. To improve the
detection of sensing, the SINR of the RX signal can also be maximized, as used in [7]
and [8] by Aubry et al. There, the same frequency allocation is used for both com-
munications and sensing. The radar waveform is found through maximizing radar
SINR, subject to a few constraints. Apart from the usual TX power constraint, in-
terference to communications from radar waveform is also constrained. Moreover,
the radar waveform designed is made similar to a reference radar waveform known
already to have good radar performance, e.g., low SLL.

Another method used in optimizing the waveform is to maximize the MI of sens-
ing, as discussed in [19, 21, 22, 52, 123], which results in a trade-off between the
communications capacity and MMSE of sensing. Interestingly, in [22], the OFDM
subcarriers are divided between communications and radar sets, similar to the spec-
tral resource allocation in Chapter 4 of the thesis. Here, the two sets of subcarriers
are chosen based on the MI metric maximization. However, in practical communi-
cations systems, communications subcarriers are fixed, as decided by the scheduler
of the base station. In that case, the subcarriers that can be optimized for radar pur-
poses are what remain after communications subcarriers are decided, which is the
main idea behind the work in Chapter 4.

Researchers have also sought to improve the AF of sensing for OFDM waveforms
that provides better detection in both range and velocity domains. The work in [93]
designs the AF for OFDM waveforms that have a thumbtack shape through the use
of the AF synthesis method proposed by Sussman in [102]. Here, it is designed to
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minimize the error between the generated and desired thumbtack-shaped AFs, and
the solution results in the weights for the subcarriers of the OFDM waveform. A
similar approach is used in [94]. However, the authors only focus on a sub-region
around the origin of delay–Doppler domains in designing the AF that closely resem-
bles the desired AF. The reason for such an approach is that the delay and Doppler-
shift of targets far away from the origin are received with high attenuation. Thus,
their side-lobes are low, and the optimization does not need to consider those delays
and Doppler-shifts. The work in [44] focuses on improving the AF’s delay domain,
i.e., TX signal auto-correlation. First, the OFDM subcarriers are divided into two
groups: in-band, i.e., useful, and out-of-band (OOB), i.e., unwanted. For example,
in-band frequencies could be the spectrum dedicated for one user, while the OOB
frequencies are for another. It is vital for the first user not to transmit information
on the OOB frequencies as it might interfere with the other user. Hence, this article
maximizes the ratio between the power of in-band and OOB frequencies. In addi-
tion, the auto-correlation of the TX OFDM signal is made better by constraining it
to have a narrow main-lobe with reduced side-lobes. The PAPR of the waveform is
another metric that can be used for waveform design. For instance, [96] discusses
the trade-off between PAPR minimization and side-lobe increase of the AF of the
waveform.

Minimizing the CRLBs of sensing estimates for joint waveform design is inves-
tigated in [23]. Here, the CRLB of the delay estimate is minimized for an OFDM
waveform, subject to a power constraint and communications capacity constraint.
The waveform optimization discussed in Chapter 4 is also based on CRLB mini-
mization. However, unlike in [23], CRLBs of delay and Doppler-shift estimates are
jointly minimized here in the thesis while also considering standard-compliant 5G
OFDM waveforms. Similar to the communications rate, Chiriyath et al. have de-
fined an estimation rate for target tracking scenarios [31]. For those scenarios, the
radar usually predicts the target’s parameters, e.g., range, velocity, and angle, based
on prior information. Hence, the estimation rate indicates the amount of informa-
tion about the target once this predicted amount is subtracted from the RX signal,
similar to the MI metric. The joint waveform is designed here by considering both
the estimation rate and communications rate [32].
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2.3 Multiple-Input Multiple-Output Systems

This section overviews the concept of MIMO arrays and discusses different MIMO
architectures. Then, the advantages of using MIMO arrays for communications and
sensing are investigated, leading to MIMO JCAS systems.

Wireless communications systems operate in the mm-wave frequencies due to the
untapped spectrum opportunities [85]. Further research considers extending these
frequencies even beyond, e.g., terahertz frequencies [86]. This resulted in the us-
age of MIMO arrays, and even massive-MIMO arrays, with a very high number of
antennas [61]. Since each antenna element’s beampattern can be controlled sepa-
rately, MIMO arrays provide flexibility to control the beampattern of many anten-
nas. Therefore, the beams in MIMO arrays’ antenna pattern can be narrow, focusing
energy only on the intended directions. This is especially useful in these carrier fre-
quencies due to their high attenuation.

2.3.1 MIMO Communications

For communications, the ability of MIMO arrays to beamform users’ signals in their
directions improves the QoS since most of the TX energy can be received by the
users’ RX antennas, which would otherwise be transmitted in unwanted directions.
This is quite helpful in increasing the spatial diversity of line-of-sight communica-
tions channels. In addition, if there is rich scattering in the communications chan-
nel, multiple TX streams can be transmitted in parallel, i.e., spatial multiplexing.
Therefore, using MIMO arrays, in the end, provides high capacities to the users.

An important concept in MIMO communications is intra-user and inter-user in-
terference. The former is visible when multiple TX streams are used for each user,
which is usually true in MIMO systems. Here, a user’s TX stream interferes with
its other TX streams. In contrast, in the latter, streams of one user interfere with
other users’ streams. Hence, TX precoding and RX combining must be performed
optimally to cancel the interference [9]. They are designed either by minimizing the
TX power for a fixed QoS or vice versa [99].

Three different architectures are used for the MIMO arrays in communications
systems, as illustrated in Fig. 2.7. First, fully-analog architecture, contains only ana-
log beamforming [49]. All the antennas are connected to a single RF chain, and only
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a single TX stream can be used with this architecture, thereby being unable to pro-
vide multi-stream communications with different users. The analog beamforming
is achieved by modifying the weights of the phase shifters, which generally consist
of only phases, whereas the amplitudes are considered fixed. Hence, it is difficult to
fine-tune the beams as required since the phases are also usually quantized [49]. As a
result, the beampattern generally has a wide main-beam and is not entirely focused
on a particular direction. However, the fully-analog beamforming is less costly. Sec-
ond, fully-digital architecture, in contrast, has only digital beamforming that can
modify both amplitudes and phases digitally. Hence, in this beamforming architec-
ture, the beampattern can be narrower than in the fully-analog architecture. This
architecture also supports multi-stream communications. However, since each an-
tenna is connected to an RF chain, the implementation cost increases, which is the
main drawback of this architecture. As a compromise between the fully-digital and
fully-analog architectures, hybrid analog–digital architectures came into being [6,
9]. Here, both analog and digital beamforming are present, and this architecture is
mainly used in the thesis. Hybrid arrays are primarily used due to their flexibility
in choosing between cost and performance.

Conventionally, in the hybrid architecture, the analog beamforming only con-
sisted of phase shifters. Although they reduce the hardware complexity, the related
optimization problem to find the phases that result in the desired beampattern is
quite complicated and cannot be implemented in a real-time scenario [98]. Due to
this reason, both amplitudes and phases of the elements of the RF beamforming are
controlled [78]. Moreover, it has been shown that such a system can be implemented
even at mm-wave frequencies, having a good accuracy, low cost, and complexity [28,
81]. Hence, in the thesis, both amplitudes and phases of analog beamforming are
controlled. As shown in [14], this also allows for the improvement of the beampat-
tern compared to the RF beamforming, where only the phases are controlled.

2.3.2 MIMO Radar

Radar processing using MIMO arrays is done through the MIMO radar, which is
generally a fully-digital architecture, for both TX and RX sides. The most basic
definition of a MIMO radar is having multiple TX and RX antennas, where different
waveforms can be transmitted from the different TX antennas [65]. There are two
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Figure 2.7 Three different architectures for MIMO arrays with (a) fully-analog, (b) fully-digital, and (c)

hybrid analog–digital architectures.

main types of MIMO radar, coherent MIMO radar and statistical MIMO radar [24],
as depicted in Fig. 2.8. In the former, the antenna elements in the TX and RX are
placed closer to each other, with the conventional half-wavelength, i.e., λ2 , distance.
As a result, the radar channel between each TX and RX antenna is essentially the
same, but with a phase-shift relative to their position in the antenna array [17, 25,
89]. Typically, orthogonal waveforms are transmitted from the antenna elements,
helping to formulate an RX virtual array where its number of elements corresponds
to the product of the number of elements in the real TX and RX arrays, facilitating
MIMO radar processing [35].

In contrast, in the latter MIMO radar, the antenna elements are placed far away in
the TX, and the radar channel between each antenna pair is considered independent
[40, 41]. The element spacing between the TX antenna elements is much higher
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than the λ2 distance, while the separation in the RX side remains to be λ2 [97], as
depicted in Fig. 2.8(b). A statistical MIMO radar can capture the spatial properties
of a target, e.g., an extended target, when compared to that of a coherent MIMO
radar, where the target is considered a point target [40]. In addition, the performance
of the MIMO radar is improved by ensuring the signals from different TX antenna
elements are independent to each other [29].

A MIMO radar can provide many benefits for sensing. Since a slight variation
in angle can be detected due to multiple antennas, the resolution of angle estima-
tion is increased [17, 89, 97, 113]. By transmitting independent waveforms from the
MIMO radar’s TX antennas, each waveform traverses different paths to the different
targets in the environment. As such, the received signals from the different targets
are also independent to each other, improving the parameter identifiability [112],
i.e., the total number of targets that can be detected uniquely [65]. In addition, [48]
discusses a scenario where the MIMO radar is utilized to detect slowly moving tar-
gets through processing reflections received from multiple directions. Moreover, for
an extended target comprising of a complex shape, being able to illuminate it from
multiple directions allows improvement in the sensing performance since a differ-
ent set of information can be gathered for each direction, i.e., spatial diversity [40],
increasing probability of detection.

In the thesis, radar tasks are performed from the perspective of a MIMO com-
munications transceiver. It is therefore assumed that the antenna element spacing in
the MIMO TX and RX is the same half-wavelength distance. As such, the coherent
MIMO radar model is used in the thesis.

An important parameter estimated using MIMO radars is the angle of a target
w.r.t. either the TX or RX array, where MUltiple SIgnal Classification (MUSIC) is
one algorithm used for the task [92]. It is briefly discussed here since it is used in the
later chapters. The RX signal model for a general MIMO array is given by

y(t ) = Fx(t )+n(t ), (2.16)

where y(t ), x(t ), and n(t ) are the vector of time-domain samples at the L RX an-
tennas, vector of K TX time-domain samples, and the vector of noise samples, re-
spectively. In addition, the size of x(t ) corresponds to the number of targets in the
environment. The size of F is given by L×K , and it contains the K steering vec-
tors corresponding to each target as columns. The covariance matrix of y(t ) is then
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calculated as

Ry =�{y(t )yH (t )}= F�{x(t )xH (t )}FH +σ2I= FRxFH +σ2I, (2.17)

where it is assumed that x(t ) and n(t ) are uncorrelated. Here, σ2 is the noise vari-
ance, I denotes an identity matrix, and Rx is the covariance matrix of the TX samples.

The rank of the first term in the right side of (2.17), i.e., FRxFH , is given by
K . Hence, it contains K eigenvectors corresponding to non-zero eigenvalues while
L−K eigenvectors of zero eigenvalues. Further, the null sub-space can be denoted
as Γ = [γ 1, · · · ,γ L−K], where each column of Γ represents an eigenvector of zero
eigenvalue. Similarly, eigenvectors corresponding to the non-zero eigenvalues can
be stacked column-wise to obtain the signal sub-space as Υ = [υ1, · · · ,υK]. Denoting
the eigenvector of the l th zero eigenvalue as γ l , it can be written that

FRxFHγ l = 0, (2.18)

due to γ l being in the null sub-space. Here, 0 is the zero vector. The equation in
(2.18) can be rearranged as

(FHγ l )
H Rx (F

Hγ l ) = 0, (2.19)

denoting a quadratic form. Hence, FHγ l = 0, and the steering vectors are orthog-
onal to the null sub-space. However, in practice, what can be calculated is not the
product FRxFH in (2.17), but once the noise is added to it. Next, multiplying Ry by
γ l results in

Ryγ l = FRxFHγ l +σ
2Iγ l = σ

2γ l , (2.20)

where FRxFHγ l = 0 because of (2.18). Similarly, multiplying Ry by υl results in

Ryυl = FRxFHυl +σ
2Iυl = (σ

2
l +σ

2)υl , (2.21)

where υl is the eigenvector of the l th non-zero eigenvalue of Υ .
Comparing between (2.20) and (2.21) shows that the eigenvectors of Ry corre-

sponding to the L − K lowest eigenvalues are the same as the eigenvectors corre-
sponding to the zero eigenvalues in FRxFH in (2.17). Therefore, the angles of the
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targets can be found by first taking the eigendecomposition of Ry to find the eigen-
vectors corresponding to the L−K lowest eigenvalues, i.e., Γ . Secondly, the MUSIC
pseudo-spectrum is constructed as

P (θ) =
1

aH (θ)Γ ΓH a(θ)
, (2.22)

where a(θ) is the steering vector at angle θ. For any angle θ that corresponds to
the actual angle of the target, P (θ) will ideally be infinite since the steering vector
at that angle is orthogonal to the null sub-space. However, due to noise and other
imperfections, the peaks will be finite, and the K highest peaks correspond to the
angles of the targets.

2.3.3 Multiple-Input Multiple-Output JCAS Systems

The MIMO arrays are helpful for both communications and sensing functionalities.
Hence, the natural step is to combine them, resulting in MIMO JCAS systems [27,
56, 82, 107]. Unlike in SISO JCAS systems, the system must be optimized in the
spatial domain. Hence, apart from the transmitted information-bearing signal, e.g.,
OFDM, the beamforming/precoding should also be optimally designed to construct
the beams used for JCAS operations. Typically, the term ‘waveform’ in MIMO sys-
tems denotes the combination between the precoding and the data stream. In MIMO
JCAS systems, precoding for communications is performed to focus the beams in the
users’ directions to minimize the energy transmitted in other directions. In contrast,
for sensing, the beams would ideally be needed to be omnidirectional to ‘view’ the
whole environment. For instance, [58, 59] discuss designing the TX precoding and
RX combining to address this issue. The authors propose to transmit a portion of
the TX power towards the communications users, i.e., main-lobe, while the remain-
ing power is transmitted uniformly across the angular domain, i.e., side-lobes, apart
from the users’ directions. Hence, the field of view of sensing is widened, improving
the detection of targets at the cost of a reduced communications rate.

Although sensing can still be performed using the beams used for communica-
tions, the sensing directions are then restricted to be the same as those used for com-
munications. In this regard, an important concept is the design of multiple spatial
beams (multi-beams) for the two operations [14, 73, 74, 119]. Hence, there are ded-
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icated beams for communications, while sensing beams periodically scan the envi-
ronment, thereby scanning the whole angular domain. For example, Luo et al. in
[74] design the two beams separately for communications and sensing. For this,
the beampatterns are designed by minimizing the error between the required beam-
pattern and some desired beampattern. Once the different beams are designed for
the two functionalities, the total beampattern is obtained through their weighted
summation. Power scaling is also performed depending on the required trade-off be-
tween the two functionalities [75]. Separate beams could be designed based on the
spatial matched-filter, as done in [80]. The multi-beams can also be designed through
an explicit optimization problem. For instance, in [119], the joint TX beampattern
is designed by minimizing the error between the required and desired beampatterns.

The works in [68, 69, 105] design the joint MIMO waveform by minimizing the
CRLBs of the estimation parameters while constraining the users’ SINR to be above
some threshold, while in [114], the communications capacity is constrained. In [3,
64], the precoding design for communications and sensing is performed by maxi-
mizing the SINR of the RX radar signal while having power and communications
rate constraints. Some have also designed the MIMO waveform by maximizing the
MI for communications and sensing [36, 95, 116, 117]. Moreover, Liu et al. in [71]
obtain the waveform by minimizing the weighted summation between the ISL of the
range side-lobes, multi-user interference, and the error between the generated wave-
form and some desired waveform. The authors in [10] design the precoding jointly
with the scheduling of user resources. This is useful in MIMO systems since the in-
terference between different users is a function of which resources are allocated to
the different users, i.e., scheduling, as well as precoding. In radar literature, ‘clutter’
is the set of unwanted targets in the environment [87]. For example, trees and build-
ings in an urban environment can be the clutter for a vehicular sensing application.
The MIMO waveform can also be designed by minimizing the reflections from the
clutter, as done in [37], while improving the SNR for communications.
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3
System Models for

Joint Communications and Sensing

This chapter presents the general system model used for joint communications and
sensing (JCAS) throughout the thesis.1 It first discusses the leveraging of a multiple-
input multiple-output (MIMO) communications transceiver (TRX), e.g., a 5G base
station (BS), to perform also sensing. Next, the receive (RX) signal models for com-
munications and sensing are derived. The transmit (TX) precoding and RX combin-
ing required to facilitate effective JCAS are then discussed for two different scenar-
ios: when the communications users are in line-of-sight (LoS) and non-LoS (NLoS)
conditions w.r.t. the MIMO TRX, respectively. Moreover, only communications
streams illuminate the radar targets in the first scenario. In contrast, both commu-
nications and separate radar streams are used for target illumination in the second
scenario. Finally, this chapter concludes with some TX and RX beampatterns for
the considered scenarios.

3.1 Signal Model

Figure 3.1 depicts the general system model of the MIMO JCAS system, where the
communications BS also acts as a radar TRX. It has a hybrid beamforming architec-
ture, with LT antennas and LRF

T radio-frequency (RF) chains on the TX side, while
the MIMO RX has LR,r RX antennas and LRF

R,r RF chains. The TX streams xn,m

1This chapter consists mainly of the works presented in [P4], [P5], and [P6].
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Figure 3.1 The MIMO JCAS system, where the communications TRX is leveraged for sensing purposes.

A joint TX waveform is used for both purposes. Each set of colored lines within WRF
T,m and

WRF
R,r,m denotes the antenna elements connected to a particular RF chain. Lines outside the

joint communications and sensing MIMO TRX represent the TX, RX, and scattered signals.

consist of separate communications and radar streams, denoted as xc,n,m and xr,n,m ,
respectively. The communications streams are transmitted at Uc communications
user directions while sensing streams are transmitted at Ur radar directions at the
radar targets. The communications users’ channels can either be LoS or NLoS.

Each TX stream is an OFDM waveform with N active subcarriers and M OFDM
symbols, having a subcarrier spacing of Δ f . Assuming the u th communications
user has Sc,u TX streams, frequency-domain symbols of all users for the nth subcar-
rier and the mth OFDM symbol are given by xc,n,m = [x

T
c,n,m,1, . . . ,xT

c,n,m,Uc
]T , with

n ∈ [1,N ] and m ∈ [1, M ], and u ∈ [1, Uc], where xc,n,m is of size Sc × 1 and Sc =∑Uc
u=1 Sc,u . Similarly, the radar streams are given by xr,n,m = [x

T
r,n,m,1, . . . ,xT

r,n,m,Ur
]T ,

which is of size Sr× 1. Then, the combination of both types of streams is given by
xn,m = [x

T
c,n,m ,xT

r,n,m]
T , which is of size S×1, where S = Sc+Sr. The instantaneous

TX powers for communications and sensing streams are given by

Pc =
M∑

m=1

N∑
n=1

Sc∑
s=1
|xn,m,s |2 and Pr =

M∑
m=1

N∑
n=1

S∑
s=Sc+1

|xn,m,s |2, (3.1)

where (xn,m)s = xn,m,s represents the s th element of xn,m , while Pt = Pc+Pr denotes
the total instantaneous TX power of the streams.

34



3.1. Signal Model

The communications streams have their baseband (BB) beamformer WBB
T,c,n,m ,

while radar streams have their own, WBB
T,r,n,m , which are of sizes LRF

T ×Sc and LRF
T ×Sr,

respectively. They can be combined to formulate a single BB beamformer as

WBB
T,n,m = [W

BB
T,c,n,m ,WBB

T,r,n,m], (3.2)

which is a matrix of size LRF
T ×S. Both of these beamformers are frequency-dependent,

or they are separately designed for each OFDM subcarrier. Further, WBB
T,c,n,m con-

sists of the BB precoders of all users as

WBB
T,c,n,m = [W

BB
T,c,n,1, . . . ,WBB

T,c,n,Uc
]. (3.3)

Both the RF beamformers, i.e., MIMO TX and RX, are frequency-independent and
common to all subcarriers. They are denoted by WRF

T,m and WRF
R,r,m , which have sizes

LT×LRF
T and LR,r×LRF

R,r, respectively. Therefore, the TX frequency-domain symbols
at the antenna elements x̃n,m are given by

x̃n,m =WRF
T,mWBB

T,n,m︸ ︷︷ ︸
WT,n,m

xn,m , (3.4)

where it is of size LT× 1, and WT,n,m can also alternatively be written as

WT,n,m =
�
WRF

T,mWBB
T,c,n,m ,WRF

T,mWBB
T,r,n,m

�
, (3.5)

where it is a combination of communications and radar precoding.

3.1.1 RX Signal for Sensing

Denoting x̃(t ) as the equivalent continuous-time TX signal of x̃n,m , once transmit-
ted, it is reflected from the targets in the environment and received at the MIMO RX
as ỹ(t ). This can be written as

ỹ(t ) =
Kt∑

k=1

bkaR(θk )a
H
T (θk )x̃(t −τk )e

j2π fD,k t + ṽ(t ), (3.6)
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3.1. Signal Model

where Kt is the number of point targets, bk , τk , and fD,k are the complex attenuation
constant, two-way delay and Doppler-shift of the k th target, respectively. The angles
of departure and arrival of the k th target are given by θk , assuming that the MIMO
TX and RX are situated close to each other and targets are in the far field. In addition,
the RX and TX steering vectors are given by aR(θk ) and aT(θk ), respectively. The
time-domain noise vector is denoted by ṽ(t ). For a uniform linear array with half-
wavelength spacing, the steering vector for an angle θ is given by

an(θ) =
�
1, e jπ

λ
λn

sin (θ), . . . , e jπ(L−1) λλn
sin (θ)
�T

=
�
1, e jπ

fc+nΔ f
fc

sin (θ), . . . , e jπ(L−1) fc+nΔ f
fc

sin (θ)
�T

a(θ)≈ �1, e jπ sin (θ), . . . , e jπ(L−1) sin (θ)
�T

, (3.7)

where fc is the carrier frequency, and λ and λn are the wavelengths of fc and nth

subcarrier frequency. In the thesis, it is assumed that fc+nΔ f
fc
≈ 1, i.e., bandwidth

w.r.t. the carrier frequency is not high. Under this assumption, (3.7) shows that the
steering vectors become frequency independent.

As denoted in (2.6), reflected power from a target depends on its radar cross-
section (RCS), which is generally defined according to the Swerling model [88]. De-
pending on how complex the target is, it can be represented as a collection of different
scatterers. The Swerling model accounts for the fluctuations of the target reflections
from these scatterers. Throughout the thesis, a Swerling 0 model is adopted, which
means that point targets are considered with non-fluctuating RCSs.

Next, sampling the time-domain signals in (3.6), and applying the discrete Fourier
transform (DFT) results in the frequency-domain representation as

ỹn,m =
Kt∑

k=1

bk e− j2πnΔ f τk e j2πm
fD,k
Δ f aR(θk )a

H
T (θk )x̃n,m + ṽn,m , (3.8)

where the RX symbols’ vector ỹn,m and the noise vector ṽn,m are of size LR,r × 1.
Converting (3.8) to matrix form by applying combining at the MIMO RX gives

yn,m = (W
RF
R,r,m)

H AR(θ)Hr,n,mAH
T (θ)W

RF
T,mWBB

T,n,m︸ ︷︷ ︸
Hn,m

xn,m + vn,m , (3.9)
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3.1. Signal Model

where θ= [θ1, . . . ,θKt
]T contains all targets’ directions, and the steering vectors for

the Kt targets are stacked for the RX and TX as AR(θ) = [aR(θ1), . . . ,aR(θKt
)] and

AT(θ) = [aT(θ1), . . . ,aT(θKt
)], where they are of sizes LR,r×Kt and LT×Kt, respec-

tively. The radar channel is represented by Hr,n,m and it is a Kt×Kt diagonal matrix,

with the k th diagonal element given by (Hr,n,m)k ,k = bk e− j2πnΔ f τk e j2πm
fD,k
Δ f . The

RX BB symbols and noise samples are given by yn,m and vn,m , of size LRF
R,r × 1. In

addition, vn,m = (W
RF
R,r,m)

H ṽn,m . The variable Hn,m represents the effective radar
channel between the TX streams and RX BB symbols and is of size LRF

R,r× S.
The RX BB frequency-domain symbols in (3.9) can be written alternatively by

considering the different TX streams and their radar channels as

yn,m =
�

xn,m,1I, . . . , xn,m,SI
�︸ ︷︷ ︸

Xn,m

�
hT

n,m,1, . . . ,hT
n,m,S
�T︸ ︷︷ ︸

hn,m

+vn,m , (3.10)

where I is the LRF
R,r × LRF

R,r identity matrix, Xn,m contains the TX symbols for the
different streams of size LRF

R,r×(LRF
R,r ·S), and hn,m contains channels for different TX

streams and is a vector of size (LRF
R,r · S)× 1. In addition, hn,m,s = (Hn,m)s contains

s th streams’s radar channel given by the s th column of Hn,m , and is represented as

hn,m,s = (W
RF
R,r,m)

H AR(θ)Hr,n,mAH
T (θ)W

RF
T,m(W

BB
T,n,m)s . (3.11)

By considering multiple OFDM symbols, (3.10) can be rewritten as⎡
⎢⎢⎢⎢⎢⎢⎢⎣

yn,1

yn,2
...

yn,M

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
yn

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Xn,1 0 . . . 0

0 Xn,2 . . . 0
...

...
...

...

0 0 . . . Xn,M

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
Xn

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

hn,1

hn,2
...

hn,M

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
hn

+vn . (3.12)

This expression is later used in Chapter 5 for MIMO radar processing.
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3.1. Signal Model

3.1.2 RX Signal for Communications

The RX frequency-domain symbols at the u th communications user with LR,c,u an-
tennas can be given using (3.4) and (3.5) as

ỹc,n,m,u =Hc,n,m,uWRF
T,mWBB

T,c,n,m,uxc,n,m,u

+Hc,n,m,uWRF
T,m

Uc∑
u ′=1,u ′ �=u

WBB
T,c,n,m,u ′xc,n,m,u ′

+Hc,n,m,uWRF
T,mWBB

T,r,n,mxr,n,m + ṽc,n,m,u . (3.13)

The first term represents the RX signal due to u th user’s TX streams, whereas the
second and third terms are the inter-user and radar–communications interference,
respectively. The RX symbols’ vector ỹc,n,m,u and ṽc,n,m,u are of size LR,c,u × 1,
Hc,n,m,u represents the communications channel between MIMO TX antennas and
u th user’s RX antennas for the nth subcarrier and mth OFDM symbol, and is of size
LR,c,u × LT. Further, Hc,n,m,u can be written similar to (3.8) as

Hc,n,m,u =
Kc,u∑
k=1

bc,u,k e− j2πnΔ f τc,u,k e j2πm
fc,D,u,k
Δ f aR,u (θ

′
c,u,k )a

H
T (θc,u,k ), (3.14)

where the total number of scatterers considered for the u th user is given by Kc,u . The
variables bc,u,k , τc,u,k , and fc,D,u,k denote the attenuation constant, one-way delay
and Doppler-shift of the k th scatterer, respectively. The angle of the k th scatterer
w.r.t. the MIMO TX and RX are given by θc,u,k and θ′c,u,k . Applying combining,
RX BB symbols can be represented as

yc,n,m,u = (WR,c,n,m,u )
H Hc,n,m,uWRF

T,mWBB
T,c,n,m,uxc,n,m,u

+ (WR,c,n,m,u )
H Hc,n,m,uWRF

T,m

Uc∑
u ′=1,u ′ �=u

WBB
T,c,n,m,u ′xc,n,m,u ′

+ (WR,c,n,m,u )
H Hc,n,m,uWRF

T,mWBB
T,r,n,mxr,n,m + vc,n,m,u (3.15)

=Gc,n,m,uWBB
T,c,n,m,uxc,n,m,u +Gc,n,m,u

Uc∑
u ′=1,u ′ �=u

WBB
T,c,n,m,u ′xc,n,m,u ′

+Gc,n,m,uWBB
T,r,n,mxr,n,m + vc,n,m,u , (3.16)
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3.1. Signal Model

where Gc,n,m,u = (WR,c,n,m,u )
H Hc,n,m,uWRF

T,m , WR,c,n,m,u is the u th user’s combiner
of size LR,c,u × Sc,u , and yc,n,m,u and vc,n,m,u are vectors of size Sc,u × 1, represent-
ing the RX BB symbols and noise samples, respectively. In addition, vc,n,m,u =
(WR,c,n,m,u )

H ṽc,n,m,u . Radar–communications interference, and inter-user and intra-
user interference are canceled by optimizing the TX precoders and RX combiners,
as thoroughly discussed in Section 3.3.

The multi-user model containing RX BB symbols of all users can be written using
(3.15) as

yc,n,m = (WR,c,n,m)
H Hc,n,mWRF

T,mWBB
T,c,n,mxc,n,m

+ (WR,c,n,m)
H Hc,n,mWRF

T,mWBB
T,r,n,mxr,n,m + vc,n,m , (3.17)

where the first term of (3.17) includes the first two terms of (3.15). The RX combiner
for all users is given as

WR,c,n,m =

⎡
⎢⎢⎢⎣

WR,c,n,1 . . . 0
...

...
...

0 . . . WR,c,n,Uc

⎤
⎥⎥⎥⎦ , (3.18)

which is a matrix of size LR,c× Sc, with LR,c =
∑Uc

u=1 LR,c,u . In addition, Hc,n,m =
[HT

c,n,1, . . . ,HT
c,n,Uc

]T contains the communications channels of all users, which is of
size LR,c× LT.

To evaluate the channel capacity of the u th user, covariance matrices of the differ-
ent terms in (3.16) need to be calculated. They are given respectively for the signal-
of-interest (SOI), inter-user interference, and radar–communications interference as

RSOI,n,m,u =Gc,n,m,uWBB
T,c,n,m,u�{xc,n,m,uxH

c,n,m,u}(WBB
T,c,n,m,u )

H GH
c,n,m,u , (3.19)

Rint,c,n,m,u =Gc,n,m,u�
�� Uc∑

u ′=1,u ′ �=u

WBB
TX,c,n,m,u ′xc,n,m,u ′

�

·
� Uc∑

u ′=1,u ′ �=u

WBB
TX,c,n,m,u ′xc,n,m,u ′

�H�
GH

c,n,m,u , (3.20)

Rint,r,n,m,u =Gc,n,m,uWBB
T,r,n,m�{xr,n,mxH

r,n,m}(WBB
T,r,n,m)

H GH
c,n,m,u . (3.21)
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Next, channel capacity for all communications users for a given channel realiza-
tion can be represented as

ζint,c =
Uc∑

u=1

M∑
m=1

N∑
n=1

log2 det
�
I+
�
Rint,c,n,m,u +Rint,r,n,m,u +σ

2
uI
�−1RSOI,n,m,u

�
,

(3.22)

where σ2
u is the noise variance at the u th user. When JCAS is not performed, but

only communications, channel capacity for all users can be written as

ζ̄ c =
Uc∑

u=1

M∑
m=1

N∑
n=1

log2 det
�
I+
�
R̄int,c,n,m,u +σ

2
uI
�−1R̄SOI,n,m,u

�
, (3.23)

where R̄int,c,n,m,u and R̄SOI,n,m,u are similar covariance matrices for inter-user inter-
ference and SOI when only communications is performed, respectively.

Finally, Table 3.1 lists the main parameters of the system model, while Table 3.2
lists the important vectors and matrices used throughout the thesis.

3.2 Considered MIMO JCAS Systems

This section discusses two different scenarios considered for JCAS in the thesis. The
main differences between them are illustrated in Fig. 3.3, whereas other parts are the
same in both cases, as in Fig. 3.1. Moreover, these differences are also summarized
in Table 3.3 for clarity.

In the first scenario LoS with no radar streams, communications users are in LoS
w.r.t. the MIMO TRX. There are no separate radar streams, but the communica-
tions streams are also transmitted in the radar directions. Hence, there is no radar–
communications interference, and since there is only a single stream per user, only
inter-user interference needs to be canceled. Due to the existence of a single TX
stream per user, only a single RX antenna is considered for each user, and hence no
RX combiner is needed. Moreover, the beamforming matrices are the same for all
subcarriers and OFDM symbols, i.e., frequency/time-independent.

In the second scenario NLoS with radar streams, communications users are in
NLoS conditions with a dominant LoS path. In this scenario, as illustrated in Fig.
3.2, scatterers can be surrounding a particular user, directly behind the user, or an-
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3.2. Considered MIMO JCAS Systems

Table 3.1 General parameters

Parameter Definition

Uc Number of communications users

Ur Number of sensing beams

LT Number of antenna elements of MIMO TX

LRF
T Number of RF chains of MIMO TX

LR,r Number of antenna elements of MIMO RX

LRF
R,r Number of RF chains of MIMO RX

M Number of OFDM symbols in one TX stream

N Number of active subcarriers in one TX stream

Δ f Subcarrier spacing

Sc,u Number of TX streams of u th user

Sc Total number of communications streams

Sr Total number of radar streams

S Total number of streams

Kt Number of point targets

gled to the user when the direct LoS direction is blocked, e.g., due to a building or
trees. In all of these cases, the user is in NLoS conditions. However, in practice, the
TRX has some directional information about the user to perform precoding, as it
wastes energy to transmit the communications streams randomly in all directions.
Therefore, it can be assumed that the TRX knows each user’s dominant/best direc-
tion. This direction could be the actual angle between the user and the TRX, for
example, in Figs. 3.2(a) and 3.2(b), but it does not necessarily mean that the user is
in LoS condition.

In NLoS with radar streams scenario, separate radar streams are transmitted in
radar directions, apart from the communications streams transmitted in the users’
directions. All three types of interference exist, i.e., inter-user, intra-user, and radar–
communications, and must be canceled. Each communications user is assumed to
have more than one antenna, also having a hybrid RX combiner. Further, all beam-
forming matrices are considered to be time-dependent, while the BB beamforming
matrices and communications users’ RX combiners are frequency-dependent.
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3.3. Beamforming Design

Table 3.2 System model variables

Variable Definition Size

xc,n,m TX communications streams’ symbols Sc× 1

xr,n,m TX sensing streams’ symbols Sr× 1

xn,m All TX streams’ symbols S × 1

x̃n,m Samples at MIMO TX antennas LT× 1

yn,m Baseband streams’ symbols at MIMO RX LRF
R,r× 1

ỹn,m Samples at MIMO RX antennas LR,r× 1

yc,n,m RX streams’ symbols of all users Sc× 1

WBB
T,c,n,m TX baseband weights for communications LRF

T × Sc

WBB
T,r,n,m TX baseband weights for radar LRF

T × Sr

WBB
T,n,m Total TX baseband weights LRF

T × S

WRF
T,m RF weights of MIMO TX LT× LRF

T

WT,n,m Total TX precoder weights LT× S

WRF
R,r,m RF weights of MIMO RX LR,r× LRF

R,r

WR,c,n,m,u RX combiner of u th user LR,c,u × Sc,u

WR,c,n,m RX combiner of all users LR,c× Sc

ATX(θ) TX steering vectors for all targets LT×Kt

AR(θ) RX steering vectors for all targets LR,r×Kt

Hr,n,m Radar channel Kt×Kt

Hn,m Effective radar channel LRF
R,r× S

Hc,n,m,u Communications channel for u th user LR,c,u × LT

Hc,n,m Communications channel for all users LR,c× LT

3.3 Beamforming Design

A hybrid analog–digital MIMO TRX is considered, where the TX and RX RF beam-
formers are partially connected, where a subset of antennas is connected to an RF
chain, as in Fig. 3.3.
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3.3. Beamforming Design

(a) Surrounding the user (b) Directly behind the user (c) Angled to the user with direct
LoS direction blocked

Figure 3.2 Scatterer locations w.r.t. a particular communications user.
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(b) NLoS with radar streams

Figure 3.3 The main differences between the two considered MIMO JCAS systems, with LoS and NLoS

conditions.

3.3.1 Receive Radio-Frequency Beamforming

The MIMO RX’s RF weights are designed to receive the reflections from the radar
directions. Considering the NLoS scenario, dominant LoS directions of the users
for the mth OFDM symbol can be denoted by θc,m = [θc,m,1, . . . ,θc,m,Uc

]T while
radar directions as θr,m = [θr,m,1, . . . ,θr,m,Ur

]. All these angles can be combined as

θT,m = [θ
T
c,m ,θT

r,m]
T . (3.24)

43



3.3. Beamforming Design

Table 3.3 Differences between the two beamforming scenarios

Difference LoS scenario NLoS scenario

Communications channels LoS NLoS

TX RF beamformer design Numerical optimization Analytical

Time-varying beamforming matrices No Yes

Frequency-dependent BB weights No Yes

Separate radar streams No Yes

Sc,u 1 > 1

LR,c,u 1 > 1

Communication users’ combiners No Yes

Then, weights corresponding to the l th
R RF chain, mth OFDM symbol, and radar

direction u ′ are given by

wRF
R,r,lR,m,u ′ =

a∗R,lR
(θr,m,u ′)

‖aR,lR
(θr,m,u ′)‖ , (3.25)

where lR ∈ [1, LRF
R,r], while aR,lR

(θr,m,u ′) is the RX steering vector for the l th
R RF

chain, and ‖ · ‖ is the l2-norm operation. To receive reflections from all radar direc-
tions, weights corresponding to each direction are summed as

wRF
R,r,lR,m =

Ur∑
u ′=1

wRF
R,r,lR,m,u ′ . (3.26)

Then, the radar RX RF beamformer WRF
R,r,m can be formulated by stacking the nor-

malized weights for each RF chain as

WRF
R,r,m =

⎡
⎣ wR,r,1,m

‖wR,r,1,m‖ , . . . ,
wR,r,LRF

R,r,m

‖wR,r,LRF
R,r,m
‖

⎤
⎦ . (3.27)

For the LoS scenario, (3.25) can be simplified by dropping the subscript m, and the
weights corresponding to the l th

R RF chain can be obtained accordingly by substitut-
ing to (3.26).
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3.3.2 Transmit Beamforming–LoS without Radar Streams

Here, communications TX frequency-domain symbols at the antenna elements are
given based on (3.4) and (3.5) as

x̃n,m =WRF
T WBB

T,c︸ ︷︷ ︸
WT

xc,n,m , (3.28)

where WBB
T,c is frequency-independent, as depicted in Fig. 3.3(a). Further, the RX

frequency-domain symbols of all users can be represented based on (3.17), without
WR,c,n,m and radar–communications interference, as

yc,n,m =HcW
RF
T WBB

T,cxc,n,m + vc,n,m , (3.29)

where due to the LoS condition, Hc =
��g1aT(θc,1), · · · , gUc

aT(θc,Uc
)
�T

, with�gu representing the free-space attenuation for the u th user. The matrix WRF
T and

WBB
T,c are then chosen to cancel the inter-user interference. The u th user’s beamform-

ing can be selected so that it does not interfere with the other users as

aH
T (θc,ũ )W

RF
T wBB

T,c,u = 0,∀ũ, ũ �= u, (3.30)

where wBB
T,c,u is the TX BB beamforming vector of the u th user, and ũ ∈ [1, Uc]. This

can also be written by considering all users as

!�
aH

T (θc,1)W
RF
T

�T , . . . ,
�
aH

T (θc,Uc
)WRF

T

�T "T

︸ ︷︷ ︸
Zu

wBB
T,c,u = 0, (3.31)

where Zu contains the information about all the other users for the u th user. Using
the null-space projection (NSP) method [P5], wBB

T,c,u can be found as

wBB
T,c,u = (I−Z†

uZu )ŵ
BB
T,c,u , (3.32)
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where ŵBB
T,c,u is any vector of the same size as wBB

T,c,u . Hence, considering all users,
the TX BB matrix can be given as

WBB
T,c =

�
(I−Z†

1Z1)ŵ
BB
T,c,1, . . . , (I−Z†

Uc
ZUc
)ŵBB

T,c,Uc

�
. (3.33)

The matrix Ŵ
BB
T,c =

�
ŵBB

T,c,1, . . . , ŵBB
T,c,Uc

�
which contains the arbitrary vectors for

all users, as well as WRF
T are then found through an optimization problem as

max
Ŵ

BB
T,c,WRF

T

Ur∑
u ′=1

|aH
T (θr,u ′)W

RF
T wBB

T,c,u |2 (3.34a)

subject to

|aH
T (θc,u )W

RF
T wBB

T,c,u |2 ≥Gu ,∀u, (3.34b)

WBB
T,c =

�
(I−Z†

1Z1)ŵ
BB
T,c,1, . . . , (I−Z†

Uc
ZUc
)ŵBB

T,c,Uc

�
, (3.34c)

‖WRF
T (W

BB
T,c)s‖= 1,∀s , (3.34d)

where s ∈ [1, Sc] denotes the s th column of WBB
T,c. Hence, this optimization maxi-

mizes the summation of gains at the Ur radar directions for all the communications
streams’ beampatterns since they are transmitted at the radar directions. Moreover,
the gain of the TX beampatterns at u th communications direction is also set at a def-
inite level Gu . Hence, this optimization ascertains that the communications streams
are transmitted at the communications directions with some specific gains, but also
canceling the inter-user interference due to the adopted NSP method. The norm of
each column of total communications TX precoder WRF

T WBB
T,c is constrained to limit

the beamforming vectors having unnecessarily high magnitudes. This optimization
problem is solved numerically, and the results are discussed in Section 3.4.

3.3.3 Precoding/Combining–NLoS with Radar Streams

The NLoS scenario where the communications users are in NLoS conditions w.r.t.
the MIMO TRX represents a more general MIMO JCAS system. Communications
streams are transmitted in communications directions, while radar streams are trans-
mitted in radar directions. The interference, i.e., inter-user, intra-user, and radar–
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communications, must be canceled for improved performance. The TX RF beam-
forming, which is frequency-independent, is designed first. The interference cancel-
lation happens mainly by the design of the TX BB beamforming (both WBB

T,c,n,m and
WBB

T,r,n,m) and RX combiners of the users, which are frequency-dependent.

TX RF Beamforming The TX RF and BB beamforming matrices cannot be de-
signed as done in (3.34a)–(3.34d) since WRF

T,m is frequency-independent due to the
considered steering vectors in (3.7), while the BB matrices are frequency-dependent.
This is because WRF

T,m matrix obtained using the earlier single optimization problem
could be optimal for a specific frequency but not for any other frequency. Hence,
WRF

T,m is designed first, which is common to all frequencies.
Since multiple beams need to be catered corresponding to Uc communications

users and Ur radar directions, TX RF weights are obtained to facilitate this require-
ment. Adopting a similar method as in (3.25), TX RF weights for the l th

T RF chain
for a particular direction are given by

wRF
T,lT,m,i =

⎧⎪⎨
⎪⎩
ρ

a∗T,lT
(θT,m,i )

‖aT,lT
(θT,m,i )‖ , θT,m,i ∈ θc,m ,

(1−ρ) a∗T,lT
(θT,m,i )

‖aT,lT
(θT,m,i )‖ , θT,m,i ∈ θr,m ,

(3.35)

where i corresponds to the angle index of θT,m in (3.24) with i ∈ [1, (Uc+Ur)], lT
denotes the index of the RF chain with lT ∈ [1, LRF

T ], and aT,lT
(θT,m,i ) corresponds

to the TX steering vector of the l th
T RF chain. Here, by changing ρ ∈ [0,1], the gain

trade-off between communications and radar directions can be controlled, where
increasing ρ increases the gains for communications.

For each angle of θT,m , (3.35) designs a main-beam at that particular angle. Since
Uc +Ur such angles are needed, weights corresponding to all of them for a specific
RF chain are obtained by summing the weights for different angles as

wRF
T,lT,m =

Uc+Ur∑
i=1

wRF
T,lT,m,i . (3.36)

Finally, WRF
T,m is given by stacking the weights for the different RF chains as WRF

T,m ='
wRF

T,1,m

‖wRF
T,1,m‖

, . . . ,
wRF

T,LRF
T

,m

‖wRF
T,LRF

T
,m
‖

(
, where each column is normalized to have unit norm.
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TX BB Beamforming and Users’ RX Combiners Design Firstly, the communi-
cations beamformers, i.e., WBB

T,c,n,m and WR,c,n,m , are designed to cancel the inter-user
and intra-user interference. This cancellation can be attained by selecting the matrix
product (WR,c,n,m)

H Hc,n,mWRF
T,mWBB

T,c,n,m in the first term of (3.17) such that it is a
diagonal matrix. It is achieved using the block diagonalization (BD) method, where
inter-user and intra-user interferences are canceled using two consecutive singular
value decompositions (SVDs). For this, other users’ RF-equivalent channels, i.e.,
also including WRF

T,m , without the u th user’s RF-equivalent channel are represented
as

H̄c,n,m,u =
�
HT

c,n,m,1WRF
T,m ,HT

c,n,m,u−1WRF
T,m ,HT

c,n,m,u+1WRF
T,m . . . ,HT

c,n,m,Uc
WRF

T,m

�T

.

(3.37)

Next, to ascertain the u th user does not interfere with other users, its BB beamform-
ing matrix, WBB

T,c,n,m,u , should be in the null-space of H̄c,n,m,u . Calculating the SVD
of H̄c,n,m,u as

H̄c,n,m,u = V̄left,uΣ̄u

)
V̄(1)right,u , V̄(0)right,u

*H
, (3.38)

where the subscripts ‘left’ and ‘right’ are the left and right singular vectors, while the
matrices with the superscripts 0 and 1 contain the eigenvectors corresponding to the
zero and non-zero eigenvalues. Notice that the subscripts n and m are removed, on
the right side of (3.38), for simplicity. Since V̄(0)right,u contains the eigenvectors of the

zero eigenvalues, vectors of V̄(0)right,u are candidate vectors for WBB
T,c,n,m,u .

Hence, Hc,n,m,uWRF
T,mV̄(0)right,u represents the effective channel after inter-user in-

terference is canceled, with this product’s SVD given by

Hc,n,m,uWRF
T,mV̄(0)right,u =Vleft,uΣu

)
V(1)

right,u
,V(0)

right,u

*H
. (3.39)

The intra-user interference is next canceled by choosing the matrices as [99]

WBB
T,c,n,m,u = V̄(0)right,uV(1)

right,u
, WR,c,n,m,u =VH

left,u . (3.40)

Doing this for all the communications users ensures (WR,c,n,m)
H Hc,n,mWRF

T,mWBB
T,c,n,m

in the first term of (3.17) is diagonal.

48



3.4. MIMO TX and RX Beampatterns

Next, WBB
T,r,n,m is designed to cancel the radar–communications interference, since

not canceling it results in degradation of the communications performance. For this,
Zn,m = (WR,c,n,m)

H Hc,n,mWRF
T,mWBB

T,r,n,m in the second term of (3.17) needs to be a
matrix of zeros. This requirement is due to NLoS conditions, whereas in an LoS
scenario, canceling radar–communications interference results in imposing a null for
the radar streams at the communications directions in the TX beampattern. Thus,
BB weights of each radar direction are obtained by maximizing gains at that direction
while also ensuring they cancel the radar–communications interference. Hence, the
BB weights are given by also utilizing the NSP criterion as

wBB
T,r,n,m,u ′ =

�
I−Z†

n,mZn,m

�
(WRF

T,m)
H aT(θr,m,u ′)

‖(WRF
T,m)

H aT(θr,m,u ′)‖
. (3.41)

Finally, TX BB beamformer for radar streams is given by stacking the normalized

weights as WBB
T,r,n,m =

�
wBB

T,r,n,m,1

‖wBB
T,r,n,m,1‖

, . . . ,
wBB

T,r,n,m,Ur
‖wBB

T,r,n,m,Ur
‖
�
. It should be noted that to im-

plement WBB
T,r,n,m , it is assumed that the MIMO TX knows the RX combiners and

communications channels of all users, i.e., WR,c,n,m and Hc,n,m in Zn,m .

3.4 MIMO TX and RX Beampatterns

This section illustrates both scenarios’ MIMO TX and RX beampatterns for LT =
LR,r = 32 antennas. The communications and radar directions are selected as θc =
[−40◦, 30◦]T and θr = [−10◦, 5◦]T . Uniform linear arrays are assumed for TX and
RX antennas, where the steering vector for a general angle θ for either of them is
given by (3.7).

LoS Scenario

Firstly, Fig. 3.4 shows the effective TX beampattern, i.e., the combination of RF
and BB beamforming, for the LoS scenario, for different numbers of RF chains. Two
communications users are considered, with each having only a single stream. Hence,
there are two TX streams in total, and the figures depict the beampatterns for the
two streams or the two users. Each stream has a main-beam corresponding to that
user’s direction. Then, each stream also has a null corresponding to the other user’s
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Figure 3.4 The effective (BB+RF) MIMO TX beampatterns for two users in the LoS scenario.

direction, ensuring that the inter-user interference is canceled, as enforced by the op-
timization problem in (3.34a)–(3.34d). Another observation is that as LRF

T increases,
the beampatterns improve, further canceling the inter-user interference. This hap-
pens because the flexibility in optimization increases due to the increased number of
variables that can be optimized, i.e., WBB

T,c matrix.

NLoS Scenario

Next, the beampatterns for the NLoS scenario are discussed. Here, Sc,u = 2, while a
separate radar stream is used for each radar direction, totaling six streams. Figure 3.5
depicts the TX RF beampattern for different numbers of RF chains. When LRF

T = 2,
the four narrow main-beams correspond to communications and radar directions.
When LRF

T = 4, beams have become wider than in the first case, but still, they are
distinctly observed. However, when LRF

T = 8 and LRF
T = 16, main-beams disappear,

and all four directions have almost the same gain. When LRF
T increases, the number

of antenna elements connected to a particular RF chain decreases, decreasing the
ability to perform beamforming.
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Figure 3.5 The MIMO TX RF beampatterns for different RF chains, with LT = 32.

Then, Fig. 3.6 illustrates the effective average TX beampatterns for different ρ
values by considering all streams, i.e., communications only - four, radar only - two,
and JCAS - six, respectively. As shown in (3.35), ρ controls the gains between the
communications and radar directions in the TX RF beampattern, thus also in the
effective beampattern.

When ρ= 0, only sensing is performed, and the TX beampattern has two main-
beams in the radar directions. The gains at communications directions are attenu-
ated by around 20 dB. Whenρ= 1, only communications to the users are performed
without sensing. The beampattern is not directional since it is designed to cancel the
inter-user and intra-user interference in NLoS conditions. In addition, gains in the
radar directions are attenuated more than 20dB, when compared to the sensing-only
case. However, ρ = 0.5 denotes a MIMO JCAS system performing both function-
alities. In this case, all four directions have almost the same gain, meaning that both
types of streams are transmitted in communications and radar directions. As a result,
radar–communications interference exists but is canceled at the communications RX
when used in conjunction with its combiner.
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Figure 3.6 The effective MIMO TX beampatterns for different ρ values in the NLoS scenario. Since the

TX beampatterns depend on the frequency of the OFDM subcarrier, these curves correspond

to only a single subcarrier. Depending on the frequency-selective channel, TX beampatterns

can vary between subcarriers. Three different beampatterns correspond to: ρ= 0 (Sensing-

only case), ρ= 0.5 (MIMO JCAS case), and ρ= 1 (Communications-only case).

Finally, Fig. 3.7 illustrates the RX RF beampattern when LRF
R,r = 8 and LR,r = 32.

The RX RF beamforming is designed to receive reflections from the radar directions.
A single wide main-beam is observed for each RF chain, since the two radar direc-
tions are closer to each other, and four antenna elements connected to a specific RF
chain cannot produce very narrow beams. In addition, some RF chains have the
same response.
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Figure 3.7 The MIMO RX RF beampattern with LR,r = 32 RX antennas and LRF
R,r
= 8 RX RF chains.
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4
Waveform Optimization for

Single Antenna Systems

This chapter discusses the design of a joint transmit (TX) orthogonal frequency-
division multiplexing (OFDM) waveform for single antenna JCAS systems. 1 The
waveform design is through an optimization problem where the Cramer–Rao lower
bounds (CRLBs) of the range and velocity estimates of the sensing system are mini-
mized while ensuring the communications system’s performance is reasonable.
Hence, an overview of radar processing to estimate the range and velocity parame-
ters is discussed. Based on these parameters, the CRLBs are next derived. The wave-
form optimization methodology is discussed next, which is primarily based on fill-
ing the unused subcarriers within the time–frequency grid of the OFDM waveform
with optimized samples, which are called radar subcarriers after filling. The total TX
power is shared between the communications and these radar subcarriers, directly
controlling the trade-off between the two functionalities. The analytical solution
to the optimization problem is also derived, which shows that only the subcarriers’
amplitudes affect the CRLB minimization, not their phases.

Simulation results are next presented using a standard-compliant 5G New Radio
(NR) waveform to evaluate the performance improvement due to waveform opti-
mization. They depict that in addition to minimizing the CRLBs, main-lobe widths
and peak side-lobe levels (PSLs) of the radar image corresponding to the range and
velocity profiles can also be improved. Further, they also illustrate that the OFDM
waveform’s peak-to-average power ratio (PAPR) can be minimized by separately op-

1The work presented in this chapter is based on the publications of [P1], [P2], and [P3].
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x(t)

Joint radar TRX and 
communication TX

yr(t)

yc(t)

x(t)

Radar target

Communication RX

Figure 4.1 The considered single-antenna JCAS system utilizing the same waveform x(t ) for commu-

nications and sensing.

timizing the phases of the radar subcarriers. Moreover, an optimal trade-off between
the two functionalities can be achieved by controlling the power allocation between
communications and radar subcarriers. Finally, the optimized waveform is used
to experimentally map an outdoor environment, with a JCAS system operating at
a mm-wave frequency. The measurement results illustrate that significant perfor-
mance improvement in the radar map can be obtained in terms of the PSL of the
range profile, signifying the validity of the proposed waveform optimization also in
a practical scenario.

4.1 OFDM Radar Processing

A monostatic JCAS system is considered as in Fig. 4.1, where both the BS and the
communications RX has a single antenna. The transmit OFDM signal x(t ) consists
of Nc communications subcarriers and Nr radar subcarriers, with Nc +Nr = N M .
Both data and control subcarriers of the waveform are considered to be communi-
cations subcarriers. The frequency-domain samples of communications subcarriers
are considered fixed and not modified by waveform optimization. It is assumed that
the communications system is not fully loaded, meaning that some subcarriers are
empty, and not used as communications subcarriers. Hence, these empty subcarriers
can be filled with optimized frequency-domain samples, i.e., radar subcarriers, which
is the basic premise behind waveform optimization. An important note is that the
term radar subcarriers is a concept of notation. However, both communications and
radar subcarriers are used for radar processing, i.e., all subcarriers of the waveform.
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4.1. OFDM Radar Processing

4.1.1 Relation Between TX and RX Symbols

Once the OFDM waveform is transmitted, it is reflected from the targets in the en-
vironment and received back at the RX of the BS. The frequency-domain represen-
tation of the RX signal can be written using a simplified version of (3.8) for a single-
antenna system as

yn,m =
Kt∑

k=1

bk e− j2πnΔ f τk e j2πm
fD,k
Δ f xn,m + vn,m , (4.1)

where the TX and RX frequency-domain symbol on the nth subcarrier and mth

OFDM symbol are given by xn,m and yn,m , respectively. In addition, the TX sym-
bol can either be a communications or radar subcarrier. Moreover, the instantaneous
communications and radar power are given by

Pr =
M∑

m=1

∑
n∈�m

|xn,m |2 and Pc =
M∑

m=1

∑
n∈�m

|xn,m |2, (4.2)

respectively, and Pt = Pc+ Pr denotes the total instantaneous power. The variables
�m and �m are the subcarrier indices corresponding to radar and communications
in the mth OFDM symbol, with�m ∪�m = {n|n ∈ [1, . . . ,N ]}.

Re-writing (4.1) for a single radar target can be denoted as

yn,m = xn,m e− j 2πnΔ f τe j 2πm
fD
Δ f︸ ︷︷ ︸

sn,m

+vn,m , (4.3)

where the index k is dropped since one target is considered. Here, the attenuation
constant is normalized to unity, and the noise sample is also scaled appropriately.
However, separate terms are not introduced for simplicity. Hence, due to the delay
and Doppler-shift, the RX frequency-domain symbol’s phase changes from that of
the TX frequency-domain symbol. Moreover, the delay causes a linear phase-shift
between the OFDM subcarriers, while the Doppler-shift introduces a linear phase-
shift between OFDM symbols. The expression in (4.3) can then be represented in
matrix notation by considering all subcarriers and OFDM symbols as

Y=DXB+V, (4.4)
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where X, Y, and V consist of TX symbols, RX symbols, and noise samples for all the
subcarriers and OFDM symbols, respectively, which are of the same size N ×M . In
addition, (Y)n,m = yn,m , (X)n,m = xn,m , and (V)n,m = vn,m . The matrices D and B
are diagonal, of sizes N×N and M×M , respectively. Each diagonal element of these

matrices is given by (D)n,n = Dn,n = e− j 2πnΔ f τ and (B)m,m = Bm,m = e j 2πm
fD
Δ f .

4.1.2 Maximum Likelihood Estimation

The idea behind radar processing is to estimate the delay and Doppler-shift of a tar-
get, which can be denoted as

θ= [τ, fD]
T . (4.5)

All RX frequency-domain symbols, i.e., communications and radar subcarriers, are
used to estimate these parameters based on maximum likelihood estimation (MLE).
To perform this, (4.4) is vectorized as

y= s+ v, (4.6)

where y= vec(Y), s= vec(DXB), and v= vec(V) are all vectors of size N M ×1, and
vec(·) denotes the vectorization operation. In addition, the noise vector v is assumed
to have a zero-mean Gaussian distribution, and hence, the likelihood function of the
RX symbols’ vector can be written as

�y (y;θ) =
1

det{Σ}πN M
exp
�−(y− s)HΣ−1(y− s)

�
, (4.7)

where det{·} denotes the determinant of a matrix. Here, Σ = σ2
r I represents the

covariance matrix of the noise samples, with σ2
r denoting the noise variance and I

being the identity matrix. Then, the log-likelihood function can be written as

log�y(y;θ) =− log
�
σ2

rπ
N M �− (y− s)H (y− s)

σ2
r

. (4.8)

This log-likelihood function can be further simplified by removing terms that do
not depend on the parameter vector θ as

log� ′y (y;θ) =ℜ{yH s}, (4.9)
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where log� ′y (y;θ) is the simplified log-likelihood function andℜ{·} denotes the real
operation. Based on (4.3), this can be written as

log� ′y (y;θ) =
M∑

m=1

N∑
n=1

y∗n,m xn,m e− j 2πnΔ f τe j 2πm
fD
Δ f . (4.10)

The variables τ and fD need to be then quantized as

τn′ =
n′

NΔ f
, n′ ∈ [1,N ], (4.11)

fDm′ =
m′Δ f

M
, m′ ∈ [1, M ]. (4.12)

The simplified log-likelihood function then becomes

log� ′y (n′, m′) =ℜ

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

element m′ in M -length IDFT︷ ︸︸ ︷
M∑

m=1

+ N∑
n=1

y∗n,m xn,m e
− j 2πnn′

N

,
︸ ︷︷ ︸

element n′ in N -length DFT

e
j 2πmm′

M

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

. (4.13)

Hence, the simplified log-likelihood function can be obtained through discrete Fourier
transform (DFT) and inverse DFT (IDFT) operations. Then, the MLE process can
be represented as the maximization of log� ′y (n′, m′) as

[n′max, m′max]
T =max

n′,m′
log� ′y (n′, m′), (4.14)

where n′max and m′max are the indices that maximize the log-likelihood. Finally, the
estimated variables are given by substituting the found indices to (4.11) and (4.12) as

θ̂= [τ̂, fD
ˆ ]T =

0
n′max

NΔ f
,

m′maxΔ f
M

1T

, (4.15)

where θ̂ contains estimated delay and Doppler-shift parameters τ̂ and fD
ˆ , respec-

tively.
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4.2 Joint Waveform Design

The goal of a sensing system is to accurately estimate the sensing parameters, i.e., re-
duced error variances. Based on (4.5) and (4.15), these can be represented as var{τ̂}=
�{(τ− τ̂)2} and var{ fDˆ }=�{( fD− fD

ˆ )2}, respectively, where var{·} and�{·} are the
variance and expectation operations. Ideally, these variances need to be minimized,
but obtaining explicit expressions for them is difficult. However, the lower bounds
of these error variances can be calculated explicitly and are given by the Cramer–Rao
lower bounds as

var{τ̂} ≥CRLB(τ̂), var{ fDˆ } ≥CRLB( fDˆ ), (4.16)

where CRLB(τ̂) and CRLB( fDˆ ) denote the CRLB of the delay and Doppler-shift
estimates, respectively. Hence, the waveform is optimized to minimize these theo-
retical CRLBs, assuming they improve the performance of the sensing system. As
shown later in Section 4.3, such improvements are possible.

Therefore, the joint waveform is designed by filling the empty subcarriers within
the OFDM time–frequency grid with optimized frequency-domain samples such
that they minimize the CRLBs of delay and Doppler-shift estimates. The CRLB
expressions are derived in this section, followed by the optimization problem and its
solution.

4.2.1 The CRLBs of Sensing Estimates

To calculate the CRLBs, the Fisher information matrix first needs to be calculated
[55]. The Appendix A derives the relation between the CRLBs and this Fisher ma-
trix� (θ), which is of size 2×2 since only two parameters are estimated. To find the
CRLBs of delay and Doppler-shift parameters, the log-likelihood function in (4.8)
needs to be substituted to (A.10) to obtain

� (θ)i , j =
2

2
σ2

r

3
ℜ
�
∂ sH

∂ θi

∂ s
∂ θ j

�
=

2
σ2

r
ℜ
�

sH DH
θi

Dθ j
s
�

, (4.17)
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where i , j ∈ [1,2], and Dθ1
= (− j 2π)diag(d1) and Dθ2

= ( j 2π)diag(d2), respec-

tively. The variables d1 and d2 are vectors of size N M×1. In addition, d1 = [f̄, . . . , f̄︸ ︷︷ ︸
M times

]T

where f̄= [−N
2 Δ f , . . . , (N2 −1)Δ f ] contains the frequencies of the subcarriers. Sim-

ilarly, d2 = [t̄−M
2

, . . . , t̄ M
2 −1]

T where t̄m = [
m
Δ f

, . . . ,
m
Δ f︸ ︷︷ ︸

N times

]. Each element of � (θ) is

then given by

� (θ)1,1 = 8π2(SNRr)(Δ f )2
M∑

m=1

N∑
n=1

�
n− 1− N

2

�2
Pn,m = 8π2(SNRr)(MS f ),

(4.18a)

� (θ)1,2 =� (θ)2,1 =−8π2(SNRr)
M∑

m=1

N∑
n=1

�
n− 1− N

2

��
m− 1− M

2

�
Pn,m

(4.18b)

=−8π2(SNRr)(MS f ,t ),

� (θ)2,2 = 8π2(SNRr)
1

(Δ f )2

M∑
m=1

N∑
n=1

�
m− 1− M

2

�2
Pn,m = 8π2(SNRr)(MSt ),

(4.18c)

where Pn,m =
|xn,m |2

Pt
, SNRr =

Pt
σ2

r
, and the variables MS f , MSt and MS f ,t are the

mean square bandwidth, time, and bandwidth–time parameters of the waveform,
respectively.

As mentioned in Appendix A, the CRLBs are given by the diagonal elements of
�−1(θ), and since � (θ) is a 2×2 matrix, �−1(θ) can be easily calculated to find the
two CRLBs as

CRLB(τ̂) =
� (θ)2,2

� (θ)1,1� (θ)2,2−� (θ)21,2

, CRLB( fDˆ ) =
� (θ)1,1

� (θ)1,1� (θ)2,2−� (θ)21,2

,

(4.19)

and hence can be represented as

CRLB(τ̂) =
1

8π2(SNRr) f (P)
,CRLB( fDˆ ) =

1
8π2(SNRr)g (P)

, (4.20)
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where

f (P) = (MS f )−
(MS f ,t )

2

(MSt )
(4.21a)

= (Δ f )2
M∑

m=1

N∑
n=1

�
n− 1− N

2

�2
Pn,m

−

�∑M
m=1
∑N

n=1

�
n− 1− N

2

��
m− 1− M

2

�
Pn,m

�2

1
(Δ f )2

∑M
m=1
∑N

n=1

�
m− 1− M

2

�2
Pn,m

,

g (P) = (MSt )−
(MS f ,t )

2

(MS f )
. (4.21b)

Interestingly, it can be noted that the two CRLBs are independent of the correspond-
ing parameters being estimated.

4.2.2 Optimization Problem and Solution

As observed from (4.20)–(4.21b), the CRLBs depend on Pn,m , i.e., the powers of
the subcarriers, or their amplitudes, and not their phases. Hence, the amplitudes of
the radar subcarriers can be optimized to minimize the CRLBs. In addition, radar
subcarriers’ phases can be separately optimized to improve some other metric, where
here, it is chosen as the PAPR of the waveform. Hence, amplitude optimization is
first discussed, followed by the phase optimization of radar subcarriers.

Amplitude Optimization The optimization problem is given as

min
Pn,m ,�m

CRLB(τ̂) (4.22a)

subject to

CRLB( fDˆ )≤φ, (4.22b)

Pr ≤ Pt− Pc, (4.22c)

0≤ Pn,m ≤ Pmax, n ∈�m ,∀m. (4.22d)
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Hence, the goal of the optimization problem is to minimize CRLB(τ̂) while con-
straining CRLB( fDˆ ) to be lower than some value φ, which can vary depending on
the application. The total power allocated to all radar subcarriers is constrained by
Pr, while also limiting the maximum power allocated to a single radar subcarrier by
Pmax. It should be noted that amplitude optimization modifies only the powers of
the radar subcarriers, whereas those of the communications subcarriers are unaltered
and considered to be given.

Depending on the chosen Pmax, there are Nact = � Pr
Pmax
� activated radar subcar-

riers, where �·� denotes the ceiling operation. Here it is assumed that Nact � Nr.
Hence, Nact− 1 radar subcarriers are activated with power Pmax while a single radar
subcarrier receives a power of PΔ = Pr−Pmax (Nact− 1) due to the ceiling operation.
Once this power allocation for the activated radar subcarriers is known, it is then
necessary to identify their indices in each OFDM symbol�m,act out of all possible
radar subcarrier indices�m .

The solution to the joint optimization problem is derived in [P1], where first
using the power allocation to any set of activated radar subcarrier indices, results in
the CRLB(τ̂) value as given by

CRLB(τ̂) =
φ

(Δ f )4
NUMc+ Pmax

∑M
m=1
∑

n∈�m,act

�
m− 1− M

2

�2
+
�
L− 1− M

2

�2
PΔ

DENc+ Pmax
∑M

m=1
∑

n∈�m,act

�
n− 1− N

2

�2
+
�
K − 1− N

2

�2
PΔ

,

(4.23)

where the contribution from the communications subcarriers is represented by

NUMc =
M∑

m=1

∑
n∈�m

�
m− 1− M

2

�2
Pn,m , (4.24)

DENc =
M∑

m=1

∑
n∈�m

�
n− 1− N

2

�2
Pn,m , (4.25)

while {K , L} are the subcarrier and OFDM symbol indices of the single radar sub-
carrier receiving power PΔ.

The next task is to find the indices of the optimal radar subcarriers that are acti-
vated. Since there are Nr possible indices for only Nact activated radar subcarriers,
there are

� Nr
Nact

�
possibilities which result in a massive search space. Hence, to reduce
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the complexity, the activated radar subcarrier indices of the separate minimization
of the CRLBs of delay and Doppler-shift estimates are used. These separate mini-
mization problems are given as

(a) min�m

CRLB(τ̂), ∀m, (b) min�m

CRLB( fDˆ ), ∀m.

Since the power allocation is already found and only the optimal indices are
needed, �m is the only optimization variable in the separate minimization prob-
lems. Therefore, for these two separate optimization problems when only a single
parameter needs to be estimated, the Fisher matrix reduces into a scalar, i.e., (4.18a)
and (4.18c), and the corresponding CRLBs can be given as

CRLBsep(τ̂) =
1

� (θ)1,1
=

1
8π2(SNRr)(MS f )

, (4.26)

CRLBsep( fDˆ ) =
1

� (θ)2,2
=

1
8π2(SNRr)(MSt )

, (4.27)

where CRLBsep(τ̂) and CRLBsep( fDˆ ) are the corresponding CRLB values when sep-
arate minimizations of the two estimates are performed. Then, either MS f or MSt

needs to be maximized for CRLBsep(τ̂) or CRLBsep( fDˆ )minimization, respectively.
This means that for minimum CRLBsep(τ̂), the edge-most Nact radar subcarriers
in the frequency spectrum need to be activated (4.18a). In contrast, for minimum
CRLBsep( fDˆ ), radar subcarriers at the edges of the time-domain signal are activated
(4.18c).

To find the activated radar subcarriers for the joint optimization in (4.22a)–(4.22d),
the radar subcarriers are divided into two groups; one for minimizing CRLB(τ̂) or
maximizing MS f , while the other group minimizes CRLB( fDˆ ) or maximizes MSt .
Denoting Nact,1 and Nact,2 as the number of radar subcarriers for either minimization
with Nact,1 + Nact,2 = Nact, Nact,1 radar subcarriers having highest frequencies are
activated while simultaneously activating Nact,2 radar subcarriers at the edge-most
OFDM symbols. Moreover, Nact,1 and Nact,2 can be decided based on the required
CRLB trade-off between either estimate, as depicted later in Section 4.3.

Due to the complexity of the amplitude optimization problem in (4.22a)–(4.22d),
a two-fold approach is used to derive the solution. Firstly, the power allocation for
the activated radar subcarriers is found. Once the powers are known, indices of the
activated radar subcarriers are found. For this, the minimum CRLBsep(τ̂) in (4.26)
is used as the starting point. Hence, Nact radar subcarriers at the edges of the fre-
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quency spectrum are first activated. Next, depending on the portion of activated
radar subcarriers dedicated for CRLB( fDˆ ) minimization, Nact,2 activated radar sub-
carriers from the edges of the frequency spectrum are moved iteratively to the edges
of the time-domain signal, i.e., OFDM symbols. If all the Nact radar subcarriers are
moved from the edges of the frequency spectrum to the edges of the time-domain
signal, it results in the waveform with minimum CRLBsep( fDˆ ) in (4.27).

However, the solution obtained through this two-fold approach could be sub-
optimal w.r.t. the global optimum. Nevertheless, the approach adopted here is of
low complexity in comparison to the brute-force approach to finding the global op-
timum. In addition, the simulation and experimental results discussed in Section 4.3
illustrate that the solution obtained through the two-fold approach results in com-
prehensive gains for sensing, indicating the sufficiency of the adopted low-complex
approach.

Phase Optimization Since the phases of the activated radar subcarriers do not
contribute to the minimization of the CRLBs, they can be separately optimized to
improve any performance metric of either communications or sensing. Since the
PAPR of OFDM waveforms is considered a drawback in communications, phase
optimization is considered for PAPR minimization. Defining the PAPR of the mth

OFDM symbol as

PAPRm = 10 log10

max{|xm,1|2, · · · , |xm,A|2}
1
A
∑A

a=1 |xm,a |2
, (4.28)

where xm,a denotes the ath time-domain sample for the mth OFDM symbol, A is the
total number of time-domain samples for the mth OFDM symbol, and max{·} is the
maximum operation. Then, the unconstrained optimization problem is given as

minζ m
PAPRm , (4.29)

where ζ m is the set of phases of the activated radar subcarriers in the mth OFDM
symbol. Here, the selective mapping (SLM) algorithm is used, where random phases
are allocated for the activated radar subcarriers, and the PAPR is calculated. This is
performed for many random realizations, and the phases resulting in the minimum
PAPR are chosen to be the optimum.
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Figure 4.2 The considered 5G NR waveform with α= 90%.

4.3 Performance of the Joint Waveform

This section evaluates the JCAS performance of the optimized waveform. Simula-
tion results are separately presented for sensing and communications performance,
and then RF measurement results show the validity of waveform optimization on
sensing performance improvement.

4.3.1 Simulation Results

A 5G NR waveform is considered with M = 560, Δ f = 120 kHz, 264 physical
resource blocks (PRBs) that result in N = 3168 with a bandwidth of 400 MHz,
fc = 28 GHz, Pt = 30 dBm, and a total time-duration of 5 ms. Here, the separa-
tion between communications and radar subcarriers is quantified throughα= Nc

N M %,
which is the loading percentage of the communications subcarriers in the waveform.
An example of such a waveform is given in Fig. 4.2 for α= 90%. The control PRBs
are at fixed locations, while data and radar PRBs are uniformly distributed through-
out the OFDM waveform. It should be noted that communications PRBs encompass
both data and control PRBs. In addition, a set of 12 radar subcarriers (one radar PRB)
is contiguous in the frequency domain, but two sets of radar PRBs can be contiguous
or non-contiguous, depending on the locations of the data PRBs.

Sensing Performance First, the effect of amplitude optimization on root CRLB
minimization of delay and velocity estimates is depicted in Fig. 4.3. In addition, Figs.
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4.3(a) and 4.3(b) correspond to twoΔPSD values, 3 dB and 1 dB, respectively, where
ΔPSD indicates power spectral density (PSD) difference between a communications
and radar subcarrier. It can be observed that a decrease of α decreases both CRLBs
since it increases the number of available radar subcarriers, thereby improving the
sensing performance. In addition, as the percentage of activated radar subcarriers
for MS f maximization decreases, the CRLB of range increases while decreasing the
CRLB of velocity. This is because maximizing MS f improves the CRLB of range
while maximizing MSt improves the CRLB of velocity. In essence, Fig. 4.3 depicts
the inherent trade-off between the two estimates, where the CRLB of one can be
improved at the cost of the other.

Moreover, it can be observed that optimizing the waveform allows for minimiz-
ing the CRLBs from that of the unoptimized waveform. In the unoptimized wave-
form, there are empty subcarriers, but they are not filled with any samples, and the
total TX power is used only for the communications subcarriers. The variable α for
the unoptimized waveform means how much of the waveform is filled with com-
munications subcarriers. Considering the highlighted area in Fig. 4.3(a), it is clear
that increasingΔPSD allows a decrease in the CRLBs. An increase ofΔPSD implies
an increase of Pmax and thus a decrease of Nact since Nact = � Pr

Pmax
�, which allows to

maximize MS f or MSt as necessary, and therefore decreasing the CRLBs.
Simulations are then performed to evaluate the sensing performance. A point tar-

get is placed at a specific range with some velocity, and radar processing is performed
at the radar RX to estimate the sensing parameters. Once they are estimated, the
main-lobe width and PSL of the target in both range and velocity profiles are cal-
culated. This process is performed for many iterations, and the average values are
plotted in Fig. 4.4 where Fig. 4.4(a) corresponds to the main-lobe width while Fig.
4.4(b) illustrates the PSL. The main-lobe width is calculated as the null-to-null length
of the main-lobe corresponding to the target. The PSL is defined as the difference
between the target peak and the next peak within 40 samples. Hence, a low value for
the main-lobe width and a high value for the PSL are important for improved sensing
performance. Note that the definition of PSL differs from classical radar literature,
where it is defined as the level of the second-highest peak. Thus, a low value for PSL
implies low side-lobes, different from the definition adopted in the thesis.

The main-lobe width of the range profile decreases when α decreases or the per-
centage of radar subcarriers for MS f increases, which maximizes MS f , thereby nar-
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Figure 4.3 The root CRLBs of range and velocity estimates for different α values and percentages of

activated radar subcarriers for MS f maximization. Figure (a) corresponds toΔPSD= 3 dB

and (b) forΔPSD= 1 dB. The highlighted area in (a) represents the area occupied by (b).

rowing the target in the range profile. Similarly, a decrease in the percentage of radar
subcarriers for MS f (or increasing that for MSt ) decreases the main-lobe width in
the velocity profile. This observation is due to the increase of MSt , which narrows
the target in the velocity profile. Therefore, waveform optimization narrows the tar-
get in both domains, reducing errors in estimation. Moreover, the range or velocity
profile’s main-lobe width can be lowered than that of the unoptimized waveform for
certain combinations of α and percentage of radar subcarriers for MS f .

However, regarding the PSL of the two profiles, an opposite behavior to the main-
lobe width is observed. Hence, when α decreases or radar subcarriers for MS f in-
crease, the PSL in the range profile decreases. When either happens, more radar
power is allocated to the edges of the frequency spectrum (an increase of MS f ), in-
creasing the ambiguity in range estimation. Similarly, when radar subcarriers for
MSt increase, the PSL in the velocity profile decreases., which is due to the ambi-
guity in velocity estimation because of the MSt maximization. Regardless of these
variations, the PSL can be higher than the unoptimized waveform in both profiles
by appropriately choosing the parameters.
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Figure 4.4 The main-lobe width and PSL of the target in range and velocity profiles forΔPSD= 3 dB.

Hence, allocating more power to the edges of the frequency spectrum decreases
the main-lobe width of the range profile but at the cost of increased PSL. Similarly,
allocating more power to the edge OFDM symbols in the time domain decreases
the main-lobe width of the velocity profile while increasing its PSL. However, by
choosing the optimization parameters, main-lobe width or PSL of either profile can
be improved when compared with the default unoptimized 5G waveform.

For the same target ranges and velocities where the main-lobe width and PSL are
calculated, the root mean square errors (RMSEs) are also calculated for the range
and velocity estimates, and these are shown in Fig. 4.5. It can be observed that op-
timizing the waveform also allows for minimizing these errors compared with the
unoptimized waveform’s errors. This improvement is visible in the range estimate
than the velocity estimate.

Therefore, these results illustrate that although the waveform is optimized based
on a theoretical bound, i.e., CRLB, it also improves the sensing performance for a
practical scenario in terms of the main-lobe width, PSL, and the RMSE, indicating
the feasibility of the waveform optimization.
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Figure 4.5 The RMSEs of range and velocity estimates whenΔPSD= 3 dB.

Communication Performance Figure 4.6 shows how optimizing the activated
radar subcarriers’ phases minimizes the waveform’s PAPR, where Figs. 4.6(a) and
4.6(b) are when ΔPSD = 3 dB and ΔPSD = 1 dB, respectively. In both figures,
unoptimized phases correspond to the waveforms where the amplitudes and indices
of the activated radar subcarriers are optimized to minimize the CRLBs. However,
the phases are uniformly distributed in [0,2π], and not optimized. In contrast, in
the optimized phases curves, the phases of the activated radar subcarriers are further
optimized for PAPR minimization. Here, a set of random phases for the SLM algo-
rithm is further optimized numerically using fmincon function in the optimization
toolbox of MATLAB. This optimization is done for multiple realizations of random
phases, and the set with the minimum PAPR is chosen as the optimum.

In general, for both unoptimized and optimized phases curves, decreasing the
percentage of radar subcarriers for MS f and increasing ΔPSD tend to increase the
PAPR. When either of these happens, the number of activated radar subcarriers in
the edge OFDM symbols increases and they are allocated more power. Hence, more
radar power is pushed to the edge time-domain OFDM symbols compared to the cen-
ter OFDM symbols. Therefore, the peak power of edge OFDM symbols increases,
although the time-domain signal’s mean power remains constant. Using (4.28), it
becomes intuitive that the PAPR increases in these OFDM symbols, increasing the
PAPR of the whole waveform. However, optimizing the phases of the activated
radar subcarriers allows for a decrease in the PAPR. Moreover, the PAPR can be
even minimized than that of the unoptimized waveform when 50%< α < 100% for
the ΔPSD = 3 dB scenario whereas, for ΔPSD = 1 dB, the PAPR can always be
made lower than the unoptimized waveform.
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Figure 4.6 The PAPR of the optimized waveform for different α and percentages of activated radar sub-

carriers for MS f maximization. The figure (a) corresponds to when ΔPSD = 3 dB and (b)

whenΔPSD= 1 dB.

To evaluate the communications performance, a user’s capacity is calculated for
a multipath channel with a free-space path loss of 121.4 dB and RX noise power of
−87.1 dBm. For the single-antenna system considered here, instantaneous capacity
can be given based on a simplified version of (3.23) as

ζc
¯ =

M∑
m=1

N∑
n=1

log2

�
1+

Pc

M Nσ2
c
|hc,n,m |2

�
. (4.30)

Since activated radar subcarriers are allocated a proportion of total TX power that
would otherwise be fully utilized by communications subcarriers, there is an inher-
ent trade-off between the two functionalities dependent on this power allocation. To
visualize this relation, Pr− Pc is varied between −10 dB and 10 dB and Fig. 4.7 illus-
trates these results. Here, Figs. 4.7(a) and 4.7(b) are when the waveform is separately
optimized for CRLB(τ̂) and CRLB( fDˆ ), i.e., CRLBsep(τ̂) in (4.26) and CRLBsep( fDˆ )
in (4.27), respectively. The capacity loss/decrease of CRLBs indicates the reduction
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Figure 4.7 The relation between the communications and sensing performance for different α and Pr−
Pc values, forΔPSD= 3 dB.

in capacity/improvement in the CRLBs, compared to the unoptimized case, where
the total TX power is used for communications subcarriers.

Capacity decreases as Pr − Pc increases due to the decrease of Pc, reducing the
power allocated to the communications subcarriers. Further, as α decreases, sens-
ing performance can be improved, but the communications performance decreases,
understandably due to the power allocation. Moreover, as Pr− Pc increases, CRLBs
become better at the cost of reduced capacity, but once they reach a maximum, im-
provements decrease. Depending on α, a specific number of empty subcarriers can
be filled as radar subcarriers. For a certain Pr, if Nact > Nr, a residual power of
Pr − Pmax (Nr− 1)− PΔ is given back to communications subcarriers. Hence, this
reduces the improvement of the CRLBs. However, power allocation Pr− Pc can be
varied to obtain the required trade-off between the two functionalities.
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A
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D

Figure 4.8 Outdoor environment with static reference targets.

4.3.2 Experimental Outdoor Mapping

To validate the feasibility of waveform optimization in a practical scenario, an out-
door environment is mapped using optimized and unoptimized 5G NR waveforms.
The environment is first modeled through simulations to observe the effects of wave-
form optimization, which are later compared with actual measurements. The wave-
form parameters are similar to those discussed in Section 4.3.1. Since the chosen en-
vironment has static targets, only M = 20 OFDM symbols are used with ΔPSD =
3 dB, and 100% of activated radar subcarriers for MS f maximization.

Figure 4.8 shows the outdoor environment with four reference areas highlighted,
with A representing a tall building, B representing a wall and a grassy surface, C in-
dicating a set of buildings, and D showing bicycles with metallic structures nearby,
respectively. These four areas are also highlighted in the obtained mapping results
for comparison. Figure 4.9 shows the used measurement setup. A vector signal
transceiver (VST) at 3.2 GHz performs TX and RX processing. The TX signal
at 3.2 GHz is up-converted to a mm-wave frequency using a mixer functioning at
24.5 GHz, making fc = 27.7 GHz. A similar mixer is used for down-conversion.
Two horn antennas are used for the TX and RX. They both have a 3-dB beamwidth
of 17◦ and a gain of 20 dBi. The horn antennas are mechanically rotated between 5◦
and 85◦. For each angle, the waveform is transmitted (either unoptimized or opti-
mized). The received reflections are used to obtain a single range profile by coher-
ently combining the range profiles of multiple OFDM symbols. Combining range
profiles for all angles results in the range–angle map of the environment.
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TX

RX Mixer 1

Mixer 2

VST

Figure 4.9 The measurement setup.

Figure 4.10 first illustrates the single range profile obtained at an angle of 20◦
with α = 25% with both the unoptimized and optimized waveforms. That angle is
selected since only target D is in that direction, while the contributions from other
targets are also minor. The range profiles from simulations in Fig. 4.10(a) illustrate
that both unoptimized and optimized waveforms have some peaks corresponding
to target D. However, for the other ranges, optimized waveform results in lesser
side-lobes than the unoptimized waveform. A similar phenomenon is also noticed
through the range profile obtained experimentally, as depicted in Fig. 4.10(b).

The mapping results are next shown in Fig. 4.11 for both the simulation and ex-
perimental results. The figures in each column correspond to a different α value. In
addition, the first two rows are with the unoptimized waveform for simulation and
experimental results, respectively. Similarly, the bottom two rows are with the op-
timized waveform for simulation and experimental results, respectively. The targets
A, B, C, and D in Fig. 4.8 are indicated in Fig. 4.11(l) for comparison.
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Figure 4.10 Range profile along 20◦ for both simulation and experimental results with the unoptimized

and optimized waveforms (α= 25%).

When the unoptimized waveform is used, side-lobes increase as α decreases. This
effect is observed between Figs. 4.11(a) and 4.11(c) for the simulation results while
between Figs. 4.11(d) and 4.11(f) for the experimental results. This is because as α
decreases, the number of empty subcarriers in the waveform increases, although the
TX power is the same. Then, when the waveform is optimized, the range–angle map
has lesser side-lobes when compared with the one from the unoptimized waveform
for the same α. This is distinctively observed between Figs. 4.11(a) and 4.11(g) for
the simulations, while between Figs. 4.11(d) and 4.11(j) for the experimental results.
Therefore, optimizing the waveform reduces the side-lobes of the obtained range–
angle map.
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(a) Sim. 25%, unoptimized (b) Sim. 50%, unoptimized (c) Sim. 75%, unoptimized

(d) Exp. 25%, unoptimized (e) Exp. 50%, unoptimized (f) Exp. 75%, unoptimized

(g) Sim. 25%, optimized (h) Sim. 50%, optimized (i) Sim. 75%, optimized

(j) Exp. 25%, optimized (k) Exp. 50%, optimized

D
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B

(l) Exp. 75%, optimized

Figure 4.11 Outdoor mapping results for different α values for the simulation and experimental results.
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5
Waveform Optimization for

Multiple Antenna Systems

This chapter focuses on performing JCAS for MIMO systems.1 Here, communi-
cations and sensing functionalities use their own TX streams. Therefore, total TX
power is shared between the communications and sensing streams, due to which the
trade-off between the two functionalities is observed. To improve the sensing per-
formance, samples of the sensing streams are optimized to improve some metric of
performance. Hence, in the thesis, two different strategies for this are discussed.2

The system model used for the first strategy is discussed extensively in Section 3.2
under NLoS scenario, where a hybrid analog–digital MIMO communications TRX
is used for sensing. Hence, the conventional properties of the MIMO radar can-
not anymore be used for super-resolution in direction-of-arrival (DoA) estimation.
As discussed in Section 2.3.2, these are the fully-digital architecture and orthogonal
TX signals. In addition, radar processing becomes complicated due to multiple TX
streams. Taking these limitations into consideration, a novel methodology is dis-
cussed in this chapter to obtain range–angle and range–velocity maps of the sensed
environment. Moreover, performance is improved by optimizing the samples of the
sensing streams to minimize the CRLBs of range and DoA estimates.

The second strategy for improving sensing performance involves enhancing the
ambiguity function (AF) of a MIMO system with fully-digital architecture. Typi-
cally, a thumbtack shape is sought in the conventional delay-Doppler AF, which is

1This chapter consists mainly of the works presented in [P4], [P5], [P6], and [P7].
2Most of the variables and equations of this chapter are used directly from Chapter 3.
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5.1. Radar Processing

two-dimensional (2-D). However, the MIMO AF, which is four-dimensional (4-D),
ideally needs to have a thumbtack shape also in all of these dimensions, and it is
discussed next.

This chapter concludes with simulation results of the proposed methodologies.
They contain the radar processing to obtain the range–angle and range–velocity
maps of the environment for the two scenarios discussed in Section 3.2 with differ-
ent beamforming designs. Further results illustrate the performance improvement
due to sensing streams’ optimization using CRLB minimization, which enhances the
receiver operating characteristics (ROC) of sensing and decreases root mean square
errors (RMSEs) of range and DoA estimates. In addition, communications capacity
can also be controlled, illustrating the importance of varying the optimization vari-
ables to obtain an optimal trade-off between communications and sensing. Finally,
it is illustrated that although noise-like OFDM waveforms have an ideal thumbtack
shape in 2-D AF, using such a waveform to also sense the environment can cause
high ambiguities in the angle profile of the MIMO AF in performing conventional
single-stream communication. As a solution, including separate radar streams, de-
creases the ambiguities, considerably enhancing the MIMO AF.

5.1 Radar Processing

To perform radar processing in MIMO systems, the TX and RX frequency-domain
symbols are used as in (3.12). For this, the vector hn in (3.12) needs to be estimated
since it contains all the necessary information about the radar targets, i.e., delay,
Doppler-shift, and DoA. Once it is estimated, the range profiles of the different
OFDM symbols are calculated. Then, these calculated profiles are separately used
for obtaining the range–velocity and range–angle maps of the environment.

5.1.1 Range-Profile Calculation

The radar channel vector hn is estimated first based on the least-squares method using
the TX and RX frequency-domain symbol matrices, Xn and yn , based on (3.12) as

ĥn =X†
nyn = hn +Δhn , (5.1)
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where ĥn is the estimated channel vector whileΔhn is the error vector. Here, ĥn =
[(ĥn,1)

T , . . . , (ĥn,M )
T ]T contains the estimated channel for each OFDM symbol and

(·)† represents the pseudo-inverse operation. Similarly, the radar channel for each
TX stream can be expressed after the estimation of ĥn as

ĥn,m,s = hn,m,s +Δhn,m,s , (5.2)

where ĥn,m,s is of size LRF
R,r × 1, and it is the estimate of (3.11). Next, an inverse

discrete Fourier transform (IDFT) is applied to ĥn,m,s to obtain the i th range bin
value as

di ,m,s =
N∑

n=1
qi ,nĥn,m,s =

!
ĥ1,m,s , . . . , ĥN ,m,s

"
qi . (5.3)

Here, i ∈ [1,N ], di ,m,s is of size LRF
R,r × 1, qi is the IDFT vector with each element

given by qi ,n = e
j2πni

N . The delay to each target is quantized as τi =
i

NΔ f .
The LRF

R,r values in (5.3) can be combined for the different TX streams also using
BB weights at the MIMO RX as

di ,m = [(w
BB
R,m(θ))

H di ,m,1, . . . , (wBB
R,m(θ))

H di ,m,S]
T , (5.4)

where wBB
R,m(θ) is the vector of BB weights. In addition, the angle-dependent com-

plex coefficient of the effective RX beampattern is given by

gR,m(θ) = (w
BB
R,m(θ))

H (WRF
R,r,m)

H aR(θ). (5.5)

Based on this expression, wBB
R,m(θ) can be found such that it maximizes gR,m(θ) as

wBB
R,m(θ) =

(WRF
R,r,m)

H aR(θ)

‖(WRF
R,r,m)H aR(θ)‖

. (5.6)

5.1.2 Range–Velocity Maps

The calculated range profiles in (5.3) are then used to calculate the velocity profiles,
thereby obtaining the range–velocity maps. For this, a discrete Fourier transform

77



5.1. Radar Processing

(DFT) is applied to di ,m,s as

fi , j ,s =
M∑

m=1
q ′j ,mdi ,m,s =

�
di ,1,s , . . . ,di ,M ,s

�
q′j . (5.7)

Here, j ∈ [1, M ], q′j is the DFT vector with each element given by q ′j ,m = e
− j2πm j

M ,

and fi , j ,s is a vector of size LRF
R,r× 1, and it contains the (i , j )th element of the range–

velocity map for the different RF chains.

5.1.3 Range–Angle Maps

The MUSIC algorithm is used for angle-profile calculation. For this, the covariance
matrix of range bin values across the RF chains is calculated from (5.3) as

Ri ,m,s =�{di ,m,s d
H
i ,m,s}=�

�4 N∑
n1=1

qi ,n1
ĥn1,m,s

54
N∑

n2=1
q∗i ,n2

ĥ
H
n2,m,s

5�

=
N∑

n1=1

N∑
n2=1

qi ,n1
q∗i ,n2
�{ĥn1,m,s ĥ

H
n2,m,s}

=
N∑

n1=1

N∑
n2=1

qi ,n1
q∗i ,n2

hn1,m,s h
H
n2,m,s +σ

2I, (5.8)

where σ2I =
∑N

n1=1
∑N

n2=1 qi ,n1
q∗i ,n2
��Δhn1,m,sΔhH

n2,m,s
�

is the covariance matrix
of the error vector in (5.2). With the use of (3.11), (5.8) can be rewritten in the form

Ri ,m,s =ARF(θ)R̄i ,m,s A
H
RF(θ)+σ

2I, (5.9)

where ARF(θ) = (W
RF
R,r,m)

H AR(θ) and R̄i ,m,s is the covariance matrix of the other
terms in (3.11) without (WRF

R,r,m)
H AR(θ), and can be given as

R̄i ,m,s =Hr,n,mAH
T (θ)W

RF
T,m(W

BB
T,n,m)s

�
Hr,n,mAH

T (θ)W
RF
T,m(W

BB
T,n,m)s

�H

. (5.10)

For the MUSIC algorithm, the number of targets must be known to estimate the
angle profile, i.e., Kt. For Uc communications users, one angle w.r.t. the MIMO TX
is considered the best direction for the user to receive the TX signal, e.g., line-of-sight
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direction. Hence, the communications streams of a particular user are beamformed
in that direction, which would mean that there are Uc communications beams. In
addition, Ur sensing beams are used. Therefore, the TX beampattern consists of
Uc+Ur different main beams.

Since the MIMO TX knows about the communications users, some targets are
in Uc directions. However, depending on the chosen Ur directions, it is possible/not
possible for some targets to be in those directions. If targets are in those directions,
these will be detected, whereas if they are not there, the radar processing will not
show any target. In this case, it is assumed that the total number of targets is the
summation of the number of communications and sensing beams, i.e., Kt = Uc+Ur.
Once this assumption is made, the MUSIC pseudo-spectrum is given by

P (θ)i ,m,s =
1

ãH (θ)Γ i ,m,sΓ
H
i ,m,s ã(θ)

, (5.11)

where ã(θ) = (WRF
R,r,m)

H aR(θ) is the effective RX steering vector for a general angle
θ and Γ i ,m,s = [γ i ,m,s ,1, . . . ,γ i ,m,s ,LRF

R,r−Kt
] is the matrix containing eigenvectors of

the lowest (LRF
R,r−Kt) eigenvalues of Ri ,m,s in (5.9). It should be mentioned that in

classical MUSIC processing, e.g., in MIMO systems with fully-digital arrays, DoAs
are detected based on the Vandermonde structure of the RX steering matrix AR(θ)
[106]. However, when hybrid analog-digital beamforming is considered, the RX
steering matrix is affected by WRF

R,r,m , and the effective RX steering matrix ARF(θ)
should be used for the detection of DoAs.

In evaluating (5.11) for all N range bin values, the range–angle map of each OFDM
symbol and TX stream can be obtained. In the sensing perspective, a single map of
the environment is required instead of many maps. The combined range–angle map
for the mth OFDM symbol can be obtained through maximum-ratio combining as

P (θ)i ,m =
S∑

s=1
|gT,n,m,s (θ)|2P (θ)i ,m,s =

S∑
s=1

|gT,n,m,s (θ)|2
ãH (θ)Γ i ,m,sΓ

H
i ,m,s ã(θ)

, (5.12)

where gT,n,m,s (θ) = aH
T (θ)W

RF
T,m(W

BB
T,n,m)s is the gain of the TX beampattern at a

general θ direction. One important point to note is that Ri ,m,s in practice is diffi-
cult to be calculated based on the expectation operation as Ri ,m,s = �{di ,m,s d

H
i ,m,s}.

Instead, it is calculated as the sample covariance matrix Ri ,m,s ≈ di ,m,s d
H
i ,m,s .
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5.2 Optimized Sensing Streams for CRLB Minimization

This section discusses the method through which the sensing streams are optimized.3

Specifically, they are optimized to jointly minimize the CRLBs of delay and DoA
estimates. The CRLB expressions are first derived4, followed by the optimization
problem and its solution.

5.2.1 CRLB Expressions

The log-likelihood function of the RX frequency-domain symbols is needed to ob-
tain the entries in the 2×2 Fisher information matrix. For this, RX symbols in (3.12)
are stacked for all subcarriers as

y= [yT
1 , . . . ,yT

N ]
T , (5.13)

where y is the vector containing all RX frequency-domain symbols. The log-likelihood
function of it is then given similar to (4.8) as

log�y (y;α) =− log
�
σ2

rπ
N M LRF

R,r
�− 1
σ2

r

� N∑
n=1

yH
n yn

+hH
n XH

n Xnhn − 2ℜ{yH
n Xnhn}

�
, (5.14)

where α = [θ,τ]T . Then, using (A.10), each element of the Fisher matrix can be
obtained as [P4]

� (α)i , j =
2
σ2

r
ℜ
6 N∑

n=1

∂ hH
n

∂ α j
Pn
∂ hn

∂ αi

7
, (5.15)

where Pn = diag
�|xn,1,1|2I, · · · , |xn,m,s |2I, · · · , |xn,M ,S |2I

�
contains the powers of the

subcarriers for different OFDM symbols and streams.

3It is solved through a similar approach as used in Section 4.2.2.
4The derived CRLBs for SISO JCAS systems in Section 4.2.1 are a special case of the CRLB expres-

sions derived in this section, although the derivation steps are similar.

80



5.2. Optimized Sensing Streams for CRLB Minimization

Next, using (3.11),

∂ hn,m,s

∂ τ
= (− j2πnΔ f )b e− j2πnΔ f τe j2πm

fD
Δ f (WRF

R,r,m)
H aR(θ)a

H
T (θ)W

RF
T,m(W

BB
T,n,m)s︸ ︷︷ ︸

gn,m,s

,

(5.16)

∂ hn,m

∂ τ
= (− j2πnΔ f )b e− j2πnΔ f τe j2πm

fD
Δ f gn,m , (5.17)

with gn,m = [g
T
n,m,1, · · · ,gT

n,m,S]
T . Similarly, the following expression can be derived

using (3.7).

∂ a(θ)
∂ θ

=
�
0, . . . , e jπ(L−1) sin (θ) jπ(L− 1)cos (θ)

�T
= jπ cos (θ)Da(θ), (5.18)

where D= diag{[0, . . . , L− 1]}. Thus, using (3.11) again,

∂ hn,m,s

∂ θ
= jπb e− j2πnΔ f τe j2πm

fD
Δ f cos (θ)

· (WRF
R,r,m)

H �DRaR(θ)a
H
T (θ)− aR(θ)a

H
T (θ)DT

�
WRF

T,m(W
BB
T,n,m)s︸ ︷︷ ︸

g′n,m,s

, (5.19)

∂ hn,m

∂ θ
= jπb e− j2πnΔ f τk e j2πm

fD
Δ f cos (θ)g′n,m , (5.20)

where g′n,m = [(g
′
n,m,1)

T , · · · , (g′n,m,S )
T ]T .

Then, (5.15) is used to obtain the individual element of the Fisher matrix as

� (α)1,1 = 2π2 cos2 (θ)(SNR)
M∑

m=1

N∑
n=1

S∑
s=1

Pn,m,s (g
′
n,m,s )

H g′n,m,s , (5.21)

� (α)2,2 = 8π2(Δ f )2(SNR)
M∑

m=1

N∑
n=1

S∑
s=1

n̄2Pn,m,s (gn,m,s )
H gn,m,s , (5.22)

� (α)1,2 =−4π2(Δ f )cos (θ)(SNR)ℜ
6 M∑

m=1

N∑
n=1

S∑
s=1

n̄Pn,m,s (gn,m,s )
H g′n,m,s

7
,

(5.23)

where Pn,m,s =
|xn,m,s |2

Pt
, n̄ = n − N+1

2 , and � (α)2,1 = � (α)1,2. The CRLBs of delay
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and DoA estimates are finally given by the diagonal elements of �−1(α) as

CRLB(θ̂) =
1

2π2 cos2 (θ)(SNR) fθ(P)
, (5.24)

CRLB(τ̂) =
1

8π2(Δ f )2(SNR) fτ(P)
, (5.25)

where

fθ(P) =
M∑

m=1

N∑
n=1

S∑
s=1

Pn,m,s (g
′
n,m,s )

H g′n,m,s

−
�ℜ�∑M

m=1
∑N

n=1
∑S

s=1 n̄Pn,m,s (gn,m,s )
H g′n,m,s

��2∑M
m=1
∑N

n=1
∑S

s=1 n̄2Pn,m,s (gn,m,s )H gn,m,s

, (5.26a)

fτ(P) =
M∑

m=1

N∑
n=1

S∑
s=1

n̄2Pn,m,s (gn,m,s )
H gn,m,s

−
�ℜ�∑M

m=1
∑N

n=1
∑S

s=1 n̄Pn,m,s (gn,m,s )
H g′n,m,s

��2∑M
m=1
∑N

n=1
∑S

s=1 Pn,m,s (g′n,m,s )H g′n,m,s

. (5.26b)

5.2.2 Joint CRLB Delay and DoA Minimization

The joint optimization problem that minimizes the CRLBs of delay and DoA esti-
mates is given similar to the SISO optimization problem in (4.22a)–(4.22d) as

min
xr,n,m ,�n,m, s̃

CRLB(θ̂) (5.27a)

subject to

CRLB(τ̂)≤ τ2
max, (5.27b)

ζint,c

ζ̄ c

= η, (5.27c)

Pr ≤ Pt− Pc, (5.27d)

0≤ Pn,m, s̃ ≤ Pmax, s̃ ∈ [1, Sr]. (5.27e)

Hence, the goal of the optimization problem is to find the frequency-domain sym-
bols of the sensing streams xr,n,m along with their optimal indices�n,m, s̃ such that
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they minimize CRLB(θ̂) while constraining CRLB(τ̂) to be less than τ2
max, which

can be chosen depending on the required application. The power allocated to the
radar streams Pr depends on the total TX streams power Pt and the power allocated
to the communications streams Pc. The power allocated to the communications
streams is controlled through (5.27c), since it ensures a certain sum communications
capacity of the MIMO JCAS system (3.22), compared to when only communica-
tions are performed without JCAS (3.23). Varying η = [0,1] results in varying Pc,
and therefore, η= f (Pc) (or Pc = f −1(η)), where f (·) is some function. Moreover, a
certain maximum power Pmax can be allocated to a subcarrier in a sensing stream.

Similar to the SISO optimization problem in (4.22a)–(4.22d), Nact subcarriers are
activated in the sensing streams, with Nact− 1 subcarriers having power Pmax and a
single subcarrier with power PΔ. The CRLB(θ̂) value due to this power allocation
for indices of the activated subcarriers �n,m, s̃ of the sensing streams can then be
written, as given in Section IV-B of [P4] as

CRLB(θ̂) = τ2
max

4(Δ f )2

cos2 (θ)

· NUMc+ Pmax
∑M

m=1
∑Sr

s̃=1

∑
n∈�n,m, s̃

n̄2(gn,m, s̃ )
H gn,m, s̃ + PΔn̄0

2(gn0,m0, s̃0
)H gn0,m0, s̃0

DENc+ Pmax
∑M

m=1
∑Sr

s̃=1

∑
n∈�n,m, s̃

(g′n,m, s̃ )
H g′n,m, s̃ + PΔ(g′n0,m0, s̃0

)H g′n0,m0, s̃0

,

(5.28)

where

DENc =
M∑

m=1

N∑
n=1

Sc∑
s=1

Pn,m,s (g
′
n,m,s )

H g′n,m,s , (5.29)

NUMc =
M∑

m=1

N∑
n=1

Sc∑
s=1

n̄2Pn,m,s (gn,m,s )
H gn,m,s . (5.30)

The next step is to identify the indices of the Nact subcarriers that are activated.
Since out of N M Sr subcarriers in sensing streams, only Nact subcarriers are activated,
it is a vast search space. To reduce the complexity, the separate optimization prob-
lems of the two CRLBs are used, given by

(a) min�n,m, s̃
CRLB(θ̂), s̃ ∈ [1, Sr] (b) min�n,m, s̃

CRLB(τ̂), s̃ ∈ [1, Sr].
The activated indices to these two optimization problems can be readily found. As
discussed in [P4], for (a), they are given by the Nact subcarriers having the highest
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Algorithm 1 Calculation of sensing streams’ optimal subcarrier indices for joint
minimization of CRLB(τ̂) and CRLB(θ̂)

1: Set z = 0
2: Set� as the set of subcarrier indices for sensing streams
3: Set �n,m, s̃ as sensing streams’ activated subcarriers having the highest
(g′n,m, s̃ )

H g′n,m, s̃ , in descending order
4: while z ≤Nact do
5: Calculate CRLB(θ̂)z and CRLB(τ̂)z
6: Set�′n,m, s̃ = (� ∩�n,m, s̃ )

′
7: Move the symbol of activated subcarrier in�n,m, s̃ with least (g′n,m, s̃ )

H g′n,m, s̃
to the unactivated subcarrier in�′n,m, s̃ with highest n̄2(gn,m, s̃ )

H gn,m, s̃
8: Update the set�n,m, s̃
9: z←− z + 1

(g′n,m, s̃ )
H g′n,m, s̃ values. For (b), they are the subcarriers having the highest

n̄2(gn,m, s̃ )
H gn,m, s̃ values.

Finally, the activated subcarrier indices for the joint optimization are found us-
ing the solution to the separate optimization problem (a) as a starting point. Hence,
Nact subcarriers having the highest (g′n,m, s̃ )

H g′n,m, s̃ values are activated. Then, the
frequency-domain symbol of the activated subcarrier having the least (g′n,m, s̃ )

H g′n,m, s̃
value is moved to the unactivated subcarrier having the highest n̄2(gn,m, s̃ )

H gn,m, s̃

value. This process is repeated until all Nact subcarriers are moved, resulting in the
waveform having the minimum CRLB(τ̂), i.e., the solution arrived at by the sepa-
rate optimization problem (b). This process ensures that for each subcarrier moved,
CRLB(θ̂) is degraded the least while CRLB(τ̂) is minimized. The algorithm for cal-
culating these optimal subcarrier indices is given in Algorithm 1.

5.3 MIMO AF Enhancement

This section discusses an alternative approach to using the sensing streams. Firstly,
the MIMO AF for two targets is derived. Secondly, the ambiguity problem in the an-
gular domain is discussed when conventional communications are performed. Next,
the methodology to minimize such ambiguities through separate independent ran-
dom radar streams is discussed.
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5.3.1 MIMO AF Definition

A fully-digital architecture is considered for the MIMO TRX in deriving the MIMO
AF. When a single TX stream is used to communicate with a user at θc direction,
the TX time-domain signal can be written as the IDFT of a simpler version of (3.4)
as

x̃(t ) =wBB
T,cxc(t ), (5.31)

where wBB
T,c is the beamforming vector, xc(t ) and x̃(t ) are the time-domain sample

of the TX stream and samples at the TX antenna elements, respectively. Assuming
the TX signals from the LT different elements reflect off a point target, the signal
received at the l th

R antenna element of the MIMO RX can be written as

ylR
(t ,Φ1) =

LT∑
lT=1

blT,lR
x̃ lT

�
t −τlT,lR

(p1)
�

e− j2πτlT,lR
(p1) fc e j2π flT,lR

(p1)t + nlR
(t ).

(5.32)

Here, the 2-D co-ordinates vector of the target is given by p1, with the two-way
delay and Doppler-shift between the l th

T TX antenna and l th
R RX antenna are given

by τlT,lR
(p1) and flT,lR

(p1), respectively, which are functions of p1. In addition, Φ1 =
[τlT,lR

(p1), flT,lR
(p1)] contains the parameters of the target. The attenuation constant

for the target reflection between a TX-RX antenna pair is denoted by blT,lR
, x̃ lT
(t ) is

the signal at the l th
T TX antenna, and fc is the carrier frequency. The RX signal and

noise samples at the l th
R RX antenna are given by ylR

(t ,Φ1) and nlR
(t ), respectively.

The received signal ylR
(t ,Φ1) is then matched to different TX signals assuming

they reflect off from a second point target. The 2-D co-ordinates of that target are
given by p2, with its delay and Doppler-shift represented byΦ2 = [τi ,lR

(p2), fi ,lR
(p2)].

The matched-filtering can be given as

ȳ lR
(Φ1,Φ2) =

LT∑
lT=1

blT,lR

�∫
x̃ lT

�
t −τlT,lR

(p1)
�
x̃∗i
�
t −τi ,lR

(p2)
�

· e j2π
�

flT,lR
(p1)− fi ,lR

(p2)
�

t d t
�

· e− j2πτlT,lR
(p1) fc e j2πτi ,lR

(p2) fc + n̄ lR
, (5.33)
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where x̃∗i (t ) is one of the signals from the TX antenna elements with i ∈ [1, LT],
ȳ lR
(Φ1,Φ2) represents the output of the matched-filter, and n̄ lR

is the corresponding
noise sample. The expression in (5.33) can alternatively be written using

RlT,i (Φ1,Φ2, lR) =
∫

blT,lR
x̃ lT

�
t−τlT,lR

(p1)
�
x̃∗i
�
t−τi ,lR

(p2)
�
e j2π
�

flT,lR
(p1)− fi ,lR

(p2)
�

t d t

(5.34)
to represent the covariance matrix of the TX signals as

ȳ lR
(Φ1,Φ2) =

LT∑
lT=1

RlT,i (Φ1,Φ2, lR)e
− j2πτlT,lR

(p1) fc e j2πτi ,lR
(p2) fc + n̄ lR

. (5.35)

The general MIMO AF is defined based on the first term of (5.35) as [91]

� (Φ1,Φ2) =
8888 LT∑

lT=1

RlT,i (Φ1,Φ2, lR)e
− j2πτlT,lR

(p1) fc e j2πτi ,lR
(p2) fc
88882. (5.36)

The general AF derived in (5.36) can be simplified by certain assumptions, that are:
MIMO TX and RX arrays are situated close to each other, as usually is the case with
a monostatic MIMO TRX, the considered targets are in the far-field of the MIMO
TRX, and the waveforms used are narrowband. For the narrowband assumption,
it is important for the relation 2N M vr

vlight
� 1 to hold for an OFDM waveform,

where vr and vlight are the velocities of the target and light, respectively. Using these
assumptions, the simplified MIMO AF is given by [66]

� (Δτ,Δ fD,θ1,θ2) =
888aH

T (θ1)R (Δτ,Δ fD)aT(θ2)
8882 888aH

R (θ1)aR(θ2)
8882 , (5.37)

where since blT,lR
= b , ∀lT, lR, the effect of b can be neglected. The variables Δτ

andΔ fD represent the difference in delays and Doppler-shifts between the two point
targets. The angles θ1 and θ2 are the directions of the targets w.r.t. the MIMO TRX.
Further, under these assumptions, the LT × LT covariance matrix in (5.34) can be
simplified as R (Δτ,Δ fD), where each element of it is given by

RlT,i (Δτ,Δ fD) =
∫

x̃ lT
(t )x̃∗i (t −Δτ)e j2πΔ fD t d t . (5.38)

It can also be observed from (5.37) that the MIMO AF is a 4-D function.
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5.3.2 MIMO Communications Signal

Based on the TX communications signal in (5.31), the RX signal at the communica-
tions RX with a single antenna can be represented as

ỹc(t ) = hH
c (t )w

BB
T,cxc(t )+ ñc(t ), (5.39)

where hc(t ) =
�gaT(θc) is the LT× 1 LoS channel vector for the communications

user with �g representing the free-space path loss and aT(θc) is the TX steering
vector. Due to LoS conditions, the beamforming vector can be found based on the
matched-filter (MF) response that gives a main-beam at θc as

wBB
T,c =

a∗T(θc) 
LT

. (5.40)

This is referred to as the single-beam case later in Section 5.4.2.

5.3.3 Ambiguities in Range and Angle Domains

The 2-D AF of an OFDM waveform generally has a near-ideal thumbtack shape
because it is similar to a Gaussian noise signal [63]. Hence, the AF has fewer side-
lobes in the range and velocity domains. However, the OFDM waveform can result
in high side-lobes (or ambiguities) in the angular profiles θ1 or θ2 in the MIMO
AF (5.37), based on what kinds of OFDM signals are at the different TX antenna
elements, as depicted later in Fig. 5.10. To compare and quantify these ambiguities,
two different cuts of the MIMO AF are defined as

hθ2
=� (0,0,θ,θ2), (5.41)

hΔτ =� (Δτ, 0,θ,θ). (5.42)

Here, θ is the angle of a particular target while θ2 is the angle of a second target
nearby. Hence, hθ2

is the cut along the θ2 dimension while hΔτ corresponds to the
cut alongΔτ.

Next, to quantify the side-lobes of these two cuts, the integrated side-lobe levels
(ISLs) for them are defined separately as the ratio between the energy of the side-lobes
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to that of the main-lobe, and can be given using (2.8) as

ISLangle =

∫ θmain,1

−π2 hθ2
(θ′)dθ′+

∫ π
2
θmain,2

hθ2
(θ′)dθ′∫ θmain,1

θmain,1
hθ2
(θ′)dθ′

, (5.43)

ISLdelay =

∫ τmain,1−τmin
hΔτ(τ)dτ+

∫ τmax
τmain,2

hΔτ(τ)dτ∫ τmain,2
τmain,1

hΔτ(τ)dτ
. (5.44)

The variables θmain,1 + θmain,2 and τmain,1 + τmain,2 correspond to the null-to-null
lengths of the main-lobes in angle and delay profiles, respectively, and τmin and τmax

are the minimum and maximum delays of the delay profile. According to these two
definitions, a low value of ISL indicates fewer side-lobes/ambiguities.

As discussed later in Section 5.4.2, single-stream communication at θc results in
high ambiguities in the angle profile of the MIMO AF. These ambiguities can some-
what be minimized by splitting the communication stream also in another direction
θr, apart fromθc. It is also helpful in sensing since the MIMO RX receives reflections
from those two directions. In this case, the beamforming vector is given by

wBB
T,c =

a∗T(θc)+ a∗T(θr)

‖aT(θc)+ aT(θr)‖ , (5.45)

and is referred to as the two-beams case.

5.3.4 Inclusion of Independent Radar Streams

Although using two beamforming directions in two-beams case minimizes the am-
biguities, as shown in Fig. 5.11(a), they persist, and a solution for lowering them is
discussed next. For this, instead of the TX signal consisting of just a communication
stream, separate independent radar streams are now concatenated as

x(t ) = [xc(t ),

xT
r (t )︷ ︸︸ ︷

xr,1(t ), . . . , xr,Sr
(t )]T , (5.46)

where xr,s , s ∈ [1, Sr] represents the sample of the s th radar stream, with Sr denoting
the total number of such radar streams. The total instantaneous TX power is also
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shared between the communication and radar streams, similar to (3.1) as

Pc = |xc(t )|2, Pr =
Sr∑

s=1
|xr,s (t )|2. (5.47)

However, including separate radar streams causes interference for the communi-
cations users and must be mitigated for effective communications. The TX time-
domain signal is then given similar to (5.31) as

x̃(t ) =WBB
T x(t ) =

�
wBB

T,c,W
BB
T,r

��
xc(t ),x

T
r (t )
�T

. (5.48)

The RX signal at the communications RX can be given similar to (5.39) as

ỹc(t ) =
�

gaH
T (θc)w

BB
T,cxc(t )+

�
gaH

T (θc)W
BB
T,rxr(t )+ ñc(t ), (5.49)

where the first term is the useful time-domain communications RX signal while the
second term is the radar–communications interference. The interference can be can-
celed by designing WBB

T,r based on the NSP method as used in Section 3.3 given by

WBB
T,r =

�
I− �aH

T (θc)
�† aH

T (θc)
�

Ŵ
BB
T,r =

�
I− 1

LT
aT(θc)a

H
T (θc)

�
Ŵ

BB
T,r, (5.50)

where Ŵ
BB
T,r is chosen as a random orthonormal matrix, so that the different radar

streams illuminate different directions of the environment. Moreover, the design of
WBB

T,r ensures that beampatterns corresponding to all radar streams have a null at θc

to cancel the radar–communications interference.

5.4 Performance of the MIMO JCAS System

This section discusses the simulation results for the MIMO JCAS system. Firstly,
the results when the sensing streams are optimized to minimize the CRLBs of range
and DoA estimates are discussed, followed up with the results for the MIMO AF
enhancement. An analog–digital hybrid architecture and fully-digital architecture
are considered for the former and latter, respectively.
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Figure 5.1 The simulation scenario with targets’ ranges, velocities, DoAs, and RCSs.

5.4.1 Joint CRLB Minimization

First, the improvements obtained through waveform optimization are discussed.
Second, the performance improvements in radar processing due to optimized sens-
ing streams are presented. Results for both LoS scenario and NLoS scenario are pre-
sented, as discussed in Section 3.2. Since there are no separate sensing streams in the
former, waveform optimization cannot be performed. Hence, only the results for
radar processing are discussed for the former, while radar processing and waveform
optimization results are presented for the latter.

For the simulations, the MIMO system is assumed to work around fc = 28 GHz,
having LT = LR,r = 32 antennas in the TX and RX sides, with LRF

T = LRF
R,r = 8

RF chains. In addition, for communications, Uc = 2, with Sc,u = 2, while for sens-
ing Ur = 2 with a single radar stream at each sensing direction, i.e., Sr = Ur. The
waveform parameters are M = 50 OFDM symbols and N = 3168 subcarriers with a
spacing of Δ f = 120 kHz. The total power of the streams is fixed at Pt = 40 dBm.
The communications power is given by Pc =βPt where β ∈ [0,1] proportionately
divides the power between the communications and sensing streams.

NLoS Scenario

Figure 5.1 shows the targets considered for the simulations. There are two commu-
nications users and two radar targets, and another target is also placed at a different
direction to them. Specifically for the communications RXs, 20 point targets are
considered to be situated around them to simulate NLoS multipath communications
channels, as illustrated similarly in Fig. 3.2(a).
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Figure 5.2 Variation ofβ for different η values.
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(b) Trade-off between the two root CRLBs due to the joint opti-
mization. For the unoptimized waveform with ρ=β= 1, root
CRLBs are given by (0.000332◦, 0.0032m)

Figure 5.3 Variation of the root CRLBs due to the joint optimization.

Figure 5.2 depicts the dependence of β on η in (5.27c), for different ρ values.
As in (3.35), ρ controls the gains between communications and sensing in the TX
RF beampattern, while β controls the power between the two sets of streams since
Pc =βPt or Pr = (1−β)Pt. For a particular ρ, an increase of η increasesβ, since the
TX power needs to be increased to improve the communications capacity. Moreover,
the same capacity can be achieved for a low β if ρ can be increased.
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Figure 5.4 The ROC for the radar target at 5◦.

The improvement of the CRLBs is then depicted in Fig. 5.3. First, Fig. 5.3(a)
depicts the root CRLBs of the separate delay and DoA estimations (as discussed in
Section 5.2.2) as a function of SNR. Here, ‘Power difference’ indicates the difference
in powers between Pmax and a communications subcarrier in decibels. Optimiz-
ing the waveform improves both CRLBs when compared with the communications-
only (unoptimized) waveform. As ρ decreases, CRLBs also decrease due to increased
power in terms of TX beamforming for sensing purposes. Increasing the power dif-
ference also decreases the CRLBs since that increases Pmax, thereby decreasing the
number of activated subcarriers, which allows maximizing the functions in (5.26a)
and (5.26b).

Figure 5.3(b) then illustrates the effect of the joint CRLB minimization when the
SNR is fixed at 10 dB. It is observed that decreasing β minimizes the CRLBs since
it increases the power of the sensing streams. Moreover, each curve in this figure il-
lustrates the trade-off between the two CRLBs. Additionally, the joint optimization
minimizes the CRLBs compared to the communications-only scenario. Although
the absolute values of the two CRLBs are very low, it is next illustrated that they
improve the sensing performance. Therefore, minimizing the theoretical metric of
CRLB enables improvement in the performance also in a practical scenario.

The sensing performance due to waveform optimization is first evaluated through
the ROC curve, which is calculated empirically. For this, the radar target in 5◦ is
placed at different, uniformly distributed ranges over many iterations. Next, using
the corresponding range–angle map, the average power value is calculated for a set of
range and angle bins surrounding the target’s actual DoA and range values to obtain
the detection probabilities. Similarly, false alarm probabilities are calculated when
the target is not placed there. Figure 5.4 shows the results for the ROC for different
ρ andβ values. It shows that decreasingρ orβ improves the ROC since more power
is allocated for the sensing beams and streams, respectively.
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Figure 5.5 The RMSEs of DoA and range estimates for the radar target at 5◦.
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Figure 5.6 The communications and sensing performance trade-off.

Secondly, the sensing performance is evaluated through the RMSEs of DoA and
range estimates. For this, the radar target’s range is also considered to be uniformly
distributed over many iterations, and the RMSEs are calculated based on the range–
angle map. These results are shown in Figs. 5.5(a) and 5.5(b) separately for the two
estimates. The general trend from both figures is that increasing either ρ or β in-
creases the RMSEs since more power is allocated for communications. Moreover,
the worst RMSE values are obtained for the communications-only case.

Figure 5.6 depicts the trade-off between the sensing performance illustrated in
Fig. 5.5 and the communications performance in Fig. 5.2, for different ρ and β val-
ues. For the trade-off between the DoA RMSE and η in Fig. 5.6(a), when ρ is low,
i.e., ρ ≤ 0.7, η can be increased while keeping the DoA RMSE almost under 0.5◦.
Hence, for those ρ values, allocating more power for communications does not nec-
essarily reduce the sensing performance too much. However, when ρ = 0.8 or 0.9,
increasing η is observed to increase the DoA RMSE much fast. In addition, the figure
also shows the dependence of β on communications and sensing performance. For
ρ≤ 0.7, an increase ofβ affects both systems’ performance rather mildly, but when
ρ= 0.8 or 0.9, its increase can be observed to affect either performance considerably.
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Figure 5.6(b) depicts a similar trade-off for the range RMSE. However, when ρ≤
0.6, an increase of η increases the RMSE of range much faster, compared to whenρ≥
0.7. A similar trend is observed w.r.t. the β values. Therefore, these figures depict
that generally β and ρ should be high (closer to 1) for improved communications,
while for sensing, they should be low (closer to 0.5). Hence, it is important to choose
these optimization parameters to obtain a good trade-off between communications
and sensing.

Finally, Fig. 5.7 illustrates the range–angle and range–velocity maps obtained for
sensing-only, communications-only, and JCAS cases. For the sensing-only case, i.e.,
Figs. 5.7(a) and (d), radar targets’ parameters are clearly detected. Although the other
targets are not observed in the range–angle map, a glimpse of them can be observed
in the range–velocity map. For the case when only communications are performed,
i.e., Figs. 5.7(b) and (e), the information that can be gained is not enough or not
consistent with the actual targets’ parameters. However, for the JCAS case, i.e.,
Figs. 5.7(c) and (f), all targets’ parameters are detected. Therefore, this shows the
importance of allocating more power for the radar beams and streams to sense the
environment.

LoS Scenario

The range–angle maps in Figs. 5.7(a)–(c) correspond to the NLoS scenario, discussed
in Section 3.2. Similarly, Fig. 5.8 depicts the range–angle maps corresponding to the
LoS scenario. Here, Figs. 5.8(a), (b), and (c) show the range–angle maps obtained with
the MF response as a reference, while Figs. 5.8(d), (e), and (f) are with the proposed
MUSIC processing. The two main differences w.r.t. the targets in the LoS scenario
when compared to the NLoS scenario as depicted in Fig. 5.1 are that no point scat-
terers are surrounding the communications RXs (due to LoS), while all targets have
zero velocity. Hence, the radar channel is time-invariant and there are LoS condi-
tions to all targets w.r.t. the MIMO TRX.

In the MF approach, the range bin values are combined using (5.3)–(5.6) for a
specific θ. The range–angle map for a specific TX stream is obtained by performing
this for θ ∈ [−90◦, 90◦]. In the MUSIC-based approach, range–profiles are combined
also using (5.3)–(5.6), but only for the two radar directions. However, for both cases,
the different range–angle maps for the two sets of streams are combined using (5.12).
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Figure 5.7 Range–angle maps in (a),(b), and (c), while range–velocity maps in (d), (e), and (f). Each

column shows the maps for sensing-only (ρ,β = 0), communications-only (ρ,β = 1),

and JCAS (ρ,β = 0.5), respectively. The targets in Fig. 5.1 are also circled for ease of

comparison.

Figures 5.8(a) and (b) show that the communications and radar targets’ ranges
in the MF approach are clearly illustrated, but there are ambiguities in the angular
domain. These are due to the appearance of grating lobes in the effective beampat-
tern (combination of RF and BB) of the MIMO RX in hybrid architectures. This
approach’s combined range–angle map in Fig. 5.8(c) more clearly shows the direc-
tional ambiguities. Hence, it is difficult to pinpoint the actual targets’ angles.

In contrast, MUSIC-based approach detects the communications and radar tar-
gets’ ranges and angles with fewer ambiguities. Although there are ambiguities in
the maps of the first and second TX streams as in Figs. 5.8(d) and (e), combined map
in Fig. 5.8(f) has almost no ambiguities, showing the superiority of the proposed
radar processing over the MF-based approach. The first communications RX is not
detected in the range–angle map of the second TX stream and vice versa. This is
because each communications user has a null at the other user’s direction in the TX
beampattern, as in Fig. 3.4(c). However, since both streams are transmitted in radar
directions, the radar targets are observed in each TX stream’s range–angle map.
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Figure 5.8 Range–angle maps in (a),(b), and (c), correspond to the ones obtained from the first TX

stream, second TX stream, and the combination of two streams, respectively, obtained using

the MF response. Range–angle maps in (d),(e), and (f), correspond to the ones obtained

using MUSIC processing for the same TX streams.

In both MF-based and MUSIC-based processing in LoS scenario, the ‘other’ target
is not detected quite well when compared to that in the NLoS scenario maps in Fig.
5.7. The reason for this lies in the TX beampattern of the two scenarios. Figure 3.4(c)
depicts the TX beampattern in the LoS scenario, where the gain at 20◦ is almost 0dBi,
i.e., attenuated by around 10−15 dB for the two streams compared to the peaks. It is
the same for all frequencies since BB beamforming is the same. In contrast, the TX
beampattern of the NLoS scenario illustrated in Fig. 3.6 shows that depending on the
ρ value, the gain at 20◦ can vary. Moreover, since the BB beamforming differs for
different frequencies, some frequencies can have a gain comparable with the main-
lobe gain. As such, the ‘other’ target can also be detected, as shown in Fig. 5.7.
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Figure 5.9 The TX beampattern and its gains at θc and θr for different number of independent radar

streams Sr.

5.4.2 Improvement of MIMO AF

The parameters considered for the simulations are: each TX stream being an OFDM
waveform with M = 10 OFDM symbols and N = 256 active subcarriers, a fully-
digital architecture with LT = LR,r = 8 antennas, TX streams power of Pt = 30 dBm,
and θc =−30◦ and θr = 10◦. In addition, the frequency-domain samples of the radar
streams are considered to be Gaussian distributed.

First, Fig. 5.9(a) shows the TX beampatterns for different numbers of indepen-
dent radar streams Sr in (5.46). The gain in each direction is obtained through

P (θ) =�{|aH
T (θ)W

BB
T x(t )|2}. (5.51)

When there are not any radar streams (only communications stream), i.e., Sr = 0,
the beampattern corresponds to the MF response in single-beam and two-beams cases,
as in (5.40) and (5.45), respectively. For the former, there is a single beam at θc,
while for the latter, there are two beams at θc and θr, as expected. When Sr �= 0,
radar beampatterns corresponding to the radar streams have random beampatterns
obtained through (5.50). The beampatterns shown in Fig. 5.9(a) are the average for
such different random radar beampatterns over many iterations, also including the
communications beampattern obtained through the MF.

When Sr = 4, the gains at θc/θr are reduced by a little compared to Sr = 0. This
happens due to the inclusion of random radar beampatterns. For a single iteration,
the radar beampattern of a radar stream would be random, having a null at θc. How-
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ever, averaging over multiple iterations would result in an average radar beampattern
with uniform gain over all directions except at θc. Then, when this average radar
beampattern is concatenated with the communications-only beampattern, the gain
at θc is decreased a little due to the null of the average radar beampattern. The gain
at θr in two-beams case also decreases since the gain at θr for Sr = 0 is higher than
the gain at that direction of the average radar beampattern. These observations re-
sult in the TX beampattern observed in Fig. 5.9(a) for Sr = 4. Finally, when Sr = 8,
only radar streams exist without the communications stream. As a result, a null is
observed at θc while the gain is uniform across all other directions.

Secondly, Fig. 5.9(b) illustrates the gains at θc and θr. The gain at θc is the highest
for both cases when Sr = 0. The gain decreases after introducing a single radar stream
and remaining constant after that. When Sr = 8, since there is a null at that direction,
a gain cannot be defined which is why it does not contain any point in the curve. For
θr, the lowest gain is when Sr = 0 in the single-beam case since only a main-beam at θc

exists. Next, increasing Sr increases the gain in that direction. An opposite behavior
is observed for θr for the two-beams case.

Next, Fig. 5.10 depicts the angle profile of the MIMO AF along θ2 when θ= θ1 =
−5◦, based on (5.41). It shows that when Sr = 0 and for either of the beamforming
cases, the peak of the angle profile does not coincide for θ2 = −5◦, while there are
significant side-lobes in other directions as well. For radar processing, this means that
whenever there is a target at an actual angle of−5◦, it is observed a little bit shifted in
the angular domain, while there will also be peaks in other directions that act as false
targets. This, in turn, represents the ambiguity observed in the angle profile of the
MIMO AF whenever single-stream communication is performed. However, having
Sr = 8 allows the main peak to coincide exactly on 5◦ while significantly decreasing
the ambiguities observed in other directions.
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Figure 5.10 Angle profile of MIMO AF corresponding to θ1 =−5◦.

Figure 5.11 illustrates the performance improvement of ISL values due to inde-
pendent radar streams. Figure 5.11(a) first depicts the ISL values observed in the
MIMO AF’s angle profile for all possible target directions when Pc−Pr = 4 dB, as in
(5.47). It shows that the worse ISL values are observed for both beamforming cases
when Sr = 0. The best ISL values for single-stream communication are observed
around θc/θc and θr respectively for the single-beam and two-beams cases since most
of the energy is used at those directions due to the main beams of the TX beam-
pattern. However, the increase of Sr is observed to decrease the ISL values, thereby
decreasing the ambiguities in the angle profile. Moreover, when Sr = 8, there is a
peak at θ1 = θc, due to the deep null of the TX beampattern in Fig. 5.9(a) at the
same direction, i.e., since there is not any TX power at that direction, even if there
is an actual target at that direction, it will not be observed.

Figure 5.11(b) then depicts the variation of the ISL values for θ1 = −15◦ when
the power allocation between the communications and radar streams is changed. By
allocating more power for the radar streams but at the cost of decreasing the power of
the communications stream, the ISL values can be decreased, thereby also decreasing
the ambiguities.

Finally, Fig. 5.11(c) shows the ISL values observed in the MIMO AF’s delay pro-
file. The best ISL value is when Sr = 0, while the increase of Sr increases the ISL
values, with the highest ISL value observed when Sr = 8. However, the delay pro-
file’s ISL values are quite low when compared to those of the angle profile, showing
that OFDM waveforms already have low side-lobes in the delay profile. Hence, it
can be noted that including independent radar streams reduces the angle ambiguity
while almost keeping the delay ambiguity the same. The ISL values can be slightly
modified by changing Sr, as denoted within the embedded plot.
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(b) The variation of ISL values of MIMO AF’s angle profile of θ1 =−15◦
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(c) The ISL values of the MIMO AF’s delay profile at θ1 = θ2 = −15◦
for different Pc− Pr values

Figure 5.11 The ISL variation of angle and delay profiles of the MIMO AF, where the blue-dashed curve

in (a) corresponds to Sr = 0 with a single beam, while all others are with two beams.
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6
Conclusions

This thesis discussed including sensing on top of a modern communications system
such as in 5G. The main focus is OFDM waveform optimization, which achieves
an optimal trade-off between communications and sensing. In addition, this thesis
also investigated radar processing needed in MIMO JCAS systems in obtaining the
ranges, velocities, and directions-of-arrival (DoAs) of different targets in the environ-
ment. Towards this end, first, the following section points out the main conclusions
of the thesis. Second, the overall summary of the thesis is discussed, followed by
prospects that could be pursued using the work in this thesis as a baseline.

6.1 Conclusions and Summary

The main conclusions of the thesis, in line with objectives in Chapter 1 are as follows.

• For SISO JCAS systems, the Pareto trade-off between the two functionali-
ties can be obtained by optimally sharing the frequency resources. Hence,
co-designing such systems allows intelligent utilization of the available scarce
spectrum so as not to inhibit the performance of either system. Once the re-
quired performance trade-off is derived, the operating point, e.g., the portion
of bandwidth allocated to each system, can be selected based on a certain appli-
cation. For instance, if many communications users need to be catered, e.g., in
a public gathering, all the bandwidth can be allocated for that purpose, while
if there are not that many users, e.g., in a rural area, more bandwidth can be
used for radar purposes. Hence, the proposed resource allocation is flexible.
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• Future mobile communications systems will feature massive MIMO antenna
arrays with a hybrid architecture comprising many antenna elements for the
TX and RX. Multiple TX streams will inevitably be used to provide service
to many users. Hence, radar processing in such systems is crucial in gaining
knowledge about the surrounding environment. Especially one of the key
objectives in 6G systems is to provide a bridge between the physical and the
digital worlds [104], and the proposed radar processing in the thesis helps to
bridge the gap. The information gained from sensing can be used to enhance
the performance of the communications users further. For example, knowing
the directions of static clutter can help the MIMO TX decide the best precod-
ing and combining necessary to maximize energy transmission in the required
directions, not in unwanted directions.

• In including separate OFDM sensing streams on top of the communications
streams for MIMO JCAS systems, special attention needs to be given to decid-
ing the powers allocated to the two sets of streams to obtain an optimal trade-
off. However, the advantage of having separate streams for sensing is that they
can be optimized fully for sensing purposes, improving either detection or esti-
mation metrics of sensing without modifying communications streams. They
can also be transmitted in arbitrary directions, which provide more informa-
tion in terms of sensing due to receiving reflections from these directions. An
important remark to note here is that the sensing streams will cause radar–
communications interference for the communications users. Thus, precoding
and combining must be designed to cancel this interference.

The main results of the thesis and their summary are discussed next. The first
set of results concerns waveform optimization in SISO JCAS systems. Precisely, the
unused subcarriers within the OFDM waveform are filled with optimized samples to
jointly minimize the CRLBs of range and velocity estimates. Hence, some TX power
of the communications-only subcarriers, i.e., data and control, is reallocated in filling
the empty subcarriers, which, once filled, are called radar subcarriers. In addition,
only the amplitudes of the subcarriers’ samples affect the joint optimization, not
their phases. Therefore, phases of the radar subcarriers are further optimized to
minimize the PAPR of the TX signal.

Although joint optimization minimizes the theoretical metric of CRLB, the the-
sis demonstrates that it also improves practical performance metrics. By appropri-
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ately choosing the optimization parameters, the main-lobe widths and side-lobes
of either range or velocity profile can be minimized when compared with using a
communications-only waveform without radar subcarriers. In addition, the prac-
tical counterpart of CRLB, i.e., RMSE, of either estimate can also be minimized
through this optimization. Apart from these improvements observed in sensing,
the PAPR of the communications TX waveform can also be reduced through phase
optimization of the radar subcarriers, thereby improving the efficiency of the power
amplification process in transmission. In addition, appropriately choosing the power
allocation and the optimization parameters are essential to obtain an optimal trade-
off between CRLB minimization and communications capacity.

The side-lobe suppression due to optimizing the waveform through CRLB mini-
mization is investigated further through experimental RF measurements. For this, a
standard-compliant 5G NR waveform is used to sense an outdoor environment with
the system operating at a mm-wave frequency of 28 GHz. The results illustrate that
optimizing the waveform gives considerable performance gain by minimizing the
side-lobes of the radar image, which also helps reduce the overall clutter level.

The next set of results of the thesis is regarding radar processing from the perspec-
tive of a MIMO communications system with hybrid architecture. In such an archi-
tecture, RX samples that can be used for radar processing convey less information
about the targets of the environment due to dimensionality reduction compared to a
fully-digital architecture. Moreover, the TX signals at the different antenna elements
are not necessarily orthogonal in a MIMO communications system. In addition, the
existence of multiple data streams can also complicate radar processing. Therefore,
radar processing for such a system must consider all these issues.

In MIMO JCAS systems, multiple TX streams of the communications users can
be used for sensing the environment. For the first set of results, static radar targets are
considered while also assuming frequency-independent communications channels
with LoS conditions to the communications users w.r.t. the MIMO TRX. Apart
from transmitting the streams of the respective users in their directions, all com-
munications streams are transmitted in a separate sensing direction. The received
reflections from the streams are then used to obtain the range–angle map of the en-
vironment through novel radar processing techniques. The results show that super-
resolution can be achieved in DoA estimation, allowing differentiation between two
nearby targets with minute separation in the angular domain. Moreover, the pro-
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posed radar processing is shown to work considerably better than the conventional
matched-filtering approach, depicting the effectiveness of the radar processing.

In contrast, separate TX streams for sensing can also be used while also consid-
ering the users’ channels to be frequency-selective with NLoS conditions and mov-
ing radar targets; thus, a more advanced system for the second set of results. The
MIMO TRX’s, and the communications users’ beamformers, are also designed ap-
propriately to cancel the inter-user and intra-user interference, as well as the radar–
communications interference due to the separate sensing streams. The radar pro-
cessing is also extended to perform velocity estimation, thus obtaining the range–
velocity map in addition to the range–angle map.

The final set of results discusses utilizing the sensing TX streams to improve the
sensing performance, i.e., joint waveform design for MIMO JCAS systems. One
strategy for the waveform design involves optimizing the sensing streams to jointly
minimize the CRLBs of range and DoA estimates. The results here illustrate that the
joint optimization improves the receiver operating characteristics (ROC) of sensing
while minimizing the RMSEs of range and DoA estimates. Therefore, similar to
the waveform optimization of SISO systems, optimizing the MIMO waveform also
improves performance in a practical scenario.

The second strategy in using separate sensing streams is to enhance the MIMO
AF. Here, a fully-digital MIMO system’s AF is derived, which is a function of the
range, velocity, and DoA of a radar target. Conventional 2-D AF of range and veloc-
ity variables of OFDM waveforms has the required thumbtack shape because OFDM
is noise-like. However, in considering the AF of MIMO systems, the DoA variable
also becomes important. Performing only single-stream communication can result
in high ambiguities in MIMO AF’s angle profile, reducing the sensing performance
due to the emergence of many false targets. To alleviate this issue of ambiguities, sep-
arate sensing streams can be used in conjunction with the communication stream to
reduce the ambiguities. The sequential increase in the number of separate sensing
streams results in further decreasing the ambiguities.

Therefore, the thesis has contributed to the domain of JCAS by providing effec-
tive waveform optimization strategies that allow obtaining an optimal performance
trade-off between the communications and sensing functionalities. In addition, ef-
ficient radar processing techniques are proposed for MIMO systems to visualize the
surrounding environment better.
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6.2 Future Work

This section outlines the future work that can be performed by using the work in
the thesis as a baseline.

Recently, research on wireless communications systems has evolved quickly, with
one of the major contributors being the development of future 6G systems. The 6G
systems will work around much higher carrier frequencies, e.g., terahertz, enabling
much more frequency bandwidth. Further, they will cater to high-mobility scenar-
ios. Hence, in these systems, frequency dispersion increases due to the Doppler-shift
and phase noise, which are, in fact, significant challenges in using OFDM waveforms
[103]. Therefore, although OFDM has been used as the standard waveform in 4G
and 5G, the development of 6G systems may result in utilizing a different candidate
waveform, e.g., orthogonal time-frequency space (OTFS) [45]. Such a waveform
would encompass some properties of OFDM, if not all. Therefore, the work in this
thesis needs to be extended to use such a novel waveform to incorporate with future
JCAS systems.

The PAPR minimization scheme applied in the thesis for SISO JCAS systems
involved an exhaustive search. The idea was to illustrate the performance improve-
ments that can be realized by also optimizing the phases of the radar subcarriers,
in addition to optimizing the amplitudes for CRLB minimization. As a result, the
PAPR minimization cannot be applied directly to a real-time system. Hence, once
the waveform is optimized to minimize the CRLBs, a new approach needs to be
used to further optimize the phases of the radar subcarriers with less complexity.
In addition, the effect of optimizing the phases was only evaluated through the im-
provement of the PAPR. Observing how phase optimization affects the side-lobes
in either range or velocity profile would also be interesting.

The MIMO AF enhancement procedure involved separate random sensing TX
streams on top of the communication stream. There, the beamforming matrix of the
sensing streams is designed based on the null-space projection to cancel the radar–
communications interference while also ascertaining that each beamforming vector
of a sensing stream is random and orthonormal. Hence, the method adopted in
the thesis is of low complexity while improving performance significantly. How-
ever, the TX sensing streams and their beamforming matrix could be designed based
on an explicit optimization problem to minimize ambiguities further. Although
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it may increase the complexity, it would be beneficial to observe the possible im-
provements, thereby allowing to decide whether to use a high or low-complexity
method for a given application. Since the radar beamforming matrix controls radar–
communications interference, observing the trade-off between fully optimizing the
matrix to minimize ambiguities and using null-space projection to cancel radar–
communications interference would be interesting.

Similarly, OFDM waveform optimization discussed for the MIMO JCAS sys-
tem involved choosing the sensing streams’ beamforming matrix to cancel radar–
communications interference and optimizing the OFDM waveform to minimize the
CRLBs. Instead, the OFDM waveform and the beamforming matrix could be opti-
mized together to minimize the CRLBs, and then observe the trade-off between the
CRLB minimization and the radar–communications interference cancellation.

Moreover, TX beamforming for MIMO JCAS systems with LoS conditions is
performed using numerical optimization where the gains at the needed directions are
maximized. However, TX beampattern’s side-lobes are not considered, where their
existence would mask weak targets. Hence, an additional constraint can be added for
side-lobe minimization. Although the new constraint can incur high complexity, it
would be beneficial to observe if such a constraint can indeed further improve the
JCAS performance.

Waveform optimization for single-antenna and multi-antenna systems involved
in single-target CRLB minimization. However, optimizing the waveform by con-
sidering multi-target CRLB minimization would be beneficial for a scenario where
multiple targets need to be detected. Therefore, the difference between single-target
and multi-target CRLB minimization problems would be an interesting topic. In ad-
dition, how the latter minimization affects the different parameters, e.g., side-lobes,
main-lobe widths, and RMSEs, would also be interesting.

An important concept related to the works of the thesis is standardization aspects.
For instance, waveform design for SISO JCAS systems focuses on filling up the un-
used subcarriers in the OFDM waveform with optimized samples such that a part
of the TX power is reallocated to them. However, in practical communications sys-
tems, filling up any unused subcarrier with some power might not be possible due to
different constraints, e.g., interference to some other wireless system or insufficient
TX power for reallocation due to link budget. In such a scenario, the industry must
standardize the different aspects of waveform optimization, e.g., a dedicated set of

106



6.2. Future Work

subcarriers out of the unused subcarriers that can be filled with optimized samples
or total maximum power that can be reallocated to filling the empty subcarriers.

Another instance where standardization becomes essential is related to multi-
stream waveform design for MIMO JCAS systems. There, separate sensing streams
are reallocated a portion of the total TX power, which needs to be standardized.
Further, the sensing TX streams require suitable precoding and combining design to
prevent radar–communications interference. Hence, if a codebook-based approach
is used to design them, they must also be standardized. Especially since there are
already discussions on JCAS being one of the key features in future 6G systems, e.g.,
the European 6G flagship project (Hexa-X) [104], the industry needs to consider the
standardization aspects related to joint waveform design, as proposed by the thesis.
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A
Relation Between CRLBs and Fisher Matrix

When the estimation process is unbiased∫
(θ̂−θ)�y(y;θ)d y = 0, (A.1)

in which the likelihood function �y(y;θ) has a mean around the zero vector and θ
is the k-element vector consisting of the parameters to be estimated. Differentiating
this expression w.r.t. the parameter vector θ results in

∫
(θ̂−θ)∂ �y(y;θ)T

∂ θ
d y −

∫
�y(y;θ)d y = 0, (A.2)

which can then be modified as

∫
(θ̂−θ)∂ log�y(y;θ)T

∂ θ
�y(y;θ)d y = I. (A.3)

This can be rewritten in terms of the expectation operation as

�
�
(θ̂−θ)∂ log�y(y;θ)

∂ θ

T�
= I. (A.4)

Left-multiplying (A.4) by wT and right-multiplying by �−1(θ)w results in

�
�

wT (θ̂−θ)∂ log�y(y;θ)

∂ θ

T

�−1(θ)w
�
=wT�−1(θ)w, (A.5)
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where w is an arbitrary vector used for the derivation and Fisher information matrix
is denoted by � (θ). Next, using the Cauchy–Schwarz inequality for (A.5) results in

(wT�−1(θ)w)2 ≤�
�

wT (θ̂−θ)(θ̂−θ)w
�

·�
�

wT�−1(θ)
∂ log�y(y;θ)

∂ θ

∂ log�y(y;θ)

∂ θ

T

�−1(θ)w
�

(wT�−1(θ)w)2 ≤wT�
�
(θ̂−θ)

)
θ̂−θ

*T �
w

·wT�−1(θ)�
�∂ log�y(y;θ)

∂ θ

∂ log�y(y;θ)

∂ θ

T�
�−1(θ)w. (A.6)

Defining cov(θ̂) =�{(θ̂−θ)(θ̂−θ)T } as the covariance matrix of the set of param-
eters and

� (θ)i , j =�
6
∂ log�y(y;θ)

∂ θi

∂ log�y(y;θ)

∂ θ j

7
, (A.7)

where i and j are the row and column indices, the inequality in (A.6) can be simpli-
fied to conclude that the matrix cov(θ̂)−�−1(θ) is positive semi-definite. Hence, the
CRLBs of the k th parameter are given by the corresponding k th diagonal element.

A different expression is derived for (A.7) that is used throughout the thesis. For
this, (A.7) can be rewritten by utilizing the definition of the second derivative as

� (θ)i , j =�

⎧⎪⎨
⎪⎩
∂ �y(y;θ)
∂ θi

∂ �y(y;θ)
∂ θ j

(�y(y;θ))2

⎫⎪⎬
⎪⎭=�

⎧⎪⎨
⎪⎩
∂ 2�y(y;θ)
∂ θi∂ θ j

�y(y;θ)
− ∂

2 log�y(y;θ)

∂ θi∂ θ j

⎫⎪⎬
⎪⎭ . (A.8)

Since ∂ 2

∂ θi∂ θ j

∫ �y(y;θ)d y = 0, the expectation of first term can be written as

�

⎧⎪⎨
⎪⎩
∂ 2�y(y;θ)
∂ θi∂ θ j

�y(y;θ)

⎫⎪⎬
⎪⎭=

∂ 2

∂ θi∂ θ j

∫
�y(y;θ)d y = 0. (A.9)

Hence, the expression for each element of the Fisher information matrix is given by

� (θ)i , j =−�
6
∂ 2 log�y(y;θ)

∂ θi∂ θ j

7
. (A.10)
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