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Valojännitemuuntimet ovat tärkeä osa energiaa valosta -teknologiaa, jossa energiaa siirretään 
valon avulla, perinteisen sähköjohteen tai induktion sijaan. Valosta energiaa -järjestelmiä käyte-
tään kun tarvitaan energian siirtolinja, joka on galvaanisesti erotettu, immuuni sähkömagneetti-
selle häiriölle tai kun halutaan ultrakevyitä siirtolinjoja. Tehotiheys on valojännitemuuntimen 
avainsuoritusparametri. Kuitenkin siirryttäessä korkeisiin tehotiheyksiin, kaksi rajoittavaa häviö-
mekanismia alkavat rajoittaa kennon toimintaa: lämpenemisestä johtuva tehon alenema sekä 
vastushäviö. Valojännitekennoissa yleinen tapa vähentää vastushäviöitä on valmistaa kennon 
etupintaan metallikuviointi, joka avustaa virran siirtymistä sivuttaissuunnassa.  

Numeerinen etumetalloinnin optimointi suoritettiin kahdelle yksiliitosvalojännitemuuntimelle 
uudella Hybrid quasi-3D simulaatiomallilla. Malli rakennettiin olemassa olevista optisista sekä 
puolijohdefysiikan simulaatiomalleista, tehden mallista luotettavan ja tarkan kuvauksen valojän-
nitemuuntimesta. Kahden kokoojakiskon tasasormikuviointi optimoitiin kahdelle samantyyppiselle 
sirulle, josta toinen oli p–n polaarinen (p-tyyppinen puolijohde n-tyyppisen päällä) ja toinen n–p 
tyyppinen diodirakenne. Optimointi tehtiin neljälle sädemuodolle sekä kolmelle käyttölämpötilalle, 
jotta saataisiin mahdollisimman kattava kuva rakenteiden eroista sekä etumetalloinnin määrästä.  
Lisäksi kennon avoimen piirin jännitettä, suljetun piirin virtaa sekä täytekerrointa (fill factor) ana-
lysointiin syvemmän ymmärryksen saavuttamiseksi kennon toiminnasta eri olosuhteissa. 

Tulosten perusteella n–p diodirakenne on huomattavasti parempi korkean tehotiheyden käyt-
töalueella verrattuna p–n rakenteeseen. N–p rakenteen sormien välitys oli tuplasti suurempi ja 
ulostuloteho 8,5-9,6 % suurempi kuin p–n rakenteella. Sormien välityksen toleranssi oli myös 
huomattavasti suurempi n–p rakenteella. Säteen muodon epätasaisuus sekä kennon käyttöläm-
pötilan kasvu molemmat kavensivat optimaalista sormien välitystä. Säteen muoto vaikutti sormien 
välityksen kaventumiseen enemmän. Molemmat tekijät kavensivat myös sormien välityksen tole-
ransseja. Täytekertoimen analyysin perusteella p–n rakenteen emitterimateriaalin, p-tyyppisen 
galliumarsenidin, matala enemmistövarauksenkuljettajien liikkuvuus ja sen aiheuttama korkea 
neliöalan resistanssi rajoittavat rakenteen toimintaa suurilla sormien välityksillä. Mielenkiintoinen 
lisätulos oli myös havainto avoimen piirin jännitteen pienenemisestä sormivälityksen kasvaessa. 
Tulos voitiin selittää ajatuskokeella eri jännitteisten jännitelähteiden yrityksenä tasata järjestelmän 
kokonaisjännite. 

Hybrid quasi-3D malli osoittautui käyttökelpoiseksi malliksi valojännitekennojen mallintami-
seen. Tehokas 3D malli on arvokas työkalu valojännitesirukehittäjälle, joka haluaa laajentaa 1D 
puolijohdekerrosten kehityksestä kehitystyötä laajemmalle moduulitasolle. Kyky mallintaa puoli-
johdekerrosrakenteita, valon säteen profiileita sekä etumetallointia yhdessä mallissa antaa kyvyn 
rakentaa maailmanluokan valojännitekennoja ja täten menestyä kovan kilpailun valojänniteken-
nojen alalla. 
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ABSTRACT 

Veikka Nikander: Numerical Front Contact Grid Optimization for Photovoltaics 
Master’s thesis 
Tampere University 
Engineering and Natural Sciences 
April 2023 
 

 
Photovoltaic converters are a key part of the power by light systems, which transfer energy via 

light rather than electrical conduction or induction. They excel in applications requiring galvanic 
isolation, electromagnetic interference-free operation, and ultra-lightweight transmission lines. 
Power density is a key performance indicator for any photovoltaic chip, but this is even more true 
for the photovoltaic converter. Two main loss mechanisms start to play a limiting role as higher 
power densities are used: heating-related power loss and resistive losses. A common way to 
tackle the resistive loss of photovoltaic devices is to introduce front contact metallization on top 
of the chip to aid in the charge carrier transport at the lateral direction of the cell. 

Numerical front contact grid optimization for two single junction photovoltaic converters is done 
with a novel Hybrid quasi-3D simulation model. The model is constructed by a collection of es-
tablished optical and semiconductor simulation models giving an efficient yet reliable and accu-
rate description of the photovoltaic device. Double busbar finger grid design’s finger spacing is 
optimized for a similar but inverted p-type on n-type (p–n) and n-type on p-type (n–p) structures. 
Optimization is done for four relevant illumination profiles and three operation temperatures, to 
yield a comprehensive picture of the behavior between the two structures and different grid spac-
ings. Analysis of the photovoltaic cell performance parameters 𝑉𝑜𝑐, 𝐼𝑠𝑐, and 𝐹𝐹 is done the gain a 
deeper knowledge of the cell behavior. 

Results predict that the n–p structure performs considerably better at high illumination power 
compared to its p–n counterpart. The n–p structure yielded twice as large spacings and 8.5-9.6% 
higher output powers. Tolerance to spacing values was also considerably higher for n–p struc-
tures than p–n. Both illumination non-uniformity and temperature were found to decrease the 
optimal spacing values, with illumination having a stronger negative effect. Non-uniform illumina-
tion and temperature also had a negative effect on the spacing tolerance. Analysis of 𝐹𝐹 values 
revealed that with p–n structure, the device’s low sheet resistance of the p-GaAs emitter starts to 
limit the cell performance as wider spacings are used. Also, results predicted 𝑉𝑜𝑐 values to de-
crease with increased spacing with non-uniform illumination. This effect was explained by a 
thought experiment of a voltage source matrix with non-uniform voltages trying to equalize their 
potential difference. 

The Hybrid quasi-3D model proved to be a highly useful tool for simulating photovoltaic de-
vices. The efficient 3D model has high value when the chip designer wants to move beyond the 
1D layer level design to chip and module level design. The ability to consider the layer structure, 
illumination profile, and metal grid designs in the same model, gives the designer access to results 
needed to create world-class photovoltaics and to strive in the highly competitive industry of pho-
tovoltaics. 

 
 
Keywords: photovoltaics, numerical optimization, front contact metallization 
 
 

The originality of this thesis has been checked using the Turnitin OriginalityCheck service. 



PREFACE 

The work of this thesis has been carried out at the world-renowned Optoelectronics Re-

search Center (ORC), Tampere University. As for a center in semiconductor and optoe-

lectronics research and commercialization, I have been privileged to conduct my thesis 

work in this environment of cutting-edge technology. Experience and knowledge much 

wider than the scope of this work have been accumulated through interactions with col-

leagues holding both deep and wide knowledge in the aforementioned fields. 

I would like to direct special thanks to Dr. Antti Tukiainen, who taught a young bachelor’s 

student all the intricate knowledge of the basics of semiconductor physics and its appli-

cation in photovoltaics. I would also want to thank Dr. Arto Aho for directing this 

knowledge in the research and development of novel photovoltaic cells as a role of the 

project manager of various photovoltaic research projects such as the European Re-

search Council’s project Ametist. Humble thanks are also in place for the whole solar cell 

team of ORC doing the real work in fabricating our photovoltaic devices and conducting 

the experiments on these devices. Lastly, I want to thank the ORC group leader, Prof. 

Mircea Guina for being a mentor and pushing me to excel in my work at the research 

group. 

Studies in the former Tampere University of Technology and today's Tampere University 

has been challenging but balanced. I’m grateful for the friends I have made throughout 

my studies, the top-notch education, and for the possibility to attend an exchange period 

at Kobe University, Japan.  

Last thanks I will direct to my family whom I can always trust with my cheers and falls. 

 

Tampere, 26.4.2023 

 

Veikka Nikander 

 

 



CONTENTS 

1. INTRODUCTION................................................................................................... 1 

2. PHOTOVOLTAIC CELL ........................................................................................ 3 

2.1 Semiconductors ................................................................................... 3 

2.2 P–n junction ......................................................................................... 8 

2.3 Photovoltaic cell ................................................................................... 9 

2.4 Resistive losses and front contact grid ............................................... 14 

2.5 Temperature effects on the photovoltaic cell ...................................... 17 

3. SIMULATION TOOLS ......................................................................................... 18 

3.1 Transfer matrix method ...................................................................... 18 

3.2 Poisson-drift-diffusion model .............................................................. 21 

3.3 Double diode model fitting .................................................................. 22 

3.4 Quasi-3D model ................................................................................. 24 

3.5 Hybrid Quasi-3D model ...................................................................... 25 

4. GRID DESIGN OPTIMIZATION .......................................................................... 28 

4.1 Simulated structure ............................................................................ 28 

4.2 Illumination profiles ............................................................................ 29 

4.3 Grid optimization results ..................................................................... 31 

5. ANALYSIS .......................................................................................................... 37 

6. CONCLUSION .................................................................................................... 40 

REFERENCES ....................................................................................................... 42 

 

 

 



LIST OF ABBREVIATIONS AND SYMBOLS 

As arsenic 
CC  Creative Commons license 
DDM double diode model 
EHP electron hole pair 
Ga gallium 
GaAs gallium arsenide 
Ge germanium 
HQ3D model  Hybrid quasi-3D model  
I–V current–voltage 
KPI key performance indicator 
PbL power by light 
PDD model Poisson-drift-diffusion model 
PV photovoltaic 
Si silicon 
SPICE simulation program with integrated circuit emphasis 
TMM Transfer matrix method 
 
 
 
 

�⃗�  electric field 

𝐸𝐶 conduction band 

𝐸𝐹 Fermi energy  

𝐸𝑉 valence band 
𝐸𝑔,0 band gap at 0 K  

𝐸𝑔 band gap 

𝐸𝑖 middle energy of band gap  

𝐼0 reverse voltage current 
𝐼𝑚𝑝𝑝 maximum power point current 

𝐼𝑝ℎ photogenerated current 

𝐼𝑠𝑐  short circuit current 

𝐽𝑑𝑖𝑓𝑓 diffusion current density 

𝐽𝑑𝑟𝑖𝑓𝑡 drift current density 
𝐽𝑛 electron current density 
𝐽𝑝 hole current density 

𝑁𝑎 acceptor doping concentration 

𝑁𝑑 donor doping concentration 
𝑃𝑚𝑝𝑝 maximum power point power 

𝑅𝑒 recombination rate 

𝑅𝑠 series resistance 
𝑅𝑠ℎ shunt resistance 

𝑅𝑠ℎ𝑒𝑒𝑡 sheet resistance 

𝑉0 bias voltage 
𝑉𝑚𝑝𝑝 maximum power point voltage 

𝑉𝑜𝑐 open circuit voltage 

𝑛𝑒 electron concentration 
𝑛𝑖 intrinsic carrier concentration 

𝑤0 beam waist at focus point 

𝑥  space vector 
𝜓𝒌 wave function 



ξ recombination dependent coefficient for 𝑉𝑜𝑐  temperature depend-
ency 

𝐸 electron energy 
𝐹 electric field 

𝐹𝐹 fill factor 

𝐺 generation rate of photogenerated charge carriers 

𝐼 current 
𝐼𝑟𝑟𝑚𝑎𝑥 maximum irradiance 

𝐼𝑟𝑟 irradiance distribution 

𝐽 current density 
𝑃 power 

𝑅 reflectance 

𝑅 resistance 

𝑇 temperature 
𝑇 transmittance 

𝑈 Bloch function 

𝑉 bias voltage 

𝑊 Lambert W-function 
𝑑 semiconductor layer thickness 

𝑓 Fermi-Dirac probability function 

𝑔 Gaussian order 

𝑘 Boltzmann’s constant 
𝑛 refractive index 

𝑝 hole concentration 

𝑞 elementary charge 
𝑡 time 

𝑤 beam waist of Gaussian beam 

𝑥 semiconductor layer depth 

𝑧 distance of focus point of gaussian beam 
𝒌 momentum vector 

𝛽 phase shift 

𝜃 angle of incidence 

𝜆 wavelength 
𝜇 charge carrier mobility 

𝜔 angular frequency 

𝜖 electromagnetic permittivity 

𝜙 electric potential 
 
 

 



1 
 

1. INTRODUCTION 

Solar cells are one of the important devices of the ongoing green energy transition and 

the battle against climate change. The technology maturity and consequent commercial 

deployment have been fast for the whole start of the millennia (IEA-PVPS, 2022; Luque 

& Hegedus, 2010).  Constituting for 1002.9 TW or 3.6 % global annual electricity produc-

tion as for the year 2021 (IEA, 2022), solar cells can be noted as one cornerstone of 

modern sustainable society.  

Solar cells are a subclass of photovoltaic (PV) devices, which produce electrical power 

out of sunlight. Whereas solar cells are PV cells engineered to convert sunlight to elec-

tricity, other PV solutions exist for other light sources, such as ambient light (Bouclé et 

al., 2023) and thermal radiation (Datas et al., 2022). One PV application that has drawn 

attention lately is a PV converter, sometimes referred to as a PV laser converter or PV 

power converter. This PV device is optimized to convert monochromatic light coming 

from sources such as LED or laser, to electricity. These PV converters are an integral 

part of the power by light (PbL) technology.  

In PbL technology, energy is transferred via artificial light instead of traditional forms of 

conduction and induction of electricity. Laser or LED transmitters are used for the con-

version of electrical power to optical power, which is then transferred via optical fiber or 

free space to a receiver unit. At the receiver unit, the PV converter transfers the photonic 

energy stream back to electricity. While not as efficient as electrical wires in regular use 

at short to medium distances, PbL lines excel in applications requiring galvanic isolation 

(De Nazaré & Werneck, 2012), interference-free transmission and spark-free operation, 

to name a few. Other advantages compared to copper wires are a better weight-to-trans-

ferred-energy ratio for long-distance energy transfer lines and the option to use existing 

optical fiber infrastructure to transfer energy. 

The conversion efficiency of solar cells is often the key performance indicator (KPI). The 

same applies to PV converters, but not with the same underline. With PV converters 

perhaps equally important KPI is the power density and output power of a given cell. 

Increased power density has benefits for three integral parts of any device performance: 

technical, economical and sustainability performance. For technical performance, the PV 

theory predicts that increased power density increases the efficiency of the device to an 
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extent (Luque & Hegedus, 2010). For economic performance, increased power densities 

decrease the required cell area of the device, yielding more devices from the same wafer. 

The same effect also contributes to the sustainability performance, since less rare ma-

terials such as gallium are used for the fabrication of devices. 

However, when increasing the power density, two main loss mechanisms start to limit 

the performance: resistive losses and increased device temperature due to excess heat 

generation. Delicate thermal management can be deployed to tackle the temperature 

increase of the cell. Resistive losses on the other hand can be minimized by enhancing 

the conductivity of the charge carriers inside the device.  

Front contact metallization is a common way to enhance the conductivity of the device 

and thus minimize the resistive losses since metals have higher conductivities than sem-

iconductors used in PV cells (Lide, 1997; Sze & Irvin, 1968). The added front contact 

metal has one drawback, it shadows the underlaying active material, preventing the met-

allized part to absorb the coming light. Thus, we have an optimization problem, where 

for a given semiconductor structure, irradiance, and illumination profile one must find the 

optimal metal plating pattern to minimize the resistive losses and the shading losses. 

In this thesis, a double busbar finger grid metallization is optimized for two III-V com-

pound semiconductor single-junction PV converter designs. These designs are similar 

but inverted p-type on n-type and n-type on p-type structures, as short p–n and n–p 

structures. This simulation work is done with established tools of PV science and engi-

neering, packed in a Python-based simulation library, Solcore (Alonso-Álvarez et al., 

2018). A novel combination of these tools is utilized to achieve an efficient and accurate 

depiction of the simulated device, which the author has named a Hybrid Quasi-3D model. 

The work of this thesis was also published in a journal published by Springer, Optical 

and Quantum Electronics (Nikander et al., 2021).  

The second chapter introduces the reader to the theory of semiconductors, p–n junc-

tions, and photovoltaics giving an overview of the topic and a solid basis to understand 

the context of this work. The third chapter describes the theoretical models used in the 

simulation model by reviewing the different models used in the Hybrid quasi-3D model 

and concludes by describing how the model is constructed. In the fourth chapter, a grid 

optimization study is done with the Hybrid quasi-3D model for two opposite polarity single 

junction photovoltaic converter designs for three different operating temperatures and 

four illumination profiles. These results are analysed in chapter five and the sixth chapter 

wraps up the thesis by presenting the conclusions. 
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2. PHOTOVOLTAIC CELL 

Photovoltaic (PV) cells can be realized with various types of materials. Historically silicon 

and III-V compound semiconductors have been the defacto materials for realizing these 

devices but emerging material choices of organic (Ameri et al., 2013; Riede et al., 2021; 

Tong et al., 2020)  and perovskite (Gonzalez-Pedro et al., 2014; Jošt et al., 2020; Wang 

et al., 2016) are catching up in terms of conversion efficiencies. Regardless of this tech-

nological development, III-V semiconductor PV cells are still performing the best in terms 

of key features such as conversion efficiency (Geisz et al., 2020; Green et al., 2021) and 

especially in device lifetimes. Thus, the research and development of the established III-

V semiconductor photovoltaics is still a key operation in the Optoelectronics research 

center and the focus of this thesis. It is to be noted that the tools, work, and results of 

this thesis can still be applied in the PV space outside III-V semiconductors, namely 

above mentioned organic and perovskite technologies. 

We build our III-V semiconductor PV cell crystals layer-by-layer by using precisely con-

trolled atom and molecular fluxes. Similarly, it is required to understand the physics of 

photovoltaics from building knowledge from atoms to semiconductor lattices and finally 

to the device level. In this chapter, we do exactly this. 

2.1 Semiconductors 

Atoms seek to gain a stabile, low-energy state by filling their outer, valence, shell with 

electrons. Most chemical elements from groups II-VII of the periodic table seek to fill their 

valence electron shell with eight electrons to form a so-called octet. For group IV atoms 

such as silicon (Si) or germanium (Ge), one way to achieve octet is by borrowing one 

electron from four other group IV atoms to form a diamond lattice. Participating atoms 

form a covalent bond with four neighboring atoms sharing one atom pair each, satisfying 

the octet. The same result can be achieved by combining equal amount of group III and 

group V atoms, like gallium (Ga) and arsenic (As), to form a compound III-V semicon-

ductor: gallium arsenide (GaAs). This also holds true for II and VI group atoms like cad-

mium and tellurium. (Streetman & Banerjee, 2015) 

Interesting behavior with atom orbitals can be observed when these atoms are brought 

to their distances formed by the created lattice: Individual atom states are “crammed” on 

top of each other, and quasi-continuous bands of available states are formed. This is 

visualized in Figure 1. For an ideal semiconductor at 0 K, all the electrons of the lattice 
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are occupied in a band consisting of bound states of atoms at the former valence orbital. 

This band is consequently called the valence band (𝐸𝑉). If an electron gets sufficient 

energy to be excited to the higher band, it is relatively free to move around the lattice 

and can contribute to the conductivity of the material, giving the band name conduction 

band (𝐸𝐶). The separation energy between these two energy bands is called band gap 

(𝐸𝑔). 𝐸𝑔 is a parameter of high importance with optoelectronic devices since it dictates 

photons emission and absorption wavelengths of the given material. (Streetman & 

Banerjee, 2015) 

 

Figure 1. Formation of energy bands from individual atomic states. (Chetvorno, 2017) 
Use under CC0.  

A more complete picture of the semiconductor band structures can be derived from the 

description of electron movement through the periodic semiconductor lattice. Electron is 

represented with Schrödinger’s wave formalism, as a plane wave, through the periodi-

cally changing lattice with a wave function of  

𝜓𝒌 = 𝑈(𝒌, 𝑥 )𝑒
𝑖𝒌𝑥 , (1) 

where 𝑈(𝒌, 𝑥 ) is a Bloch function describing the allowed states at the lattice, 𝒌 is the 

momentum vector and 𝑥  space vector of the electron. With wave formalism, the energy 

bands can be described in the momentum space of the electrons. Depending on the 

momentum vector direction, the lattice periodicity seen by the electron changes and the 

energy bands change accordingly. Thus, energy bands need to be plotted for multiple 

lattice directions. (Streetman & Banerjee, 2015) 

Two types of band gaps exist: direct and indirect. In materials with a direct band gap, the 

conduction band minima and the valence band maxima are at the 𝒌 = 0, whereas indi-

rect semiconductors have the conduction band minima and the valence band maxima at 

different 𝒌 values. Figure 2 shows examples for energy bands for direct and indirect 



5 
 

semiconductors. Examples of direct band gap semiconductors are for example gallium 

arsenide, indium gallium arsenide and gallium nitride and for indirect are silicon, alumi-

num arsenide and germanium. 

 

Figure 2 Semiconductor band diagrams at k space for (a) direct and (b) indirect band 
gap semiconductor for three different lattice directions of Γ (k=0), X and L. Adapted 
from (Streetman & Banerjee, 2015). 

When an electron is excited from the 𝐸𝑉 to 𝐸𝐶, a vacancy of available state is left behind 

to the 𝐸𝑉. This vacancy is called a hole, and the combination of excited electron and hole 

is called electron-hole pair (EHP). Electrons in the 𝐸𝑉 are now available to move to the 

empty vacancy, hole, which consequently moves based on the electron movement (elec-

tron filling the hole leaves another hole behind). In effect, net movement of electrons is 

now possible on the valence band due to the hole and net charge can flow through the 

band. This flow of electrons can be modelled with the movement of holes, which is anal-

ogous to a positive charge moving at the valence band. After a relatively short time, the 

excited electron will fall back to an available vacancy at the valence band, removing 

these two charge carriers from the bands, in a process called recombination. The time 

at which the charge carrier is excited on average is called charge carrier lifetime or just 

lifetime. 

This excitation and recombination process differs for the direct and indirect band gap 

materials. In direct band gap material, simple excitation of the charge carrier is sufficient 

to lift the electron from the valence band to the conduction band. With an indirect band 

gap, a change in the electron momentum is also required together with the excitation. 

This yields a difference in probabilities in charge carriers to excite and recombine which 

affects the electronic, optical, and optoelectronic properties of the materials. For exam-

ple, direct band gap materials have on average higher photon absorption probabilities, 

which is preferred with thin film solar cells. Also, the photon emitting probability is higher 

with direct band gap materials, which is beneficial with light-emitting applications such 
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as lasers and LEDs. Indirect band gap materials on the other hand exhibit on average 

increased charge carrier lifetimes. This better electrical property is beneficial with a vari-

ety of electronic components such as microprocessors. 

Electrons are fermions and thus their energy distribution is described with Fermi-Dirac 

statistics, where the probability of occupancy at available states is written as   

𝑓(𝐸) =
1

1 + 𝑒
𝐸−𝐸𝐹
𝑘𝑇

, 
(2) 

where 𝐸 is the electron energy, 𝑇 is temperature, 𝑘 the Boltzmann’s constant, and 𝐸𝐹 

Fermi level energy. This energy is the energy where the probability of occupied states is 

equal to ½.  A plot of the Fermi-Dirac distribution function, with varied temperatures is 

seen in Figure 3. At 0 K the function acts as a step function. This describes the earlier 

situation, where the valence band has all available states filled with electrons and the 

conduction band is empty of electrons. As the temperature is increased the step-like 

function is stretched through the 𝐸-axis with filling energy states at the conduction band 

and leaving empty states at the valence band. This in effect describes the thermal exci-

tation of electrons from the valence band to the conduction band due to thermal energy.  

 

Figure 3. Fermi-Dirac distribution with different temperatures.  

A common way to modify the pure intrinsic semiconductor lattice is to introduce atoms 

of another group from which the lattice is formed. This manipulation of the material is 

called doping. By replacing group III atoms with group II atoms, an electron vacancy 
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(hole) is introduced to the lattice, since group II has one less electron than the replaced 

atom. This is called p-type doping since we are adding positively charged carriers to the 

semiconductor and the dopant atoms are referred to as acceptors. Name acceptor 

comes from the fact that the atom “accepts” one electron from the valence band to its 

spare energy state. (Streetman & Banerjee, 2015) 

Similar doping can be done for group V atoms by replacing it with group VI atoms, which 

introduces extra electrons to the lattice. This is called n-type doping and the dopants are 

called donors since the atom “donates” one electron to the conduction band. Extra 

charge carriers are loosely bound for their donor or acceptor parent atoms in 0 K, but 

relatively small energy is sufficient to excite them to the energy bands where they can 

act as free charge carriers. In most cases, the doped carrier consecration is much higher 

than the intrinsic carrier concentration resulting from the thermal excitation of electrons. 

In n-type semiconductors, electrons are referred to as majority carriers and holes are 

referred to as minority carriers. This goes vice versa in p-type semiconductors. 

When extra charge carriers are introduced to either energy band, the electron energy 

distribution is changed. Thus, doping affects the Fermi-Dirac distribution, changing the 

Fermi energy. With the p-type semiconductor, the number of electron vacancies in-

creases, decreasing the probability of finding electrons in the valence band. The Fermi-

Dirac distributions, 𝐸𝐹, moves closer to the 𝐸𝑉, when the “tail” of the distribution expands 

further below the 𝐸𝑉. The same happens with n-type doping where 𝐸𝐹 moves closer to 

the EC. Changes for the position of the 𝐸𝐹 is visualized in Figure 4. This deviation from 

the bandgap center can be calculated with the following equation for n-type material 

𝐸𝐹 − 𝐸𝑖 = 𝑘𝑇𝑙𝑛
𝑁𝑑
𝑛𝑖

 
(3) 

 

and for p-type material 

 

𝐸𝑖 − 𝐸𝐹 = 𝑘𝑇𝑙𝑛
𝑁𝑎
𝑛𝑖

 
(4) 

 

where 𝐸𝑖 is the center energy of the bandgap, 𝑛𝑖 is the intrinsic carrier concentration, and 

𝑁𝑑 and 𝑁𝑎 are the doping concentrations for donors and acceptors respectively.  (Street-

man & Banerjee, 2015) 
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Figure 4. Effect of n-type doping for the position of the Fermi-Dirac distribution. 

2.2 P–n junction 

After learning the basics of semiconductors, we can move to the formation of one of their 

most famous practical applications of semiconductors, a p–n junctions. This junction is 

formed between materially connected p-type and n-type semiconductors. A useful 

thought experiment can be made of the formation of the p–n junction, where p- and n-

sides are snapped together, and physical phenomena are “observed” through theory.   

As the p- and n-type semiconductors are connected, the n-side has more electrons and 

fewer holes than the p-side and vice versa. Diffusion starts to take place between excess 

holes and electrons towards the opposite sides. While holes are diffusing from the p-side 

to the n-side, the complement charges of static acceptor ions are left behind. The same 

happens for the electrons and their donor atoms. This charge imbalance creates an op-

posite electric field to the diffusion, which creates an opposite drift current. The electric 

field increases until the diffusion and drift currents cancel each other out and there is no 

net current flow inside the p–n junction.  

The formation of band diagrams for the p–n junction is seen in Figure 5. In steady-state 

condition, where no external voltage is applied to the structure, the Fermi level must be 

constant throughout the structure. With this knowledge, one can connect the Fermi en-

ergies of the p- and n-sides and draw the created electric field between the 𝐸𝑉 and 𝐸𝐶. 

This potential of the electric field, referred to as bias voltage, can be derived from equa-

tions (2), (3), and (4) to a formulation of 

𝑉0 =
𝑘𝑇

𝑞
ln
𝑁𝑎𝑁𝑑

𝑛𝑖
2 , 

(5) 
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where 𝑞 is the elementary charge. This bias voltage is of high relevance regarding the 

current–voltage characteristics of the p–n junction-based device.  

 

 

Figure 5. Formation of the energy bands in p–n junction. 

An interesting thing happens when voltage is applied to the p–n junction. Rather than 

creating an electric field across the device, the applied voltage affects the bias voltage 

of the junction deviating from its nominal value of 𝑉0. When we have positive voltage, 

defined as having positive bias at the p-side and negative at the n-side, this new junction 

potential is decreased by the amount of applied voltage. Now we have a weaker barrier 

to resist the diffusion of charge carriers in the junction, resulting net current flow of holes 

and electrons from the p to the n-side of the junction and across the device. This diffusion 

probability increases by the factor of the exponential function of voltage: exp(𝑞𝑉/𝑘𝑇 ). 

In the negative voltage case, the junction potential is the sum of applied voltage and bias 

voltage. A small reverse current is generated originating from thermally excited EHPs 

swept across the electric field of the junction. An increase in reverse current saturates 

relatively fast since the strength of the electric field has little effect on the carrier proba-

bility of getting trapped in the influence of the field. 

With these effects, we get current–voltage characteristics for the p–n junction 

𝐼 = 𝐼0(𝑒
𝑞𝑉/𝑘𝑇 − 1), (6) 

where 𝐼0 is the thermally generated reverse voltage current and 𝑉 is the applied voltage. 

As we can predict from equation (6), with the forward bias, our p–n junctions current 

increases exponentially and at the negative bias current is limited to a small current flow. 

This device is called a diode in electronics and it is an essential component for the elec-

tronics industry. 

2.3 Photovoltaic cell 

One unique feature of semiconductor energy bands is their ability to absorb photons and 

their associated energy via the excitation of EHPs. This behavior, analogous to an elec-

tron excitation at atom orbitals, raises an electron from the valence band to the 
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conduction band. Excitation is highly probable if the photon energy 𝐸𝑓 is equal to or 

higher than the semiconductor band gap energy 𝐸𝑔. If the created minority carrier is 

swept to the other side of the junction, it is collected and can be used in an external 

circuit. In the case of photon energy being higher than the bandgap energy, is the energy 

difference of 𝐸𝑓 − 𝐸𝑔  lost in thermalization losses, as the carrier gives its energy as heat 

while bouncing around the lattice. Photons with energy below the bandgap, can’t create 

EHPs in the semiconductor and thus are mainly lost in transmission loss. Photon absorp-

tion is visualized in Figure 6 Photovoltaic cells utilize this semiconductor behavior to con-

vert light into electricity.  

 

Figure 6 Absorption process of photons by semiconductor energy bands. 

 

When light is introduced to the PV cell, a photogenerated current 𝐼𝑝ℎ is added to the p–

n junction’s current–voltage characteristics of equation (6) and we get 

𝐼 = 𝐼0(𝑒
𝑞𝑉/𝑘𝑇 − 1) − 𝐼𝑝ℎ . (7) 

A plot of the current–voltage (I–V) characteristics is shown in Figure 7. From the plot, we 

can see, that in the 4th quadrant of the current–voltage plot, the PV cell has negative 

current and positive voltage. From Ohm’s law 𝑃 = 𝑈𝐼 we get, that the power of the cell 

is negative i.e., it is producing power to the external circuit. The figure has also some 

relevant figures of merit highlighted on it: open circuit (𝐼 = 0) voltage (𝑉𝑜𝑐), short circuit 

(𝑉 = 0) current (𝐼𝑠𝑐) and maximum power point voltage (𝑉𝑚𝑝𝑝) and maximum power point 
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current (𝐼𝑚𝑝𝑝). Maximum power point is the maximum value of power the cell can gener-

ate i.e., its optimal load. From equation (7) we get that 𝐼𝑠𝑐  is equal to 𝐼𝑝ℎ and, thus they 

are often used interchangeably. Maximum power 𝑃𝑚𝑝𝑝 is the product of the 𝑉𝑚𝑝𝑝 and 

𝐼𝑚𝑝𝑝. Another relevant measure of the PV cell I–V curve is the fill factor (𝐹𝐹). It can be 

described as the squareness of the curve, and it is the area covered by the maximum 

power point voltage and current divided by the area limited by 𝐼𝑠𝑐  and 𝑉𝑜𝑐. 𝐹𝐹 can be 

calculated with a formula 

𝐹𝐹 =
𝐼𝑚𝑝𝑝𝑉𝑚𝑝𝑝

𝐼𝑠𝑐𝑉𝑜𝑐
=
𝑃𝑚𝑝𝑝

𝐼𝑠𝑐𝑉𝑜𝑐
. 

(8) 

From this equation, we also get a nice representation of the maximum power of the PV 

cell 

𝑃𝑚𝑝𝑝 = 𝐼𝑠𝑐𝑉𝑜𝑐𝐹𝐹. (9) 

 

Figure 7. Current–voltage characteristics of a PV cell. 

From equation (9) we see that by increasing all of the key parameters 𝐼𝑠𝑐 , 𝑉𝑜𝑐, and 𝐹𝐹 

one can increase the maximum power of the device. Value of  𝐼𝑠𝑐  is influenced by the 

optical properties of the cell. Simply put: how much light is absorbed. 𝑉𝑜𝑐 is more meas-

ure of the material and junction quality. 𝐹𝐹 has multiple relations, but it is affected by 
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material quality, device resistivity and possible shunt currents induced by material de-

fects. 

The solar cell is the most known photovoltaic device. It is a PV cell optimized to convert 

broad-band solar radiation to electricity as efficiently as possible. One interesting chal-

lenge arises when we see the energy distribution of the solar radiation in Figure 8. The 

solar spectrum is distributed in wide bandwidth of wavelengths. By using one semicon-

ductor material as the absorber, we lose a lot of energy in both thermalization and trans-

mission losses. 

One way to overcome this spectral mismatch is to split the spectrum for different solar 

cells with different bandgaps. This can be realized by splitting the light based on wave-

length to separate solar cells or by stacking solar cells with different bandgaps on top of 

each other. By adding cells with varied bandgaps, the energy difference between high-

energy photons and bandgaps decreases as well as the number of lost photons in trans-

mission loss. Figure 9 has the solar cell theoretical efficiencies plotted as a function of 

the number of junctions based on calculations by (Brown & Green, 2002). 

 

 

Figure 8. Different solar spectrums for space (AM0) and for terrestrial cases (AM1.5 
G and D)(ASTM International, 2019, 2020), example spectrum for a 808 nm laser 
diode and a band gap equivalent wavelength of GaAs. 
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Another highly interesting PV cell variant is the photovoltaic converter. PV converters are 

optimized for narrow-band light sources like lasers or LEDs and are used in power-by-

light applications. In PbL, energy is transferred via light instead of electricity, and was 

firstly demonstrated by (DeLoach et al., 1978). This is realized by converting electricity 

to light via a high-power laser or LED. Light is then transferred via optical fiber or free 

space to a PV converter, which converts the energy back to electricity where it can power 

wanted electronic devices. PbL technology is used in applications requiring e.g., power 

delivery with galvanic isolation (De Nazaré & Werneck, 2012). One additional interesting 

advantage of the PbL technology is the ability to use an existing optical fiber infrastruc-

ture to power up some newly deployed devices like 5g C-RAN station (Lopez-Cardona 

et al., 2021). 

 

Figure 9. Theoretical solar cell efficiency as a function of optimally chosen subcells. 
Results from (Brown & Green, 2002). 

Compared to the solar spectrum, the output spectra of a laser are considerably narrower. 

Whereas solar radiation has over 2000 nm wide bandwidth, laser diodes have in the 

range of 10 nm or less. With this optimal spectral distribution, one can fabricate a PV 

material with bandgap energy slightly higher than the photon energy of the peak emis-

sion. This results in virtually no absorption losses and at the same time thermalization 
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losses are kept to a minimum. For example, for GaAs with a bandgap of 1.424 eV and 

for an 830 nm light with a photon energy of 1.494 eV, the thermalization loss is approxi-

mately only 5%. Compared to the case of a single junction GaAs solar cell under the 

AM1.5G irradiation, where roughly 21 % of the photon energy is lost in the thermalization 

loss and another 34 % to the transmission loss when other losses are not being ac-

counted for. 

2.4 Resistive losses and front contact grid 

Resistive losses play a key part in components, where a high enough current is flowing. 

This is often the case with photovoltaics, and especially true for PV converters. From 

Ohm’s law, resistive loss (i.e., generated heat power) of an electrical component is 

𝑃 = 𝐼2𝑅, (10) 

where 𝑅 is the component resistance. We can see that there are two ways of decreasing 

the generated loss: by decreasing the current going through the device and by lowering 

its resistance. Decreasing the current and ramping up the device’s operating voltage is 

plausible to an extent, but it requires smart design consideration (Fafard & Masson, 

2021), which can only lead so far. Thus, we are left with lowering the resistance of the 

PV device, often denoted as series resistance. With series resistance, we see a clear 

room for improvements since semiconductors have relatively high resistivities at room 

temperature. On the other hand, metals are known to have high conductivities, and thus 

directing the generated photocurrent through metal lines can reduce the resistivity and 

resistive losses of the cell considerably. 

Front contact grid metallization has been an established solution for minimizing the re-

sistive losses due to the lateral current flow from the active area to connection terminals 

of the cell, called busbars. However, addition of this metallization introduces a new loss 

mechanism for the cell, shading. Due to the metals not being transparent in the solar 

spectrum (Bartek et al., 1999; Johnson & Christy, 1972), all light hitting the metallization 

pattern is mostly reflected back and not absorbed by the PV cell. A sketch of the front 

contact grid and the associated shading loss is shown in Figure 10. 

This tradeoff in adding conductive but nontransparent metal on top of the cell creates an 

optimization problem: what is the right pattern and amount of metal to maximize the light 

going in the cell and minimize the resistance of the device? 
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Figure 10 Sketch of a front contact grid in aiding the current transport in PV cell and 
the resulting shading loss from the metal coating (Nikander et al., 2021). Use under 
CC 4.0. 

Various front contact grid patterns are used, like traditional two-busbar finger grid (Hong 

et al., 2014a), inverted square (Huo & Rey-Stolle, 2017), circular pattern (Oliva et al., 

2008) and even some complex computer-optimized designs (Gupta et al., 2016). All 

these designs have their own advantages and disadvantages. While the two-busbar fin-

ger grid is simple to design and manufacture and performs well in most cases, the in-

verted square excels in concentrator applications and circular pattern in power over fiber 

illumination. Examples of two-busbar, inverted square, and circular front contact grid de-

signs are shown in Figure 11. 

 

Figure 11 Simplified sketches of finger grid patterns for a) a two-busbar, b) an in-
verted square, and c) a circular design. 

Regardless of the pattern design, it is beneficial to do as narrow and as tall fingers as 

possible to minimize the shading with a given added metal. A common width of the fin-

gers is in the range of 5 μm (Hong et al., 2014b; Ward et al., 2015). As the width and 

height of the fingers are rather limited to the fabrication processes, the main design con-

sideration for the finger patterns is the amount of the fingers fabricated on the cell i.e., 
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their spacing. Spacing is the distance between two fingers. In two-busbar finger grid and 

inverted square grid it can be expressed in length, which typically is in the range of 100 

μm at high power applications. For the circular pattern, a pitch angle of the fingers would 

be a better measure of spacing. Some other design considerations in front contact met-

allization are choosing the metal alloy used in the grid (Ward et al., 2015) and ensuring 

good ohmic contact at the metal-semiconductor junction (Vinod, 2008). These problems 

are out of the scope of this work and will not be addressed.  

Since the PV cell is a diode, the device resistance cannot be determined by just meas-

uring the voltage loss across the device by given a current. One way to analyze the 

series resistance of a PV cell is to study the device 𝐹𝐹  values. Although device re-

sistance is not the only factor affecting the 𝐹𝐹, it has profound effects, especially, when 

high resistive losses are present. Figure 12 shows the effect of series resistance on PV 

cells current–voltage behaviour.  

 

Figure 12 Current–voltage behaviour of PV devices with various levels of series re-

sistance (Rs), and effect on the device the 𝐹𝐹 and 𝐼𝑠𝑐 . 
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2.5 Temperature effects on the photovoltaic cell 

One often overlooked aspect of the PV cell performance is the operational temperature 

of the device. The effect of increased temperature is profound for any photovoltaic de-

vice. Temperatures effect on the material band gap can be described by Varshni (1967) 

relation 

𝐸𝑔(𝑇) = 𝐸𝑔,0 −
𝛼𝑇2

𝑇 + 𝛽
, 

(11) 

where 𝐸𝑔,0 is the band gap energy at 0 K, 𝑇 is temperature and 𝛼 and 𝛽 are material de-

pendent coefficients. This change in band gap energy has ramifying effects on both op-

tical and electrical properties of the optoelectronic device. With increased temperature 

the absorption coefficient of the material increases. For single junction designs this does 

not matter, it can even slightly increase the photon generation since some photons lost 

in transmission loss are now absorbed by the narrower band gap. But with multi-junction 

designs, this change in the current a generation can lead to generation miss match be-

tween the subcell, which can have a detrimental effect on the cells photo generated cur-

rent (Reichmuth et al., 2017). 

Another factor having a major effect on cell performance is the reduction of 𝑉𝑜𝑐 with the 

increased temperature. 𝑉𝑜𝑐 relation with temperature can be expressed by following 

d𝑉𝑜𝑐
d𝑇

=

1
𝑞 𝐸𝑔,0 − 𝑉𝑜𝑐 + ξ

𝑘𝑇
𝑞

𝑇
, 

(12) 

where ξ is a recombination dependent coefficient. Major micro-level effects on the de-

crease of 𝑉𝑜𝑐 are the increased intrinsic carrier concentration which is induced by nar-

rower a band gap and “wider” fermi distribution, such that more thermally excited elec-

trons can jump from the valence band to the conduction band. Increased intrinsic carrier 

concentration decreases the dark saturation current which leads to smaller 𝑉𝑜𝑐 value and 

smaller maximum power. 
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3. SIMULATION TOOLS 

Throughout over 60 years of photovoltaics academic and industrial history, various tools 

have been developed and adopted from other fields to design, simulate, optimize, and 

analyze PV devices. Most of these tools are surprisingly intuitive and they wrap neatly 

the complex physics working in the background into easy-to-understand models. In this 

work, rigorous and efficient simulation tools have been selected and utilized for a novel 

combined simulation tool, the Hybrid quasi-3D model. Selected tools, except for a double 

diode model are implemented from Solcore, a Python-based library for modelling solar 

cells and semiconductor materials (Alonso-Álvarez et al., 2018). Here we go through all 

the simulation models on which the Hybrid quasi-3D model is built and, in the end, the 

tool itself is described.  

3.1 Transfer matrix method 

The transfer matrix method is an efficient tool for modelling 1D thin film structures such 

as anti-reflection coatings (Benamira & Pattanaik, 2020) and photovoltaic cells (Shabat 

et al., 2018). The following formalism is derived from (Yeh, 2005). The method relies in 

the wave formalism of light where an oscillating electric field is written as 

𝐸 = 𝐸(𝑥)𝑒𝑖(𝜔𝑡−𝛽), (13) 

where 𝜔 is the angular frequency, 𝛽 is phase shift and 𝑡 is time. For the multilayer case 

seen in Figure 13, the structure consists of layers with varying refractive index and thick-

ness which are defined as 

𝑛(𝑥)

{
 
 

 
 

𝑛0, 𝑥 < 𝑥0,
𝑛1, 𝑥0 < 𝑥1 ,
𝑛2, 𝑥1 < 𝑥2,

⋮
       𝑛𝑁 , 𝑥𝑁−1 < 𝑥𝑁 ,

𝑛𝑠 , 𝑥𝑁 < 𝑥,

 

(14) 

and 𝐸(𝑥) is defined as 

𝐸(𝑥) = {

𝐴0𝑒
−𝑖𝑘0𝑥(𝑥−𝑥0) +𝐵0𝑒

𝑖𝑘0𝑥(𝑥−𝑥0), 𝑥 < 𝑥0 ,

𝐴𝑙𝑒
−𝑖𝑘𝑙𝑥(𝑥−𝑥𝑙) +𝐵𝑙𝑒

𝑖𝑘𝑙𝑥(𝑥−𝑥𝑙),   𝑥𝑙−1 < 𝑥 < 𝑥𝑙 ,

𝐴𝑠
′ 𝑒−𝑖𝑘𝑠𝑥(𝑥−𝑥𝑁) +𝐵𝑠

′𝑒𝑖𝑘𝑠𝑥(𝑥−𝑥𝑁) , 𝑥𝑁 < 𝑥,

 

(15) 

where 𝑘𝑙𝑥 is  
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𝑘𝑙𝑥 = [(𝑛𝑙
𝜔

𝑐
)
2

− 𝛽2]
1/2

, 𝑙 = 0,1,2, … ,𝑁, 𝑠. 
(16) 

The 𝐴-field represents the light propagating to the positive 𝑥-direction in different parts 

of the multilayer structure and the 𝐵-field represents the negative direction.  

 

Figure 13. sketch of general formalism for a multilayer structure. 

Interaction of light fields at a given interface can be represented with a formulation 

(
𝐴𝑙
𝐵𝑙
) = 𝐷𝑙

−1𝐷𝑙+1 (
𝐴𝑙+1
𝐵𝑙+1

), 
(17) 

where the 𝐷 matrix is defined for the s-polarized light as 

𝐷𝑙 = (
1 1

𝑛𝑙cos (𝜃𝑙) −𝑛𝑙cos (𝜃𝑙)
), 

(18) 

 and for the p-polarized as 

𝐷𝑙 = (
cos (𝜃𝑙) cos (𝜃𝑙)
𝑛𝑙 −𝑛𝑙

), 
(19) 

where 𝜃𝑙 is the angle of incidence for the light, which is 0 in most photovoltaics cases, 

simplifying the 𝐷 matrix  

𝐷𝑙 = (
1 1
𝑛𝑙 −𝑛𝑙

), 
(20) 

for both polarizations. Propagation and possible gain and absorption in the given layer 𝑙 

is represented with a matrix 
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𝑃𝑙 = (
𝑒𝑖𝑘𝑙𝑥(𝑥𝑙−𝑥𝑙−1) 0

0 𝑒−𝑖𝑘𝑙𝑥(𝑥𝑙−𝑥𝑙−1)
). 

(21) 

Effect of the thin film structure for electric fields 𝐴0, 𝐵0, 𝐴𝑠
′  and 𝐵𝑠

′ outside the thin film 

can be formulated with 𝑃𝑙 and 𝐷𝑙 matrices to a following form 

(
𝐴0
𝐵0
) = 𝐷0

−1 [∏𝐷𝑙𝑃𝑙𝐷𝑙
−1

𝑁

𝑙=1

] 𝐷𝑠 (
𝐴𝑠
′

𝐵𝑠
′), 

(22) 

where the matrix product of the 𝐷 and 𝑃 matrices is denoted with  

𝐷0
−1 [∏𝐷𝑙𝑃𝑙𝐷𝑙

−1

𝑁

𝑙=1

] 𝐷𝑠 = (
𝑀11 𝑀12
𝑀21 𝑀22

), 
(23) 

yielding 

(
𝐴0
𝐵0
) = (

𝑀11 𝑀12
𝑀21 𝑀22

) (
𝐴𝑠
′

𝐵𝑠
′). 

(24) 

The reflection coefficient for incident light propagating in the positive 𝑥-direction (𝐵𝑠
′ = 0) 

is defined as 

𝑟 = (
𝐵0
𝐴0
), 

(25) 

and a transmission coefficient is defined as 

𝑡 = (
𝐴𝑠
′

𝐴0
). 

(26) 

From equation (24) we get for 𝑟 

𝑟 =
𝑀21
𝑀11

, 
(27) 

and for  

𝑡 =
1

𝑀11
. 

(28) 

For the reflected power, the coefficient for electric field needs to be squared. Thus, we 

get for the thin film reflectance 

𝑅 = |𝑟|2 = |
𝑀21
𝑀11

|
2

, 
(29) 

and for the transmittance 
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𝑇 =
𝑛𝑠cos (𝜃𝑠)

𝑛0cos (𝜃0)
|𝑡|2 =

𝑛𝑠cos (𝜃𝑠)

𝑛0cos (𝜃0)
|
1

𝑀11
|
2

. 
(30) 

3.2 Poisson-drift-diffusion model 

The Poisson-drift-diffusion (PDD) model is one of the more detailed simulation tools for 

simulating the current–voltage characteristics of PV cells. It models the drift and diffusion 

currents going through a 1D energy band structuring of the junction. The total current 

density inside the PV cell is the sum of a hole and an electron currents 

𝐽 = 𝐽𝑝 + 𝐽𝑛, (31) 

which are 𝐽𝑝 and 𝐽𝑛 respectively. Respective currents are further a sum of the drift and 

diffusion currents. For electrons are they are defined as 

𝐽𝑛 = 𝐽𝑛
𝑑𝑖𝑓𝑓

+ 𝐽𝑛
𝑑𝑟𝑖𝑓𝑡

 (32) 

 

𝐽𝑛
𝑑𝑖𝑓𝑓 = 𝜇𝑛𝑘𝑏𝑇

𝑑𝑛

𝑑𝑥
 

(33) 

 

𝐽𝑛
𝑑𝑟𝑖𝑓𝑡

= 𝑞𝜇𝑛𝐹, (34) 

 

where 𝐹 is the electric field and 𝜇𝑛 is the electron mobility. For holes the currents are 

 

𝐽𝑝 = 𝐽𝑝
𝑑𝑖𝑓𝑓 + 𝐽𝑝

𝑑𝑟𝑖𝑓𝑡
 (35) 

𝐽𝑝
𝑑𝑖𝑓𝑓 = −𝜇𝑝𝑘𝑏𝑇

𝑑𝑝

𝑑𝑥
 

(36) 

𝐽𝑝
𝑑𝑟𝑖𝑓𝑡 = 𝑞𝜇𝑝𝐹, (37) 

where 𝜇𝑝 is the hole mobility. (Luque & Hegedus, 2010)  

Under a steady state condition i.e., without applied external voltage, there is no net flow 

of charge carriers, resulting a balance of a generation rate, a recombination rate, and 

carrier currents: 

𝑑𝐽𝑛
𝑑𝑥

+ 𝑞𝐺 − 𝑞𝑅𝑒 = 0 
(38) 

−
𝑑𝐽𝑝

𝑑𝑥
+ 𝑞𝐺 − 𝑞𝑅𝑒 = 0, 

(39) 
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where 𝐺 in the photo generated carrier generation rate and 𝑅𝑒 is the recombination rate 

of the excited carriers. Combining equations (32) and (40) we get 

𝑞𝜇𝑛 (
𝑘𝑏𝑇

𝑞

 𝑑2𝑛

𝑑𝑥2
+ 𝐹

𝑑𝑛

𝑑𝑥
+ 𝑛

𝑑𝐹

𝑑𝑥
 ) + 𝑞𝐺 − 𝑞𝑅𝑒 = 0. 

(40) 

And from equation (35) and (39) we get   

𝑞𝜇𝑝 (
𝑘𝑏𝑇

𝑞

 𝑑2𝑝

𝑑𝑥2
− 𝐹

𝑑𝑝

𝑑𝑥
− 𝑝

𝑑𝐹

𝑑𝑥
 ) + 𝑞𝐺 − 𝑞𝑅𝑒 = 0. 

 

(41) 

When combined with the Poisson’s equation describing the junction potential with the 

dopant ions: 

𝑑

𝑑𝑥
( 𝜖

𝑑𝜙

𝑑𝑥
) + 𝑞(𝑝 − 𝑛 +𝑁𝑑 −𝑁𝑎) = 0 

(42) 

we can describe the system and solve problems such as carrier concentrations, quasi 

fermi levels and most importantly the current–voltage characteristics of the given struc-

ture. 

3.3 Double diode model fitting 

The double diode model (DDM) is another 1D description of PV devices. It tries to create 

an accurate, yet efficient and simple circuit equivalent model of the physical processes 

inside a PV cell. With various versions of the diode model descriptions, DDM strikes a 

good balance with the above criteria. Model is a circuit reconstruction of the PV cell, 

consisting of two diodes in parallel with a current source, a shunt resistor and one series 

resistor. The circuit diagram of the DDM can be seen in Figure 14. The current source 

models the photogenerated current, the series resistor all the resistive losses inside the 

cell and the shunt resistor models shunt currents induced by unwanted defects. The two 

diodes model the recombination currents inside the junction. The first diode models the 

recombination outside the junction’s electric field. This region is called a quasi-neutral 

region. The second diode on the other hand describes recombination currents at the 

junction electric field, called the space charge region.  
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Figure 14. Circuit equivalent model of the DDM (Nikander, 2020). 

The current going through the circuit can be written as 

𝐼 = 𝐼𝑝ℎ + 𝐼01𝑒
𝑉+𝐼𝑅𝑠
𝑉𝑇 + 𝐼02𝑒

𝑉+𝐼𝑅𝑠
2𝑉𝑇 −

𝑉 + 𝐼𝑅𝑠
𝑅𝑠ℎ

, 
(43) 

where 𝐼01  is the reverse current of 1D, 𝐼02  is the reverse current of 2D, 𝑅𝑠  is the re-

sistance of the series connected resistor and 𝑅𝑠ℎ is the resistance of the shunt resistor. 

(Luque & Hegedus, 2010) 

Equation (43) is a transcendental equation, meaning that it can’t be represented with a 

finite number of algebraic operations (Hazewinkel, 1995). This comes from the addition 

of series resistance, which adds current terms to the exponents of the diode equations. 

One can solve this kind of problem with Lambert W-function (Corless et al., 1996), which 

solves 𝑦 from equation 

𝑦𝑒𝑦 = 𝑥 (44) 

𝑦 = 𝑊(𝑥), (45) 

where 𝑊(𝑥) is the Lambert W-function. When applied to equation (43) one can solve the 

𝐼 as follows  

𝐼 =
𝑅𝑠ℎ(𝐼𝑝ℎ + 𝐼01 + 𝐼02) − 𝑉

𝑅𝑠 + 𝑅𝑠ℎ
− 𝑟

𝑛1𝑉𝑇 

𝑅𝑠
𝑊(𝜃1) − (1 − 𝑟)

𝑛2𝑉𝑇
𝑅𝑠

𝑊(𝜃2),  
(46) 

where 

𝜃1 =
𝐼01𝑅𝑠𝑅𝑠ℎ

𝑟𝑛1𝑉𝑇(𝑅𝑠 + 𝑅𝑠ℎ)
𝑒𝑥𝑝 [

𝑅𝑠ℎ(𝑅𝑠𝐼𝑝ℎ + 𝑅𝑠𝐼01/𝑟 + 𝑉

𝑛1𝑉𝑇(𝑅𝑠 + 𝑅𝑠ℎ)
] 

(47) 

𝜃2 =
𝐼02𝑅𝑠𝑅𝑠ℎ

(𝑟 − 1)𝑛2𝑉𝑇(𝑅𝑠 + 𝑅𝑠ℎ)
𝑒𝑥𝑝 [

𝑅𝑠ℎ(𝑅𝑠𝐼𝑝ℎ + 𝑅𝑠𝐼02/(1 − 𝑟) + 𝑉

𝑛2𝑉𝑇(𝑅𝑠 + 𝑅𝑠ℎ)
] 

(48) 
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𝑟 =
𝐼01 [exp (

𝑉 + 𝐼𝑅𝑠
𝑛1𝑉𝑇

) − 1]

𝐼01 [𝑒𝑥𝑝 (
𝑉 + 𝐼𝑅𝑠
𝑛1𝑉𝑇

)− 1] 𝐼02 [𝑒𝑥𝑝 (
𝑉 + 𝐼𝑅
𝑛2𝑉𝑇

) − 1]
. 

(49) 

DDM is a useful model since it gives us a reasonably accurate depiction of the PV cell 

as an electrical component. It enables incorporating photovoltaics as a part of a circuit 

simulation, giving PV engineers a powerful tool to develop systems relying on PV com-

ponents. 

DDM equation parameters can be estimated based on the physics of optoelectronics. 

Skillful engineer or scientist can also extract the parameters from the PV cell by fitting 

the equation to current–voltage measurement of the PV cell. With adequate fitting, one 

can deepen the PV analysis from the macro to the micro level with the component pa-

rameters.  

3.4 Quasi-3D model 

All the above-mentioned tools are either restricted to a 1D representation of the PV de-

vice or in the case of DDM to macro-level behavior. They work well to an extent when 

designing and analyzing PV structures, but some problems in PV engineering and sci-

ence require a 3D representation of the cell. Effects such as lateral current flow and 

uneven illumination require entering the more demanding field of 3D modelling. With a 

Quasi-3D model, we can enter this dark side of simulations with relative comfort and 

intuition while getting the most benefits of the 3D realm.  

In the Quasi-3D model, a PV cell is divided into small subcomponents represented by 

DDM. These sub-components are connected to each other laterally by resistors, which 

model the lateral resistance of current flow. This lateral resistance of the material is called 

sheet resistance, which can be calculated for a semiconductor material by equation 

𝑅𝑠ℎ𝑒𝑒𝑡 =
1

𝜇𝑞𝑁𝑑
 

(50) 

where 𝜇 is the majority carrier mobility, 𝑁 is the carrier concentration and 𝑑 is the given 

layer thickness. Doping concentration is used often as an approximate for 𝑁. The front 

contact grid is also built on top of this discretization. The shadowing effect under the 

contacts is taken into account by removing the current source from the sub-cells under-

neath the metal contacts. Quasi-3D model also allows to model effects of uneven illumi-

nation profiles, by scaling the photogenerated current based on the given illumination 

profile matrix.  
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After the 3D component matrix is created from the cell representation, it is inserted into 

a simulation program with integrated circuit emphasis (SPICE) solver. This solver then 

calculates the I–V curve and 2D top-view voltage profile for the cell. A voltage profile can 

be used for detecting the critical limitations in lateral current flow or even in modelling 

the electroluminescence of the device (Alonso-Álvarez & Ekins-Daukes, 2016). By cal-

culating the I–V curve, one can determine performance parameters 𝑉𝑜𝑐, 𝐼𝑠𝑐  and 𝐹𝐹, from 

which one gets the 𝑃𝑚𝑝𝑝 and efficiency of the device. 

 

Figure 15. Sketch of the quasi-3D discretization scheme. (Alonso-Álvarez et al., 
2018). Use under CC 4.0. 

3.5 Hybrid Quasi-3D model 

We have explored useful simulation tools to describe different parts of photovoltaic per-

formance. All these tools are well established in different optimization problems of pho-

tovoltaics and in this work combined model, Hybrid quasi-3D (HQ3D) model is con-

structed based on all the presented simulation models. The simulation model is devel-

oped with Python 3 coding language (Python.org), utilizing Solcore (Alonso-Álvarez et 

al., 2018), a multi-scale library for modelling photovoltaics and semiconductor materials. 

All the implemented photovoltaic simulation models used in the HQ3D are taken from 

Solcore, apart from DDM, which has been implemented in Python by the author based 

on (Gao et al., 2016). 

The simulation starts with the user defining the thin film layer structure and contact grid 

design parameters and illumination profile. Then Solcore TMM model originally devel-

oped by (Byrnes, 2016) is used to model the 1D optics and absorption profile of the layer 

structure, which is then inserted into the PDD. It solves the I–V characteristics of the 
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layer structure to which DDM is fitted with a fast Nelder-Mead fitting algorithm (Nelder & 

Mead, 1965). After 1D simulations, the solver moves to initialization of the discretized 

PV structure for the quasi-3D solver, by creating the device discretization based on the 

given front contact grid design. The device is split into the smallest possible slices in 

order to reduce the calculation time of the quasi-3D solver, which increases exponentially 

with the size of the device. With the double busbar design, the smallest possible sym-

metry is a slice of one finger, cut in half at the horizontal line of the finger. I.e., by multi-

plying these sections, one can construct the entire cell. Figure 16 shows the discretiza-

tion on the double busbar finger grid design. In the case of uneven but circularly sym-

metrical illumination, subcells constituting one quadrant of the cell are simulated and the 

current of their I–V curves are added together and factored by four to yield the complete 

I–V curve of the cell. As for uneven illumination without symmetry, all of the subcells 

have to be simulated and summed together. 

 

Figure 16 Discretization of the double busbar finger grid. 

After the discretization, the solver forms a front contact grid and illumination matrices to 

match the subcells. These matrices and DDM are inserted into the quasi-3D solver, 

which creates the 3D circuit matrix. This 3D circuit is inserted into SPICE solver ngspice 

(Ngspice), which solves the current–voltage characteristics for the 3D device. From the 

current–voltage curve we can extract relevant measures: 𝐹𝐹, 𝑉𝑜𝑐 , 𝐼𝑠𝑐  and 𝑃𝑚𝑝𝑝 as de-

scribed in Chapter 2 for further analysis. The flow of the HQ3D simulation is shown in 

Figure 17. 
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Figure 17 Flow of the HQ3D simulation model: 1. Grid and illumination matrices are 
generated 2. TMM is used to calculate the photon absorption, 3. PDD is used to deter-
mine the 1D IV curve and DDM is fitted to it, 4. Discretization it determined based on the 
grid and illumination geometry, 5. Grid and illumination matrices are generated and in-
serted with the DDM to the Q3D solver which Q3D creates a 3D circuit equivalent matrix 
(cropped from (Alonso-Álvarez et al., 2018) under CC 4.0.), and 6. ngspice solves the IV 

curve where parameters such as 𝐹𝐹, 𝑉𝑜𝑐, 𝐼𝑠𝑐 ,and 𝑃𝑚𝑚𝑝can be extracted. 
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4. GRID DESIGN OPTIMIZATION 

The Hybrid quasi-3D model is utilized in the optimization of front contact grid metalliza-

tion. Two-busbar finger grid design is considered and the spacing of the fingers is opti-

mized, for two similar, but inverted single junction PV converter structures under four 

different illumination profiles and for three operation temperatures. Before the grid opti-

mization, PV structures are defined, and the effect of different illumination profiles are 

simulated and discussed. Optimal beam profiles from this simulation are used in the grid 

optimization. Lastly, deeper analysis of the cell behavior under varied operation condi-

tions is done. 

4.1 Simulated structure 

In this work, a p–n structure from (Vänttinen et al., 1995) and a similar inverted n–p 

structure is considered, which are shown in Figure 18. A cell area of 5 mm x 5 mm is 

chosen. Two-busbar gold front contact finger grid with cross-section of the finger of 4.5 

μm2 is used, to match a realistic case. Discreditation scheme of 500 pixels parallel to 

and 1667 perpendicular to the fingers is deployed for the whole device. Solcore’s default 

material parameters are used which are from (Vurgaftman et al., 2001) for energy band 

parameters, (Sotoodeh et al., 2000) for charge carrier mobilities and indices of refraction 

are form (Software Spectra Inc. 2008). For the conductivity of the front contact grid metal, 

the conductivity of bulk gold from (Serway & Jewett, 2006) is used. Table 1 has param-

eters relevant to the current spreading of the top photovoltaic layer, often referred to as 

an emitter. The current spreading of the emitter layer constitutes for the efficient current 

transport of the carriers and dictates the need for front metallization. These parameters 

are the top GaAs layer doping, majority carrier mobility and the resulting sheet re-

sistance.  

 

Table 1 Material parameters and the resulting sheet resistance of the emitter layers 
(layers on top of the junction).  

 Doping (cm-3) Mobility (cm2 / Vs) Sheet resistance for 
1000 nm layer (Ω / sq) 

p-GaAs 2·1018 150 222 

n-GaAs 2·1018 2300 14 
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Figure 18. Simulated p–n (Vänttinen et al., 1995) structure on the left and n–p struc-
ture on the right. (Nikander et al., 2021). Use under CC 4.0. 

4.2 Illumination profiles 

Common output power distribution from a multimode optical fiber is in a form of super-

Gaussian distribution, which can be expressed with function 

𝐼(𝑟, 𝑧) = 𝐼𝑚𝑎𝑥 (
𝑤0
𝑤(𝑧)

exp (−(
𝑟

𝑤(𝑧)
)
2𝑔

))

2

, 
(51) 

where 

𝑤(𝑧) = 𝑤0√1 + (
𝑧

𝑧𝑅
)
2

 

(52) 

and 

𝑧𝑅 =
𝜋𝑤0

2𝑛

𝜆
 

(53) 

where 𝐼𝑚𝑎𝑥 is the maximum irradiance, 𝑤(𝑧) is the beam waist, 𝑤0 is the beam waist at 

the focus point, 𝑛 is the refractive index of transfer medium, 𝜆 is the wavelength of the 

propagating light, 𝑧 is the distance from the focus point and 𝑔 is the Gaussian order 

(Shealy & Hoffnagle, 2006; Svelto, 2010). We consider the case where the beam is at 

the focus point of the Gaussian beam, where 𝑧 = 0. This enables us to simplify the equa-

tions (51) and (52): 

𝑤(0) = 𝑤0 

 

(54) 
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𝐼(𝑟, 0) = 𝐼𝑚𝑎𝑥 exp (−2(
𝑟

𝑤0
)
2𝑔

). 
(55) 

Four different illumination profiles are considered in this work. Gaussian distributions with 

Gaussian order of 1 (Normal Gaussian), super-Gaussian order of 4, super-Gaussian or-

der of 16, and a fully uniform distribution. Figure 19 has these profiles visualized from 

the top and side views. Normal Gaussian distribution is the common output for single-

mode fibers (Hui & O’Sullivan, 2008) and is preferred for free space power beaming due 

to its minimal divergence (Parent et al., 1992). Super-Gaussian distributions on the other 

hand are common output profiles for multimode fibers (Thorlabs). Multimode fibers are 

also preferable in high-power PbL systems, due to the higher powers they can transfer 

with their wider fiber cores (Vázquez et al., 2019). Lastly, uniform distribution acts as a 

reference for the optimal illumination profile to study the effects of nonuniform illumina-

tion. Uniform illumination can also occur in special systems consisting of cell matrices.  

 

Figure 19 Top (a) and side view of the illumination profiles of Normal Gaussian (b), 
super-Gaussian 4 (c), super-Gaussian 16 (d), and uniform (e). (Nikander et al., 2021). 
Use under CC 4.0. 

An optimal value for the beam waist to the given structures is calculated with the Hybrid 

quasi-3D model under 808 nm laser light and 40 W/cm2 irradiance at 300 K. Figure 20 

shows the simulation results. HQ3D model predicts a significant difference in the optimal 

beam waist values between the p–n and n–p structures, where p–n favours wider values 

and the n–p counterpart thinner. Also, the tolerance to use a smaller beam is smaller in 

the n–p polarity compared to the p–n structure. 
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Figure 20 Effect of size and shape of Gaussian beam to PV converter output power 
for (a) p–n and (b) n–p structures. (Nikander et al., 2021). Use under CC 4.0. 

4.3 Grid optimization results 

With the optimized illumination profiles, we can move to the grid optimization of our PV 

structures. The key optimization parameter for the double busbar finger grid is the spac-

ing between the fingers. HQ3D simulation is done for a range of spacing values, where 

the I–V curve is extracted and relative figures of merit: 𝐹𝐹, 𝐼𝑠𝑐 , 𝑉𝑜𝑐 and 𝑃𝑚𝑝𝑝 are deter-

mined for the given device setting. Output power is then plotted as a function of finger 

spacing for visual inspection of the pattern performance. Polynomial fit is done for the 

plot to extract the exact value of the optimal spacing from the discrete data. On top of 

simulating the absolute values for the optimal spacing, a more detailed analysis of the 

tolerances for these optimal values is provided to form a complete picture of the spacing 

behavior for the given structure. 

Grid optimization is done at a high, but realistic average irradiance of 40 W/cm2. A wave-

length of 808 nm is used since it is one of the most common wavelengths for commer-

cially available lasers. Grid optimization is done for the four different illumination profiles 

with all having beam waist of 2.4 mm i.e., 96 % of the device radius. Using the same 

beam waist, we can study the effect of uneven illumination easier. Based on the results 

from the previous chapter, a value of the 2.4 mm beam waist is chosen to yield compro-

mise of varying optimal beam waist values. On top of the different illumination profiles, 

simulation is also done for three different temperatures, 300 K, 325 K and 350 K. 300 K 

is used for comparability to common solar cell standard test conditions (The International 

Electrotechnical Commission, 2014) 325 K is a realistic operating temperature for a con-

verter of this power level, and lastly 350 K is a more pessimistic case if the chip is used 

in higher ambient temperatures for example. Simulation results are shown as a spacing-
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output power plot with the polynomial fit in Figure 21 and optimal spacings extracted with 

the polynomial fit are listed in Tables 2, 3, and 4. 

The characteristic shape of the spacing-output power plots for p–n and n–p structures 

are considerably different regardless of the operating temperature and illumination pro-

file. With both variants output power decreases as the finger spacing converges towards 

zero. This is somewhat trivial case, since zero spacing means full metal coverage on top 

of the cell. Full coverage maximizes the shading loss and effectively no light gets inside 

the converter cell. At larger spacing values, on the other hand, noticeable differences 

arise. After around 30 μm, the p–n structure’s output power decreases substantially for 

all the simulated illuminations and temperatures. With the n–p structure, the output power 

starts also to decrease over 50 μm spacings, but the loss of power is much lower. 

Another difference between the device polarities is the maximum power levels. For all 

cases roughly a 10 % increase in the output power is expected for the n–p structure over 

the p–n counterpart. Another key factor for the output power is the device temperature. 

Higher temperatures yield lower output powers which can be explained by the decrease 

of 𝑉𝑜𝑐 by temperature and subsequent decrease in output power. 

Normal Gaussian distribution has noticeably lower output powers compared to the other 

illuminations. This is due to the “wide” shape of Normal Gaussian distribution compared 

to more confined profiles of super-Gaussian distributions, resulting 7.3 % leak of the 

illumination power outside the PV converter cell. This is considerably higher leaking com-

pared to the next worse case of super-Gaussian of order 4, which has 0.1 % leaking out 

of the incident light. 
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Figure 21 HQ3D simulation results for relative output power as a function of finger 
spacing for p–n structure at (a) 300 K, (b) 325 K, and (c) 350 K and for n–p structure 
at (d) 300K, (e) 325 K, and (f) 350 K. Solid lines are the polynomial fit employed to 
extract the optimal spacing values. (Nikander et al., 2021). Use under CC 4.0. 
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Table 2 Optimal spacing values extracted by polynomial fit for p–n structure. 

Temperature (K) 
Normal  

Gaussian (μm) 
Super-Gauss-

ian 4 (μm) 
Super-Gauss-

ian 16 (μm) 
Uniform (μm) 

300 24 25 26 29 
325 24 24 25 28 
350 23 23 24 27 

 

 

Table 3 Optimal spacing values extracted by polynomial fit for n–p structure. 

Temperature (K) 
Normal  

Gaussian (μm) 
Super-Gauss-

ian 4 (μm) 
Super-Gauss-

ian 16 (μm) 
Uniform (μm) 

300 50 50 52 58 
325 49 49 50 56 
350 47 47 49 54 

 

 

Table 4 Maximum output powers (arb. unit) extracted by polynomial fit for p–n structure. 

Temperature (K) 
Normal  

Gaussian 
Super-Gauss-

ian 4 
Super-Gauss-

ian 16 
Uniform 

300 52.2 57.0 57.6 58.5 
325 47.7 52.4 53.0 53.8 
350 43.4 48.2 48.7 49.3 

 

 

Table 5 Maximum output powers (arb. unit) extracted by polynomial fit for n–p structure. 

Temperature (K) 
Normal  

Gaussian 
Super-Gauss-

ian 4 
Super-Gauss-

ian 16 
Uniform 

300 57.2 62.9 63.1 63.2 
325 52.5 58.0 58.3 58.3 
350 49.4 53.3 53.5 53.5 

 
 

Optimal spacing and tolerance for getting 99 % of the output power is plotted as a func-

tion of temperature in Figure 22 and Figure 23. Tolerance values are tabulated in Table 

6 and Table 7. 
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Table 6 Tolerance of spacing values for getting 99 % of the maxi-
mum output power for p–n structure. 

Illumination profile 300 K (μm) 325 K (μm) 350 K (μm) 

Normal  10 10 10 
Gaussian 11 10 9 

Super-Gaussian 4 11 11 10 
Super-Gaussian 16 14 13 12 

 
 

Table 7 Tolerance of spacing values for getting 99 % of the maxi-
mum output power for n–p structure. 

Illumination profile 300 K (μm) 325 K (μm) 350 K (μm) 

Normal  34 31 27 
Gaussian 37 32 30 

Super-Gaussian 4 48 39 35 
Super-Gaussian 16 64 63 61 

 
 
 

 

Figure 22 Optimal spacing values and tolerance for getting 99 % of the maximum 
output power as a function of temperature for p–n structure. (Nikander et al., 2021). 
Use under CC 4.0. 
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Figure 23 Optimal spacing values and tolerance for getting 99 % of the maximum 
output power as a function of temperature for n–p structure. (Nikander et al., 2021). 
Use under CC 4.0. 

 
Spacing tolerance for the p–n structure is considerably lower compared to the n–p struc-

ture. With both structures, tolerances increase when beam uniformity increases. This 

effect is much more substantial with the n–p structure. 

Whereas with the p–n structure, tolerances are slightly increased with beam uniformity, 

beam uniformity has a slight positive relation with increased tolerances, this effect is 

considerably increased with the n–p structure. Also, the increasing operating tempera-

ture has a negative effect to the spacing tolerances, which is amplified at the higher 

tolerance n–p structure. 

Optimal spacing has a slight, linear-like, downward trend as the device temperature is 

increased. This is explained by the increase in resistivity of gold as the temperature is 

increased. With higher resistivity, more gold needs to be added to compensate for the 

resistivity, yielding narrower spacing. Increased temperature also lowers tolerances for 

nearly all of the studied cases, except for p–n structure at 300 K and Normal Gaussian 

illumination, where the tolerance stays at a constant 10 μm.  
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5. ANALYSIS 

The previous chapter analyzed the behavior of the output power and its relation to vary-

ing spacing values. From equation (9) we know that output power can be divided into 

photovoltaic performance factors: 𝐼𝑠𝑐 , 𝐹𝐹, and  𝑉𝑜𝑐. With these factors, we seek to gain a 

deeper understanding of the physical effects influenced by the metal contacts, illumina-

tion, and temperature. 𝐼𝑠𝑐 , 𝐹𝐹, and  𝑉𝑜𝑐 are plotted in Figure 24, Figure 25, and Figure 26 

respectively for the case of 300 K. We see that the 𝐼𝑠𝑐  decreases as the spacing gets 

smaller for the whole data set. This is explained by the increase of shading loss induced 

by the increased area covered by the front metallization pattern. The decrease in 𝐼𝑠𝑐  at 

narrow spacing also reflects the decrease in output power when moving to lower spacing 

values. 

 

Figure 24 Short circuit current as a function of finger spacing for (a) p–n structure (b) 
n–p structure at 300 K. (Nikander et al., 2021). Use under CC 4.0. 

The 𝐹𝐹 results reveal the reason for differences in spacing-output power plots. Whereas 

the n–p structure enjoys the low sheet resistance and thus does not need much front 

metallization in aiding the current at the lateral direction, p–n counterpart suffers from 

the poor sheet resistances induced by low majority carrier mobility. This results in com-

parably higher resistive losses, which manifest in reduced 𝐹𝐹. Figure 25 (a) showcases 

nicely the importance of front contact metallization in cases of reducing the resistive 

losses of PV devices. Especially in multijunction designs, the layer thicknesses are often 

thinner (Luque & Hegedus, 2010), and thus large sheet resistances are realized. 
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From Figure 25 (a) we also see that the 𝐹𝐹 of uniform illumination profile stays higher as 

spacing is increased in the p–n structure. This further highlights the importance of uni-

formity of illumination in high irradiance applications. The reason for this difference is 

due to the higher current densities at the peak of the illumination profile, creating more 

resistive losses. 

 

Figure 25 Fill factor as a function of finger spacing for (a) p–n structure (b) n–p struc-
ture at 300 K. (Nikander et al., 2021). Use under CC 4.0. 

 

 

Figure 26 Open circuit voltage as a function of finger spacing for (a) p–n structure (b) 
n–p structure at 300 K. (Nikander et al., 2021). Use under CC 4.0. 

 

Results for the 𝑉𝑜𝑐 as a function of finger spacing reveal another interesting effect of un-

even illumination. Contrary to PV theory (Luque & Hegedus, 2010), 𝑉𝑜𝑐 values are de-

creasing with larger spacing values for uneven illumination even though the 𝐼𝑠𝑐  increases. 

The uniform beam still behaves as expected, so this decrease in 𝑉𝑜𝑐 has to come from 
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the non-uniformity of the illumination. This reduction in 𝑉𝑜𝑐 can be explained by laterally 

uneven voltage generation over the junction resulting from the uneven illumination. One 

can think the cell to consist of multiple small parallelly connected cells or in this case 

voltage sources, which all have different voltages. Cells at the corners of the cell, with 

low illumination, will produce smaller voltage than cells at the peak of the illumination 

profile. As the open circuit voltage of a photovoltaic cell is exponentially related to pho-

togenerated current, cells getting less illumination lose more voltage than cells with in-

creased illumination gain. This effect will lead to decreased 𝑉𝑜𝑐 values in uneven illumi-

nation. At the same time, the structure tries to equalize this lateral potential difference, 

but as the spacing is decreased i.e., lateral resistance increases, this equalization can’t 

be done as effectively. This results in the decrease of 𝑉𝑜𝑐 with the increase of spacing. 
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6. CONCLUSION 

In this thesis novel quasi-3D simulation framework, Hybrid quasi-3D model has been 

developed based on existing photovoltaics simulation models and tools of the transfer 

matrix method, Poisson-drift-diffusion model, double diode model and quasi-3D model. 

HQ3D model was deployed on Python coding language and the backbone of the tool 

was Solcore, a Python library for modelling solar cells and semiconductor materials. 

Two photovoltaic converters with a single junction design were simulated. One of a p–n 

polarity structure and a similar inverted n–p counterpart was considered. Extensive sim-

ulations were done for these cell structures with the emphasis on metal front contact grid 

pattern optimization of the two-busbar finger grid pattern. Optimization was done by do-

ing HQ3D simulations for a range of finger spacings values and fitting a polynomial fit to 

the simulation’s output power results. Grid optimization was done for three temperatures 

of 300 K, 325 K and 350 K and four illumination profiles of uniform, Normal Gaussian, 

and two super-Gaussian distributions.  

Simulations predicted that the n–p structure would yield considerably higher output pow-

ers in all the simulated cases when compared to the p–n counterpart. This result was 

somehow expected due to the substantially higher sheet resistance of the emitter layer 

of the p–n design. The simulation yielded also much wider spacings for the n–p structure, 

them being roughly double for the spacings of the p–n structure. 

Illumination profile was also found to have effects on optimal spacing and output power. 

A less uniform profile of Normal Gaussian distribution yielded 10-20 % narrower spacing 

compared to the fully unform case. With Normal Gaussian distribution, output powers 

were decreased due to the light not being confined to the cell area. With slightly more 

confined distributions of super-Gaussian 4 and 16, leaking decreased to negligible 

amounts of loss of about 0.1 %. Temperature was also found to decrease spacing, which 

was expected due to the increase in resistance of contact metallization.   

On top of absolute spacing values, also spacing tolerances for desired 99 % of the max-

imum power of the optimal spacing were calculated and analysed. Here too, the n–p 

structure outperformed between the two designs yielding three to five times larger toler-

ances when compared to the p–n structure. Both temperature and beam uniformity was 

found to decrease the spacing tolerances with a more profound decrease occurring with 

the decrease in beam uniformity. 



41 
 

Further analysis of the photovoltaic output power performance factors: 𝐼𝑠𝑐 , 𝐹𝐹, and  𝑉𝑜𝑐 

was also done. 𝐹𝐹 results revealed the high resistive losses at p–n structure with in-

creased spacing. When compared to 𝐹𝐹 results of n–p structure, one can determine, 

that the low majority carrier mobility for p–type GaAs compared to n–type GaAs, the 

consequently high layer sheet resistance of the emitter layer has a detrimental effect on 

the p–n design at high power density applications. Thus, this work concludes that n–p 

designs should be favored over p–n designs in high power ≥ 40 W/m2 applications when-

ever possible.  

Another interesting discovery of this work was the slight decrease in 𝑉𝑜𝑐 with the increase 

of finger spacing with uneven illumination. This contradiction with the general observa-

tion of 𝑉𝑜𝑐  increasing with increased photogenerated current was explained with a 

thought experiment on parallelly connected voltage sources trying to equalize their po-

tentials. 

This work also has contributed to the field of photovoltaic device simulation, by develop-

ing a combined simulation tool, Hybrid quasi-3D model, from established, rigorous but 

efficient models. The model proved its capabilities in complex, multi-variable simulation 

tasks. As such tool is an excellent addition to photovoltaic scientist’s and especially en-

gineer’s tool kit. By being able to simultaneously optimize spacing, illumination and de-

vice structures, can the development work take the next step from chip level to module 

level design. 

This thesis focused on optimizing the front contact grid spacing. A natural next step for 

this work would be to expand the HQ3D simulations for studying various tolerance pa-

rameters of the illumination profile, such as displacement, beam size and beam angle. 

Also optimizing the underlaying photovoltaic structure for given illumination and grid de-

signs is of high interest for the author.  
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