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ABSTRACT

Maral Zadehdarrehshoorian: BLE Advertising Channel analysis
Master of Science Thesis
Tampere University
Master’s Degree Programme in Data Science
April 2023

Positioning services are among the important matters of our world. GNSS has proven to
provide high quality outdoor localization; contrarily, it results in poor accuracy in indoor cases due
to the complexity of indoor environments. Indoor positioning systems can benefit from pre-existent
radio signals in the environment. Thus, WIFI and Bluetooth infrastructures that are already set up
for other purposes can be utilized for indoor localization purpose as well.

In this thesis, our concentration is on Bluetooth low energy based indoor positioning and one
specific challenge that follows it. BLE spectrum consists of 40 different channels: 3 advertising
channels and 37 data channels. In positioning, advertising channels are utilized in BLE peripherals
to transfer packets to the main device for estimating the location of it. The problem is that the
main device receives an aggregation of signals from all three advertising channels instead of
receiving them separately alongside their source channel. This causes some level of instability
and inaccuracy in indoor positioning systems.

We examine multiple approaches in this thesis to analyze this characteristic of BLE advertis-
ing channels and try to mitigate its effect by making use of algorithms to provide us the source
channel information of each received signal strength. During the research, data collection with
different devices is done for different types of analysis. First, we investigate whether there is any
pattern visible in the data which indicates different advertising channels and compare the received
signals of two different devices, one is a regular mobile phone and the other one is a special tool
that reports channels separately while receiving signals. Next, we use an interval averaging ap-
proach to reduce the effect of sudden channel changes in positioning. Then a Gaussian method
is used to separate RSS values based on their source channel, make use of channel information
in positioning and investigate whether they can improve the performance.

The results we obtained give a good understanding of different aspects of BLE advertising
channels, both mathematically and intuitively. We also noticed that using mixture of Gaussian
methods can result in reliable channel separation information and can improve the accuracy of
positioning to some extent.

Keywords: Indoor positioning, Bluetooth low energy (BLE), RSS, Advertising channels

The originality of this thesis has been checked using the Turnitin OriginalityCheck service.
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1 INTRODUCTION

1.1 Background

In today’s modern world, position-based services are in high demand. GNSS plays an

essential role in localization and navigation. Electronic devices such as smart phones

on Earth receive the radio signals transmitted by GNSS satellites and the location is de-

termined with an acceptable accuracy. Although the global navigation satellite system

(GNSS) is able to fulfill the requirements for almost all outdoor cases, indoor localization

is still considered a challenging case. GNSS is not a suitable choice for indoor position-

ing tasks, since the signal can get easily blocked, attenuated or reflected in the indoor

environment [1, 2, 3].

The huge number of sensors and equipment have provided the current mobile devices

a significant level of awareness of indoor environment, which is a great opportunity for

indoor positioning field [4]. Currently, indoor positioning methods mainly depend on pre-

installed infrastructures and result in acceptable precision. Ultra-wideband (UWB), Blue-

tooth and Wireless Local Area Networks (WLAN) technologies are among the popular

indoor positioning methodologies, each having their own advantages and disadvantages.

One of the highly used methods is Bluetooth Low Energy (BLE) which is very well-known

for its availability, low cost and low power consumption [5].

BLE devices use point-to-point and broadcast modes to communicate via data channels

and advertising channels respectively. Out of 40 RF channels in BLE, three are advertis-

ing channels (37, 38 and 39) [6, 7]. In positioning use cases, only broadcast mode hence

advertising channels are needed. Through the advertising channels, a transmitter broad-

casts packets of data and receivers collect the packets for further process. Advertising

packets are sent at fixed intervals on all three advertising channels one after the other.

On most of mobile phones though, instead of catching signals separately, the aggregation

of the signals from all three channels is received [7].

BLE technology can be utilized in different scopes such as range-based and fingerprinting-

based. In this thesis we only consider fingerprinting-based scope. Fingerprinting is mostly

split into two steps, namely training and positioning. During the training step, signals are

collected to create radio maps which are used later in the positioning phase.
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1.2 Thesis objectives

Currently, mobile devices used for positioning collect aggregate received signal strength

(RSS) values from all three advertising channels. However, positioning would be more

stable and reliable if RSS values from separate channels were separately available.

A problematic point of BLE-based positioning is that BLE beacons generate advertising

packets through three different advertising frequency channels [6]. However, little atten-

tion is drawn to this aspect of BLE channels in the indoor positioning domain, considering

the fact that these three channels are uncorrelated and in some cases the difference of

RSS values from two channels can be considered high. This leads to fluctuations in posi-

tioning performance, since during the offline phase of positioning, RSS values might have

been collected from one channel, for instance channel 37, and during the online phase

from another channel, for instance channel 38, where the RSS values happen to differ

considerably compared to channel 37. Some studies are done to address this issue by

adjusting the firmware, to make the BLE beacons advertise only in one channel instead of

three [8, 9] or by using Apple’s iOS 8 operating system, that happened to provide channel

information [10]. These approaches are not ultimate solutions to the problem because

the former requires adapting the beacon to operate on one of the three channels, which

is not recommended by the manufacturers. This is because, if the selected channel is

blocked, device does not work anymore, and the latter depends on a specific mobile de-

vice which is now obsolete and Apple has cut out the channel information from currently

used devices.

In this thesis, the effect of this phenomenon on the performance of BLE indoor positioning

is examined. In addition, some methods are utilized to address this issue. The thesis

outline is as follows:

• Chapter 2 discusses multiple properties of radio propagation, different character-

istics of wireless channels and BLE technology in order to provide a better under-

standing of the problem.

• Chapter 3 focuses on the indoor positioning technologies and techniques, including

the BLE-based fingerprinting approach which falls within the scope of this thesis.

• Chapter 4 contains the data collection, data pre-processing and some initial data

analysis.

• Chapter 5 includes further analysis and approaches used to improve indoor posi-

tioning performance.

• Chapter 6 consists of the tables of results obtained from the previous chapter’s

investigations.
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2 RADIO PROPAGATION AND BLE PROPERTIES

2.1 Radio propagation

The simplest case in the propagation of electromagnetic waves is free space propagation,

in which two antennas, one in the transmitter end and one in the receiver end, operate

in free space [11]. Under more realistic circumstances, the propagation behavior can be

altered by Interacting Objects (IOs) such as conducting and dielectric obstacles. In other

words, in urban environments, radio propagation is very complicated since it contains

reflected and diffracted waves generated by multipath propagation.

In radio propagation, three main phenomena might occur: reflection, diffraction and scat-

tering [12, 13]. Reflection happens just as a radio wave in a medium collides with another

medium with dissimilar electromagnetic attributes. The phase and amplitude of the re-

flected wave are dependent on the medium’s properties, the incident angle and the polar-

ization of electric field. The reflected wave is weakened because a part of the wave energy

might propagate through the reflecting surface or get absorbed by it. Diffraction occurs

when propagating radio waves lean toward another direction or deviate when close to an

obstacle. Lastly, scattering is a phenomenon by which the radio wave energy spreads

out in all directions in the event of collision with a rough surface or an obstacle with small

size. Scattered waves can be considered as another radio source in the receiver side

[14]. Figure 2.1 illustrates these three phenomena in a simple manner.

2.1.1 A wireless channel’s characteristics

In order to avoid model complexities due to different propagation paths, wireless channels

are mainly defined by three dominant effects: path loss that characterizes the dissipation

of signal power as the propagation distance increments, shadowing which characterizes

the effect of sizable objects in the environment and fading which defines the effect of

signal replicas received from multiple propagation paths in the receiver side. Shadowing

and path loss are labeled as large-scale propagation effects and fading is labeled as

small-scale propagation effect [13]. In this section, large-scale propagation effects are

very briefly explained as the main focus is on the fading effect.
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Figure 2.1. Reflection, diffraction and scattering phenomena in radio propagation

Path loss

Path loss models describe the decrease in the signal power as the propagation distance

increments. These models usually neglect the multipath effects and environmental factors

which are taken care of by fading and shadowing models, respectively. The simplest way

to define a path loss model is to divide the transmitted signal power by the received signal

power.

PL = Pt/Pr (2.1)

The dB value of path loss can be obtained using the logarithmic definition as follows:

PLdB = 10 log10(Pt/Pr) (2.2)

So far, different path loss models have been suggested and utilized in calculating the

path loss at a particular distance from the source of transmission. One of the known

and inaccurate models is the free space path loss model which utilizes Friis equation to

calculate the path loss in a certain distance in free space environment. In this model, it is

considered that there is only a single direct line-of-sight (LOS) path between the receiver

and transmitter, while in the real-world scenario there are several paths between them

which make the path loss model more complicated. The path loss model utilizing Friis

equation could be written as

PL = (4π)2d2/GtGrλ
2 (2.3)
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and correspondingly in dB-scale as

PLdB = 21.98− 10 log10(GtGr)− 20 log10(λ) + 20 log10(d) (2.4)

where λ is the carrier wavelength, d represents the distance between the antennas and

Gr and Gt are the gains of antennas in the receiver and transmitter side, respectively.

Shadowing

Shadowing defines the effect of huge items such as buildings, cars and people in the

propagation environment. Due to the existence of sizable items in the propagation area,

the received signal power at certain receiving points the same distance from the transmit-

ter might be diverse. Since the size and other features of the objects are usually unknown,

shadowing effect is better to be explained in a statistical manner.

Multipath fading

Multipath fading happens when a transmitted signal is reflected by obstacles and is re-

ceived as multiple signals with random phase offsets due to the fact that reflected signals

have taken various routes to the receiver. This could lead to either an amplified or de-

graded signal in the receiver side as the reflections might have constructive or destructive

effects on each other [14].

Figure 2.2. Multipath radio propagation

Two main characteristics can be observed in multipath fading: time-domain variation and

delay spread. Alterations in the propagation environment and the relative motion of the

receiver and the transmitter cause time-domain variation, while the delay spread is the

result of signal experiencing different amounts of delay due to various propagation paths,

hence the received signal is the sum of multiple signal replicas with various delays. Mul-

tipath fading could be split into fast/slow fading and flat/selective fading.
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Doppler effect

In order to understand the time-domain variation characteristic, a basic knowledge of

Doppler effect is required. Doppler effect is the outcome of relative motion between the

signal source and the observer. It is important to remember that Doppler effect does

not indicate an actual change in the carrier frequency, it just appears to receiver that

frequency is different. The following equation presents the quantity of phase change in

the signal.

∆ϕ = 2π
ν cos θi

λ
∆t (2.5)

In the above-mentioned equation, ν represents the speed of moving receiver (relative

motion), λ stands for the carrier wavelength, θi is the angle created by the direction of

movement and the direction of received signal and ∆t is the time period over which the

signal transmission is done. Using the equation defined above and λ = c/fc (where fc

and c stand for the carrier frequency and the speed of light, respectively), the Doppler

frequency shift is identified as

fDi
=

1

2π
lim
∆t→0

∆ϕ

∆t
=

ν cos θi
λ

(2.6)

The frequency of the received signal is the result of adding the carrier frequency and

Doppler frequency shift. It is very clear that the maximum Doppler frequency shift hap-

pens if θi = 0, which denotes that the direction of the incoming signal and the movement

are opposite. The maximum Doppler frequency shift which is basically equivalent to the

highest speed variation of channel phase and the largest potential spread of signal band-

width can be calculated as

fD =
ν

λ
(2.7)

The combination of Doppler effect and multipath propagation results in an increase in the

signal bandwidth, as the signals received from various paths experience varying degrees

of Doppler shift. Now, going back to the time-domain variation property of fading, it is

worth to note that the speed of phase shift variation determines the rate of time-domain

channel variation.

Multipath delay spread

Referring back to the previous sections, multipath could lead to destructive or construc-

tive interference of the signal instances from various paths at the receiver. Each of the

received signals arrives at the receiver with a different delay. The variation of these delays



7

could be up to thousands of nanoseconds.

The range over which the signal instances are spread along the delay axis is commonly

known as the delay spread. In other words, delay spread can be described as the time

difference between the arrival of the first signal instance and the last signal instance ar-

rived. One useful metric derived from delay spread, is the RMS (root mean square) delay

spread σT , which can be considered as the standard deviation of the delay of multipath

components, with each delay being weighted by the amount of contribution it has in the

energy of the received signal and is calculated as

σT =

√︄∑︁N
n=1 α

2
n(τn − µT )2∑︁N
n=1 α

2
n

(2.8)

where τn and αn are the delay and amplitude scaling factor of the nth path respectively,

and µT is the average delay and defined as

µT =

∑︁N
n=1 α

2
nτn∑︁N

n=1 α
2
n

(2.9)

Coherence time and bandwidth

In order to comprehend the difference between slow and fast fading, coherence time and

bandwidth are necessary to be understood. Coherence bandwidth Bc is the frequency

band where two frequency components may have a high probability of amplitude corre-

lation [15] and coherence time Tc is the time duration over which the channel response

remains strongly correlated [16].

Coherence time and coherence bandwidth can be approximated as below:

Tc =

√︃
9

16π

1

fD
≈ 0.4

fD
(2.10)

Bc ≈
1

2πσT

(2.11)

where fD is the maximum Doppler shift and is calculated by fD = v
c
fc where fc is the

carrier frequency. In 2.11 σT is the RMS delay spread of the signal.

Slow/fast fading

Maximum Doppler shift basically defines the highest rate of channel phase variation,

hence it can also be a proper means for measuring the rate of time domain variation
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of the fading channel.

As mentioned earlier, coherence time can be approximately calculated using the maxi-

mum Doppler shift. In other words, both fD and Tc can be recognized as quantitative

measures of time-domain channel variation rate. Essentially fading channels are divided

into two categories, slow and fast. Tc can help us check whether the channel variation is

slow or fast. A signal can be considered to experience slow fading if the coherence time

Tc is much larger than the symbol duration Ts, or if the symbol bandwidth Bs is much

greater than the maximum Doppler shift fD. Otherwise, we can claim that the fading is

fast.

Frequency-flat/selective fading

Using the metric RMS delay spread, the fading channels can be divided to the frequency-

flat and frequency-selective. Frequency-selective fading occurs when the symbol duration

Ts is shorter than the RMS delay spread σT . Assuming that, the propagation will undergo

a considerable amount of interference of signal instances. On the contrary, if σT is smaller

than Ts which means the delay spread is not significant enough, the channel experiences

the frequency-flat fading.

2.2 Bluetooth Low Energy

Bluetooth is among the most popular wireless technologies. The huge growth in the

new use cases and devices made the Bluetooth Special Interest Group and other cor-

porations realize that Bluetooth does not work very efficiently in some applications. The

inefficiencies included too much power consumption and long connectivity time. In 2010,

Bluetooth low energy (BLE) was introduced. Although BLE shares some features with

Bluetooth Classic, it does not have the complexity and cost problem of the Bluetooth any-

more. As mentioned in chapter 1, BLE operates in two different modes, advertisement

and connection establishment. In this thesis, our main focus is on advertisement mode.

Knowing how BLE Advertising operates can assist us minimize the power consumption,

boost the reliability and performance accuracy of BLE-based positioning. BLE commu-

nicates in two different ways. One is through advertisement, in which a BLE beacon or

any other BLE peripheral device sends out packets to all the receivers in its vicinity. The

receiver then processes this received data or requests for connection to receive further

information. The other way of communication is through connecting to another device

directly, where both central and peripheral devices transfer and receive packets.
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2.2.1 BLE Physical Layer

BLE Physical Layer operates the transmission of radio signals, hence it is beneficial to

know more about it before going through how the advertisement process is done.

Bluetooth Low Energy has some common aspects with Bluetooth Classic Basic. Both

work in 2.4GHz bandwidth and use GFSK modulation at 1Mbps with different modulation

index. On the other hand, Enhanced Data Rate (EDR) operates using a totally different

modulation system than GFSK. While Bluetooth Classic has 79 channels, BLE has only

40 channels. Moreover, the channels are spaced differently. There are some devices

such as Dual Mode Radio instruments that support both BLE and Classic technologies

by changing their parameters of modulation and the channels on which they are operating.

Figure 2.3. BLE spectrum and channels

Bluetooth low energy spectrum extends from 2402MHz to 2480MHz. It contains 40 chan-

nels, each separated by 2MHz [5, 7]. Channels 0-36 are called data channels and are

used for bi-directional connection and data exchange while channels 37, 38, and 39 are

called advertising channels and are aimed to send advertisement packets. Our area of

focus is on advertising channels, how they operate and how they impact accuracy in

BLE-based indoor positioning.

Table 2.1. Frequency values of advertising channels

BLE Channel Frequency Value

37 2402

38 2426

39 2480

During advertisement, a BLE peripheral device transfers the same packet three times

each time on one of the advertising channels, one after another. Central devices might be

scanning and listening to advertising channels to receive packets and then process them.

As shown in the figure 2.3, advertising channels (illustrated by green color) are not located

in each other’s neighborhood but spread across the 2.4GHz spectrum intentionally. The

reason for that is if any of the advertising channels happens to get blocked, the other

channels most probably are available to do the broadcast as they have enough distance

from each other.
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Table 2.2. BLE and Bluetooth Classic features compared

Bluetooth Low Energy
Bluetooth Classic

Basic Rate (BR) Enhanced Data Rate (EDR)

Channels 40 79 79

Modulation GFSK 0.45 to 0.55 GFSK 0.28 to 0.35 DQPSK / 8DSPK

Spacing 2 MHz 1 MHz 1 MHz

Data Rate 1-2 Mbps 1 Mbps 2-3 Mbps

This property of BLE advertising channels decreases the effect of interference with Wi-Fi,

Microwaves, Bluetooth Classic and narrow band signals. Particularly, channel 38 is fixed

between two Wi-Fi channels to prevent interference with Wi-Fi signals. This guarantees

a successful transmission during advertisement.

2.2.2 BLE Advertisement Interval

In the advertising mode, packets are sent on advertising channels in a periodical manner.

The time between each packet set is composed of a fixed time interval which is called the

advertisement interval plus a random delay. The fixed time interval can be set to 20ms to

10.24 seconds. The random delay is a value randomly selected from 0ms to 10ms added

to the interval. In the advertising mode, it is essential that packets are received without

any sort of collision and critical interference. This random delay added to the interval

helps decrease the probability of advertisements of different devices collide with each

other. This BLE attribute boosts robustness by preventing collisions from happening.

One might assume advertising on only one or two channels instead of three would be

more profitable from energy point of view, since transmitting packets on each channel

has a certain cost. However, this idea has been frowned at by many companies. The

reason behind it is that if the selected channels are blocked due to the interference, the

advertising packets are not sent, and the advertisement process would not work properly.

Which is why advertising is strongly recommended on all three channels.

2.2.3 BLE Advertising Packets

BLE packets consist of several parts, including preamble, access-address, PDU and

CRC. PDU (Protocol Data Unit) is the one that is adjusted depending whether the packet

being sent is on advertising mode or data mode. PDU is divided to a 2-byte header and

a payload section which varies from 6 to 37 bytes. Several parts build up the header

section, from which PDU type is the most generally known. It is useful to know that there

are several types of PDU used for advertisement. Table 2.3 contains some of PDU types,

their names and physical channels [7]. ADV_IND and ADV_NONCONN_IND are com-
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Table 2.3. PDU types, names and their physical channels

PDU Type PDU Name Physical Channel

0b0000 ADV_IND Primary Advertising

0b0001 ADV_DIRECT_IND Primary Advertising

0b0010 ADV_NONCONN_IND Primary Advertising

0b0011
SCAN_REQ Primary Advertising

AUX_SCAN_REQ Secondary Advertising

0b0100 SCAN_RSP Primary Advertising

0b0101
CONNECT_IND Primary Advertising

AUX_CONNECT_REQ Secondary Advertising

0b0110 ADV_SCAN_IND Primary Advertising

0b0111
ADV_SCAN_IND Primary Advertising

AUX_ADV_IND Secondary Advertising

AUX_SCAN_RSP Secondary Advertising

AUX_SYNC_IND Periodic

AUX_CHAIN_IND Secondary Advertising and Periodic

0b1000 AUX_CONNECT_RSP Secondary Advertising

monly used; thus, it is worthwhile to explain them here. In the following chapters, you will

see that in this thesis, our focus is mainly on ADV_NONCONN_IND.

ADV_IND is the most common PDU for advertisement. Its main characteristic is that

multiple central devices can connect to the peripheral device. In other words, the pe-

ripheral device is not directed towards a specific central device for sending packets.

Once the central device receives the advertisement, it can start the connection process.

ADV_NONCONN_IND is utilized when there cannot be any connection between periph-

eral and central devices. It is user’s choice to use which PDU based on their application,

whether it requires connection between devices or needs to avoid it. The content and size

of the payload relies on the PDU type. It consists of a 6-byte advertisement address which

could be either the device’s public or random address, and 31 bytes of advertising data

structure including the type, length and the advertising data itself. Figure 2.4 illustrates

the format of a BLE advertising packet [7].
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Figure 2.4. BLE advertising packet format
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3 INDOOR POSITIONING

An Indoor positioning system (IPS) is utilized to establish the position of objects in an

indoor environment. Indoor environments exhibit a greater degree of complexity as com-

pared to outdoor environments due to the walls and all other different objects which make

the multipath effect more problematic. However, indoor environments have some charac-

teristics that outdoor environments do not, which can ease the positioning. For instance,

the fixed infrastructure and less dynamic surroundings features are more compliant with

positioning.

So far, various applications have been identified for indoor positioning systems. Being

used in the private houses, they can aid disabled or elderly people with their everyday

routine or health monitoring in case of emergency [17]. In public venues such as airports,

shopping centers and museums, it can provide navigation and tracking systems to guide

and keep track of objects. Moreover, in hospitals, IPS can be utilized to track patients and

expensive equipment, also provide positioning for rescue teams to save lives [18, 19].

3.1 Performance metrics

Like any other system, IPSs have some metrics to evaluate their performance. In addi-

tion to accuracy, scalability, cost, robustness and complexity are the measures that can

determine the efficiency of an IPS. This section provides a brief explanation of various

performance metrics.

Accuracy

The term accuracy refers to the proximity of compliance between the actual value of a

quantity and its measured value. In an IPS, the accuracy can be introduced as the mean

Euclidean distance between the true location and the estimated one [20]. Although accu-

racy is an important metric for IPSs, usually there is a trade-off among metrics. Therefore,

there might be some compromise needed between accuracy and another metric.
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Scalability

The scalability metric guarantees that an IPS functions normally when the scope of po-

sitioning gets larger in either the number of users or the geographical coverage. As the

area of coverage or the density of users increases, there might be some extra infrastruc-

ture needed or more computation might be required to estimate the location. The IPS

should be able to scale in case of necessity [20].

Cost

The cost of an IPS could be attributed to money, energy, space and time. A certain

amount of cost is required for system installation and maintenance. However, in some

cases, the infrastructure is already installed for a previous purpose and can be reused

for positioning purposes as well which saves some resources and effort. Moreover, some

systems demand more space and are not suitable in case of having limited space. Among

these costs, energy is one of the important ones. Some IPSs are more energy efficient

which makes them operate without being dependent on too much energy. BLE-based

IPSs are among the energy efficient systems.

Robustness

There are cases where an IPS has to use fragmentary data to locate the position. Not

all the signals might arrive to the receiver due to transmitter malfunction or blockage

by environmental conditions. A reliable indoor positioning system should be capable of

functioning well in any of those cases.

Complexity

Different forms of complexity could be identified for indoor positioning systems, such as

complexity in software, hardware or operation [20]. One example of software complexity

which is within the scope of this thesis, is computation complexity. The system is compu-

tationally complex if a lot of power is required to calculate the position of objects using a

positioning algorithm. To measure the computation complexity, we usually consider the

time of computation. The more time an IPS spends on locating the items, the more com-

plex the system is. This leads to a positioning system with a non-negligible lag while lag is

the delay between the reported location of a moving device and the actual time of arriving

to a new spot.
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3.2 Indoor positioning technologies

Indoor positioning systems can be categorized into different types based on different cri-

teria. One criterion is the technology they utilize to perform the task of positioning. There

are various types of technologies, both radio-based and non-radio-based. In the following

sections, some of these technologies are shortly explained. However, our main focus is

on BLE technology which is a radio-based technology.

3.2.1 Radio frequency technologies

Radio frequency (RF) technology is among the popular technologies used in indoor po-

sitioning systems. They can operate in narrow-band mode which contains a small range

of frequencies or in wide-band mode. Some of the popular RF approaches used in IPSs

are Wireless Local Area Network (WLAN), Bluetooth and Ultra-wideband (UWB).

Wireless Local Area Network

Wireless local area network (WLAN) is the IEEE 802.11 standard and it is dominantly

used in indoor positioning systems. One of the benefits of a WLAN-based IPS is the

opportunity to utilize the pre-existing WLAN infrastructure and the standard mobile de-

vices for indoor localization purposes. WLAN technology operates in 2.4GHz and has the

coverage range of 50-100m, with the bit rate of 11, 54, or 108Mbps. Another benefit of

WLAN-based IPS is that line of sight is not needed. The most widely used WLAN-based

positioning approach is RSSI (Received Signal Strength Indicator), since it is easy to ex-

tract in 802.11 networks. Approaches like Angle of Arrival (AOA), Time of Arrival (TOA)

and Time Difference of Arrival (TDOA) are less popular, due to the complexity in angular

and delay measurements. The accuracy of a typical WLAN-based IPS is usually 3-30m

and the rate of the update is in the order of few seconds.

Bluetooth

Bluetooth is the IEEE 802.15.1 standard for wireless personal area networks (WPANs)

handled by the Bluetooth Special Interest Group (SIG). It operates in 2.4GHz and has

a coverage of 10-15m, which is considerably smaller compared to WLAN technology.

However, similar to WLAN, Bluetooth is ubiquitously used for different purposes and is

already embedded in many devices and infrastructures, which makes it a great option for

indoor positioning systems. Bluetooth has some advantages that make it a competitor

to WLAN-based positioning systems. Especially, Bluetooth low energy (BLE) which was

extensively discussed in the previous chapter benefits from features such as low power

consumption, high availability and low cost. This thesis focuses on a BLE-based IPS and

aims to solve a problem regarding the BLE advertising channels.
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Ultra-wideband

Ultra-wideband (UWB) is a technology based on the transmission of short pulses over a

wide frequency bandwidth. The short pulses make this technology resistant to multipath

which results in higher accuracy. The reason behind this is that short pulses of UWB

are simple to filter in order to decide which signal is the original one and which one is the

outcome of multipath. Another benefit of using UWB in indoor positioning is that the signal

does not get blocked by the walls or furniture. However, it can cause some interference in

liquids or metallic materials which can be fixed by placing UWB readers in the right place

[20].

3.2.2 Other technologies

In addition to the radio-based technologies, there are some non-radio-based mechanisms

that use light, sound or magnetic fields.

Light-based indoor positioning technologies could use either visible light or infrared. In-

frared (IR) IPSs are among the popular ones, since IR is widely available and is used for

different purposes. Although IR is cheap and highly accessible, unlike UWB technology

it is unable to penetrate through walls and it requires line-of-sight. Similarly, visible light

communication (VLC) conveys information through light and depends on line-of-sight.

LED lamps are proven to be the best among the lamps [21]. Data can be transferred via

encoded light by switching on and off the light source in fixed intervals. These changes in

light might not even be noticeable to human eyes. The sensor in the receiver compares

the received encoded light with different encoding schemes and selects the dominant

one.

Sound-based indoor positioning technologies could use either audible sound or ultra-

sound. It is possible to use sound like light to encode data in an IPS. The position can be

determined using the time it takes for the signal to reach the receiver from the transmitter.

The idea of using audible sound might seem not practical since it could disturb the people

nearby. However, marking an already available sound in buildings is an appropriate ap-

proach which might not even be perceived by humans. Ultrasound technology does not

suffer from this problem since its frequency range is higher than audible sound which is

not detectable for humans.

There are two ways of using magnetic fields in an IPS, one is to use synthetically gen-

erated magnetic fields and another one is to use the Earth’s magnetic field. Using a

magnetometer, the variations in the magnetic filed can be measured and based on that

the location of the object is obtained.
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3.3 Indoor positioning techniques

Armed with one or multiple technologies mentioned in the previous section, an indoor

positioning system uses one or multiple techniques to estimate the location. There have

been several techniques known to be used in IPSs from which some can provide us

the proximity position such as the proximity technique where others can provide us the

absolute and relative as well as proximity positions such as triangulation, fingerprinting

and vision analysis techniques. In this thesis our focus is on the fingerprinting approach.

3.3.1 Triangulation

In the triangulation approach, geometric attributes of triangles are used to calculate the lo-

cation of an object. Triangulation can be sub-categorized to lateration and angulation [20].

In lateration technique which is also named range measurement sometimes, the location

of an object is calculated by evaluating its distance from various reference points. In order

to determine the position of an object in two dimensions we need to be able to measure

the objects distance from three non-collinear points. Similarly, in three dimension cases,

four non-coplanar points are needed. In addition to measuring the distance between the

object and reference points using RSS values (signal attenuation-based method), time

difference of arrival (TDOA) and time of arrival (TOA) can be measured, based on which

the distance can be calculated by estimating the signal attenuation or multiplying the

transmission time and the transmission velocity. On the other hand, in the angulation

technique, which is known as the angle of arrival as well, the position of an object is

estimated by calculating angles relative to various reference points.

Time of arrival

In time of arrival (TOA) approach, the distance is derived from the time over which signal

travels from the transmitter (any reference point) to the measuring unit (the object with

unknown location). Using the measured time and the transmission speed, the distance is

calculated as

d = c ∗ TOA (3.1)

where d is the distance and c is the speed of light. As shown in figure 3.1 [20], in two

dimensional positioning, we need to make use of at at least three reference points to

estimate the distance of an object. It is also important to make sure that the receiver and

transmitter are synchronized together [22].
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Figure 3.1. TOA approach in positioning

Time difference of arrival

Although in TOA approach the synchronization between transmitter and receiver is es-

sential, it is not necessary in time difference of arrival (TDOA) approach. However, all the

transmitters should be in sync. That is because TDOA method calculates the distance

based on the difference of signal arrival time of signals received from multiple transmit-

ters. Figure 3.2 illustrates a cellular system with TDOA setup. The distance between the

receiver and each transmitter can be defined as below [23],

d1 − d2 = c ∗ TDOA12 = c ∗ (TOA1 − TOA2) (3.2)

d1 − d3 = c ∗ TDOA13 = c ∗ (TOA1 − TOA3) (3.3)

d2 − d3 = c ∗ TDOA23 = c ∗ (TOA2 − TOA3) (3.4)

Where, d1, d2 and d3 are the receiver’s distance from the transmitters 1, 2 and 3 re-

spectively and c represents the speed of light. In these equations, TDOA of each two

transmitters is known. This can be simply solved by systems of equation method with

three variables, d1, d2 and d3.

Received signal strength

Using the two methods mentioned above, we might face some problems. Radio propa-

gation in indoor environments is highly affected by multipath effect. Therefore, measuring

time and angle of arrival suffers from multipath, which leads to lower positioning accu-

racy. In addition to that, it might not always be possible to have access to line of sight

propagation due to the indoor environment’s restrictions. A substitute method could be

measuring the attenuation of the transmitted signal. This method tries to explain the sig-

nal path loss (the difference between the transmitted and the received signal strengths)
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Figure 3.2. TDOA approach in positioning

as a range estimate.

Angle of arrival

In angulation approach which is usually referred to as angle of arrival (AOA), the location

of an item is determined by the signal arrival angles of at least two transmitters with

known location. As illustrated in 3.3, only two reference points are necessary to estimate

the position of the target in 2-D case. One of the advantages of this technique is that

synchronization between transmitter and receiver is not required. Another benefit is that

in 2-D positioning, only two reference points are needed and in 3-D positioning, three

reference points. Major disadvantages of this method are the requirement for complex

hardware [22] and the decrease in positioning accuracy as the distance between the

target and reference points grows.

Figure 3.3. AOA approach in positioning
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3.3.2 Proximity

As mentioned earlier, the proximity technique cannot provide us the absolute or relative

location estimation of an object, but only a proximity location. The reason behind this

is that this technique determines the position of a target only with respect to a known

area or position. In simpler words, certain number of detectors are installed at known

positions and once an object is detected in proximity of a detector, the proximity position

of the object is obtained. For instance, assume there is a detector D1 fixed in room 3

of a building and it only covers the area of that room, object A is located in room 3 and

object B is located in another room. In this case, the proximity location of object A can be

obtained as room A as detector D1 detects it, while the position of object B is unknown.

3.3.3 Vision analysis

In the vision analysis technique, the target position can be determined by images taken

from one or several points. To make this happen, there needs to be cameras installed in

the area of coverage to take real-time pictures for analysis. Then the captured pictures are

compared to the pre-measured database for estimating the target location. One benefit

of this approach is the valuable information on the location context that can be extracted

from the images.

3.3.4 Fingerprinting

Unlike methods mentioned above, fingerprinting is an approach that tries to match the fin-

gerprint of a location-dependent feature of the signal, for instance received signal strength

(RSS). This method was first proposed to increase the accuracy in indoor positioning by

utilizing pre-measured location-dependent data.

BLE-based fingerprinting approach

The fingerprinting-based method in the field of indoor positioning is composed of two fun-

damental steps: offline and online. During the offline step which is also known as training

step, fingerprints which are a set of RSS values at certain coordinates are collected and

stored to build a radio map as a reference [24]. In this process, it is required to divide the

floor plan into cells. Figure 3.4 illustrates the offline phase of positioning. 6 beacons are

installed in an area which is divided to equal-sized cells.
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Figure 3.4. Offline phase of positioning

In the online step which is also referred to as run time step, new RSS measurements

collected at an unknown coordinate are compared to the reference map to find a match

for the unknown position [25], as shown in the figure below. The received signals from all

the beacons at the unknown position marked with a star in figure 3.5, are compared to the

RSS values of all known locations stored in the radio map and the closest known position,

in this example position at point I, is determined. This technique could be challenging due

to some propagation-related phenomena such as reflection and diffraction [18].

Figure 3.5. Online phase of positioning
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4 DESCRIPTION OF RESEARCH DATA

This chapter contains data collection methods and the description of data.

4.1 Data collection

All the data used in this thesis is collected using HERE Indoor Radio Mapper (HIRM)

mobile application and Nordic Semiconductor nRF52840 Development Kit.

4.1.1 HERE Indoor Radio Mapper application

HERE Indoor Radio Mapper (HIRM) is an Android-based application for collecting geo-

referenced radio data on the Bluetooth™ beacon or WiFi access point signal strengths

in buildings [26]. To use this tool, one needs to have an indoor map of the venue and

Bluetooth beacons or WiFi access points installed in the building.

Figure 4.1. HERE Indoor Radio Mapper application
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Figure 4.2. Data collection and processing procedure [27]

Figure 4.2 illustrates the whole process from data collection to estimation of location co-

ordinates. After HIRM application does the radio mapping and exports fingerprints as text

files, in the training phase, Radio model generation is done by MATLAB simulator. In this

step, certain data compression methods are used to avoid computational complexity and

decrease storage. Finally in the posirioning phase, the generated radio model, the venue

indoor maps and collected test tracks using HIRM are fed to the MATLAB simulator to

generate the location coordinates, floor and building information and error statistics.



24

The data collected using HIRM application on a mobile device is in the form of a text file

containing rows and sub-rows. Rows contain building ID, latitude, longitude, time and

some other information which is not used in this thesis. Each sub-row associated with a

parent row contains the beacon Media Access Control (MAC) address, Received Signal

Strength (RSS) value, beacon type and some extra information. In each row, the time

at which the signal is received is reported. Accordingly sub-rows report the RSS values

obtained by beacons identified by their MAC addresses at that specific time. In figure 4.3

you can see a piece of this text file.

Figure 4.3. A piece of mobile device data collected by HIRM in the form of a text file

4.1.2 Nordic Semiconductor nRF52840 DK

The nRF52840 DK is a versatile development kit for BLE. I programmed this kit to use

it as a BLE sniffer in order to collect RSS values from different sub-bands (channels) of

BLE beacons.

The data collected using the BLE sniffer is in the form of an excel file. This file contains
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Figure 4.4. Nordic Semiconductor nRF52840 development kit

time, MAC addresses, channel numbers, RSS values and PDU types represented as

Time, Source, Channel, RSS (dbm) and Info columns respectively in the excel file.

Figure 4.5. A piece of BLE sniffer data in the form of an excel file
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4.2 Data pre-processing

The first step in each data mining task is data pre-processing. Data cleansing is a tech-

nique that we used to remove unwanted data and then make the whole data into an

organized structure. One example of this data cleansing is removing the data rows in

which the value of info column is not ADV_NONCONN_IND in the sniffer data. Accord-

ing to table 2.3, ADV_NONCONN_IND is the PDU type utilized for primary advertising

channels.

4.3 Data processing and analysis

For this section, data is collected with HIRM in different locations at HERE Technologies

office premises in Tampere and for each location under three different circumstances:

- Condition I: Static mode

- Condition II: Semi-static mode

- Condition III: Dynamic mode

In the static mode, the data collection is done out of working hours while there is no

movement in the office and the environment is static. In the semi-static mode, the device

is static while a person is moving around and finally, in the dynamic mode, the device is

being moved during the measurements.

Below you can see some figures of the RSS values measured over time in the above-

mentioned conditions for several BLE beacons. These figures give us the opportunity to

compare RSS behaviors in different conditions. It is quite obvious from the figures that the

effect of Multipath phenomenon in semi-static and dynamic mode conditions is significant

compared to static condition. While a visible pattern of three different levels of RSS values

originated from three advertising channels appeared in the static mode figures, there is

no pattern in the other two figures.

(a) Static mode (b) Semi-static mode (c) Dynamic mode

Figure 4.6. Collected RSS values in three modes: beacon AC233F253AB3
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(a) Static mode (b) Semi-static mode (c) Dynamic mode

Figure 4.7. Collected RSS values in three modes: beacon EE0102000A22

(a) Static mode (b) Semi-static mode (c) Dynamic mode

Figure 4.8. Collected RSS values in three modes: beacon EE0102000B75

(a) Static mode (b) Semi-static mode (c) Dynamic mode

Figure 4.9. Collected RSS values in three modes: beacon EE0102000BC8

(a) Static mode (b) Semi-static mode (c) Dynamic mode

Figure 4.10. Collected RSS values in three modes: beacon EE0102000013

As seen in the figures above, collected RSS values using HIRM application are the ag-

gregated RSS values received from all three advertising channels and there is no way to

distinguish the channel source associated with each value.
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(a) Static mode (b) Semi-static mode (c) Dynamic mode

Figure 4.11. Collected RSS values in three modes: beacon EE010200000A

However, using BLE sniffer, we have access to the advertising channel source of each

RSS value. Below you can see some figures of the RSS values measured over time using

HIRM and BLE sniffer simultaneously for a few beacons. RSS value are illustrated on the

left and their distributions are illustrated on the right. The measurements were done in a

static mode where both the device and surroundings are static.

Figure 4.12. RSS values and their distributions: beacon C20336FB2EA6
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Figure 4.13. RSS values and their distributions: beacon CA558F083984

Figure 4.14. RSS values and their distributions: beacon E07AB070E575
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Figure 4.15. RSS values and their distributions: beacon EE0102000BB4

Even though, the data was collected with both devices (mobile device with HIRM applica-

tion and BLE sniffer) at the same time and location, some differences in the level of RSS

values can be observed when comparing the figures on the top left corner to the figures

on the bottom left corner. This difference was anticipated due to the different antenna

gains in different devices.
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5 METHODOLOGY

This chapter contains the approaches we used in this thesis to investigate the data further

and stabilize the positioning.

5.1 Averaging over RSS measurement intervals

The purpose of this section is to study the effects of averaging RSS measurements over

different intervals in the online phase of positioning on positioning performance. If we have

an interval of m measurements, when a new measurement arrives, the latest measure-

ment is replace with the average value of the latest measurement and m-1 measurements

before itself. Very similar to a shift register, where each time the oldest measurement in

the interval is dropped, the latest measurement is added to the interval. This way we

try to reduce the effect of sudden channel changes. In figure 5.1, yellow dashed boxes

are example of 5-measurement intervals with values from two different channels. As it

is clear from the figure, the difference between RSS values of two different channels are

not negligible, thus averaging over intervals may improve the performance by mitigating

sudden RSS changes.

Figure 5.1. Sudden channel changes in interval positioning
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To evaluate the positioning performance using interval averaging with intervals 2-6 mea-

surements, 25 test tracks were collected and mean and maximum errors of each are

reported in chapter 6. This study has been done both with and without Kalman filter in

the positioning algorithms.

Figures 5.2 and 5.3 illustrate the positioning performance for two test tracks. Even though

it is clear from the figures that averaging RSS values over intervals helps reducing the in-

stability in some test tracks, according to table 6.1 on average no significant improvement

in mean or maximum error of test tracks was observed while using Kalman filter in posi-

tioning. However, table 6.2 indicates an average of 3 meters improvement in maximum

error using 5-measurement intervals without using Kalman filter in positioning.

(a) Interval size 1 (default) (b) Interval size 2

(c) Interval size 3 (d) Interval size 4

(e) Interval size 5 (f) Interval size 6

Figure 5.2. Interval positioning from interval size 1 to 6 for test track 1
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(a) Interval size 1 (default) (b) Interval size 2

(c) Interval size 3 (d) Interval size 4

(e) Interval size 5 (f) Interval size 6

Figure 5.3. Interval positioning from interval size 1 to 6 for test track 2
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5.2 Channel separation using OMGP method

Expectation maximization (EM)

Expectation maximization (EM) algorithm is a computational iterative method in which we

iterate through E (Expectation) and M (Maximization) steps to get the maximum likelihood

estimate of the parameters in a probabilistic model, where latent variables exist [28].

The iterations continue until convergence and the parameters in the parameter set θ =

{π, µ, σ} are obtained.

E-step. At the tth iteration, the expected value of log-likelihood function, Q(θ, θt), is

calculated with respect to θt.

Q(θ, θt) = E[ln p(X,Z|θt)] (5.1)

M-step. Parameters are updated at θt+1 by maximizing Q(θ, θt).

θt+1 = argmax
θ

Q(θ, θt) (5.2)

Overlapping mixtures of Gaussian processes (OMGP)

Overlapping mixtures of Gaussian processes is another method we used in this thesis to

separate the RSS values according to their channel source. This mixtures of Gaussian

processes approach is known to label observations based on the sources that created

them [29]. Below, a short overview of OMGP method is available [29, 30]. In OMGP, each

individual data point is formed by applying one of the M latent functions and subsequently

introducing Gaussian noise to it.

yi
(m) =

{︁
f (m)(xi) + ϵi

}︁M

m=1
(5.3)

where f (m)(xi) is the latent function m via which variable xi was generated and ϵi is the

additive noise. As we do not know from which source each data point was generated, we

define a latent variable Z which is a matrix of zeros with a single non-zero element per

row. The non-zero entry in row i and column m is referred to as Z[i,m] ̸= 0 and indicates

that xi was generated using latent function m. The likelihood of OMGP is formulated as,

p(y|
{︁
f (m)

}︁M

m=1
, Z, x) =

N,M∏︂
i,m=1

p(yi|f (m)(xi))
Z[i,m] (5.4)

The prior distributions of latent functions and variables are written as,
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p(Z) =

N,M∏︂
i,m=1

Π[i,m]Z[i,m] (5.5)

f (m)(xi) ∼ GP(φ(m)(xi), K
(m)(xi, xj)) (5.6)

ϵi ∼ N (0, σ2) (5.7)

It is worth to note that
∑︁M

m=1 Π[i,m] = 1. In equation 5.5, Π[i, :] indicates a histogram

over M factors for data point xi. Functions φ(m)(xi) and K(m)(xi, xj) in 5.6 are the

mean and kernel functions of Gaussian process distribution, respectively. One important

parameter in kernel function K is length-scale Λ which determines how quick the corre-

lation between outputs changes with respect to the changes in the level of separation in

corresponding inputs. In equation 5.7, σ is a shared hyper-parameter which defines the

noise variance.

As it is not feasible to compute the exact posterior distribution p(Z,
{︁
f (m)

}︁M

m=1
|x, y), a

variational inference and EM method are used for posterior approximation. First, using

Jensen’s inequality a lower bound on the marginal likelihood is constructed and the aim

is to identify a variational distribution that maximizes this lower bound. This variational

distribution happens to be an approximation to the posterior. Iterating through E-step and

M-step continues until the lower bound converges.

E-step: Updates to variational distribution (hyper-parameters are fixed).

M-step: Hyper-parameters are optimized (distribution is fixed).

For the analysis in this section, test tracks (data) have been collected using HIRM ap-

plication over 5 different time intervals, each of them around 35-40 seconds. Data and

analysis for 3 beacons are illustrated below. The first set of figures shows the RSS mea-

surements collected from beacon DFA15BED739A during 5 intervals. The second set

of figures shows the outcome of OMGP approach over the same measurements from

beacon DFA15BED739A.
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Figure 5.4. Data collected over 5 different time intervals: beacon DFA15BED739A

As seen in figure 5.5, OMGP method has separated the RSS values based on the ad-

vertising channels that generated them. It is expected to see the average of estimated

channels would be rather similar over different trials. Table 5.1 contains the estimated

mean values of channels using OMGP method in each test track. It is clear that the mean

values for each channel is quite similar in all test tracks.

Table 5.1. Obtained OMGP mean values [dBm] for channels: beacon DFA15BED739A

Test tracks CH 37 CH 38 CH 39

1 -56 -60 -63.3043

2 -57.0588 -62 -64.5

3 -57 -60 -63.2222

4 -57 -61.1538 -63.9583

5 -57.0476 -60.8182 -63.7727
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Figure 5.5. OMGP results over 5 different time intervals: beacon DFA15BED739A

The range of RSS values for the previous beacon was small (∼ from 56 to 64). The

second beacon, EE0102000BC9, has higher range of RSS values (∼ from 70 to 84 )

and from the set of figures 5.6, it seems that the measurements derived from different

channels have almost equal distance from each other.

Figures 5.6 and 5.7 illustrate the RSS measurements and the outcome of OMGP method

respectively. As expected and seen in table 5.2, the estimated mean values for each

channel are very similar in all the test tracks.
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Figure 5.6. Data collected over 5 different time intervals: beacon EE0102000BC9

It is also good to note that an important parameter in OMGP model is length scale and

should be selected based on the behavior of data. The proper length scale for our data

was chosen after trying multiple length scale values and comparing the results.

Table 5.2. Obtained OMGP mean values [dBm] for channels: beacon EE0102000BC9

Test tracks CH 37 CH 38 CH 39

1 -72.9474 -77.2 -85.7059

2 -72 -76.1818 -81.4211

3 -71.2593 -77.8571 -82.4444

4 -71.6522 -75.7778 -81

5 -71 -77 -81.6087
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Figure 5.7. OMGP results over 5 different time intervals: beacon EE0102000BC9

Beacon EE0102000A18 is the third beacon we present here. Similar to the second bea-

con, this particular beacon also has a higher range of RSS values comparing to the first

beacon. The only difference is that the measurements from one of the channels are far

and the measurements from the other two are close to each other.

Figure 5.9 indicates that in some cases including the cases that two channel measure-

ments are closer to each other and further from the other, OMGP may not be able to sepa-

rate the measurements into three trajectories, but only two. The third and fifth sub-figures

in 5.9, are examples of OMGP mistakes when two out of three channel measurements

are very close to each other. The estimated mean values for channel 38 in those cases

are mentioned as NaN in table 5.3.
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Figure 5.8. Data collected over 5 different time intervals: beacon EE0102000A18

Table 5.3. Obtained OMGP mean values [dBm] for channels: beacon EE0102000A18

Test tracks CH 37 CH 38 CH 39

1 -70.1111 -78.7857 -82

2 -71 -77.7059 -81.6957

3 -71.0435 NaN -79.2444

4 -70.92 -78.5416 -82

5 -70.5833 NaN -80.1628

After analysing OMGP method on multiple test tracks for a few beacons, we used OMGP

in the online phase of positioning to separate the measurements based on their source

and utilized source information in two different ways to obtain the position. Below you can

find the approaches we used to make use of channel information in positioning described

and shown in figures 5.10 and 5.11.
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Figure 5.9. OMGP results over 5 different time intervals: beacon EE0102000A18

Approach 1

- Use OMGP to separate RSS values by channel.

- At time t the latest measurement is from one of the three channels.

- Obtain the mean value of the other two channels.

- Replace the latest measurement with the average of the latest measurement and

the mean values of the other two channels.

The figure below illustrates the idea behind approach 1. As seen from the figure, channels

are attained by OMGP and distinguished by three different colors. The latest measure-

ment at time t corresponds to channel indicated with color blue. In approach 1, instead

of using that latest measurement in online phase of positioning, we can use the average

of that latest measurement with the mean values of the other two channels indicated with

dashed lines in green and red (the average of blue, green and red dots). This way our po-

sitioning process balances the channels’ effect by considering not only the channel from
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Figure 5.10. OMGP in positioning, approach 1

which the latest measurement at time t was received, but also the other two channels.

Approach 2

- Use OMGP to separate RSS values by channel.

- At time t the latest measurement is from one of the three channels.

- Obtain the predicted value of the other two channels.

- Replace the latest measurement with the average of the latest measurement and

the predicted values of the other two channels.

Figure 5.11. OMGP in positioning, approach 2

Figure 5.11 shows the idea behind approach 2. Similar to the previous figure, in this

figure, the latest measurement at time t corresponds to channel indicated with color blue.

In approach 2, instead of using this latest measurement in online phase of positioning,

we can use the average of that latest measurement with the predicted values of the other
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two channels indicated with dotted lines in green and red (the average of blue, green and

red dots). A simpler way would be to use the latest available values from each channel

instead of their predicted value which we used in this thesis. This way we can balance the

channels’ effect on positioning by taking into account the RSS values from all channels at

time t.

In order to check the performance of indoor positioning with OMGP, 12 test tracks were

collected and their mean and maximum error values were calculated. In both approaches,

the average maximum error was reduced up to 60cm. OMGP with a few different length-

scales was tested and the best results are provided in table 6.3.
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6 RESULTS

In this chapter we present the results of the analysis that were discussed in the previous

chapter.

6.1 Positioning performance: Averaging over different intervals

Interval averaging using 5 different intervals is done, once with Kalman filter available in

positioning algorithms and once without Kalman filter. The mean and maximum error for

25 test tracks are measured in both cases and there results are reported in tables 6.1 and

6.2. As it is clear from table 6.1, there is no considerable improvement in the mean and

maximum positioning error of test tracks on average using interval averaging technique.

Table 6.1. Mean and maximum positioning errors [m] of different intervals with Kalman filter

Logs
Default Interval 2 Interval 3 Interval 4 Interval 5 Interval 6

mean max mean max mean max mean max mean max mean max

1 2.504 4.422 2.307 3.831 2.175 3.729 2.304 5.145 2.265 4.776 2.316 4.203

2 4.569 8.569 4.588 8.568 4.583 8.546 4.56 8.511 4.505 8.219 4.494 7.663

3 3.837 6.08 3.642 5.56 3.661 5.622 3.725 5.733 3.779 5.8 3.844 5.741

4 4.899 7.574 4.909 7.414 4.966 7.299 4.945 7.232 4.923 7.233 4.947 7.252

5 5.795 9.01 6.312 10.674 6.059 8.476 5.856 8.159 5.846 8.335 6.017 8.306

6 3.058 5.216 2.855 5.302 2.728 5.063 2.517 3.731 2.485 5.516 2.43 5.295

7 3.206 6.307 2.982 6.121 2.863 5.977 2.909 6.572 3.152 6.588 3.356 6.758

8 2.788 7.857 3.319 7.967 3.17 7.793 2.875 7.797 2.878 7.745 2.71 7.312

9 3.649 5.747 3.669 5.772 3.686 5.673 3.817 5.626 3.873 5.689 3.958 5.424

10 4.341 8.423 4.234 8.284 4.175 8.831 4.194 9.318 4.218 9.527 4.181 9.374

11 3.073 6.241 2.831 5.445 2.58 5.445 2.372 5.524 2.397 5.524 2.539 5.524

12 3.996 7.444 4.037 7.056 3.95 6.85 3.852 6.473 3.787 5.642 3.871 5.978

13 4.163 7.787 4.194 7.791 4.047 7.774 4.056 7.789 4.088 7.783 4.151 7.756

14 4.316 7.491 4.318 7.698 4.248 7.614 4.27 7.91 4.14 7.609 4.262 7.825

15 2.119 3.525 2.112 5.078 2.342 5.011 2.705 5.365 2.774 4.983 3.026 4.971

16 6.099 11.132 5.997 10.948 5.782 10.751 5.436 10.751 5.029 10.751 4.876 10.751

17 5.427 8.796 5.503 8.809 5.956 10.063 6.435 13.803 6.509 14.788 6.772 14.124

18 6.078 8.227 6.313 8.471 6.253 8.696 6.295 9.11 6.31 9.428 6.468 9.707

19 2.924 8.058 3.092 9.013 3.241 9.069 3.287 8.573 3.485 8.141 3.577 8.141

20 5.798 15.332 5.867 15.332 6.082 16.023 6.345 16.023 6.514 16.023 6.64 16.023

21 2.505 5.477 2.102 3.982 2.158 4.05 2.291 4.558 2.475 4.94 2.535 5.127

22 7.468 13.144 7.365 12.839 7.101 12.956 7.055 13.054 6.851 13.049 6.288 12.035

23 4.791 14.756 4.156 9.867 3.798 8.129 3.516 6.705 3.222 5.345 3.014 4.822

24 7.186 11.082 7.165 11.055 7.144 11.055 6.981 11.237 6.731 11.055 6.551 11.055

25 7.376 12.053 7.501 12.669 7.759 12.669 8.08 12.669 8.2 12.669 8.305 13.065

Average 4.479 8.39 4.455 8.222 4.42 8.127 4.427 8.295 4.417 8.286 4.445 8.169
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However, table 6.2 indicates something else. If Kalman filter is not available in the posi-

tioning algorithms, interval averaging with the interval size 5 can improve the mean error

slightly and the maximum error up to 3 meters. Figure 6.1 also illustrate the average of

mean and maximum error of 25 test tracks. Almost no changes are visible in 6.1a, while

6.1b shows a clear decrease in the maximum error of intervals 2, 5 and 6, among which

interval 5 has the lowest error.

Table 6.2. Mean and maximum positioning errors [m] of different intervals without Kalman filter

Logs
Default Interval 2 Interval 3 Interval 4 Interval 5 Interval 6

mean max mean max mean max mean max mean max mean max

1 4.878 13.741 4.858 13.741 4.853 13.862 4.736 12.964 4.502 13.651 4.561 14.497

2 6.351 17.988 6.269 18.932 5.997 19.159 5.837 19.159 5.803 19.159 5.728 19.159

3 3.562 7.196 3.397 6.993 3.048 7.1 2.743 7.279 2.597 7.279 2.625 7.279

4 4.652 11.969 4.561 11.599 4.163 9.959 4.042 8.493 3.946 7.401 4.023 7.401

5 6.405 19.096 6.258 18.76 6.069 19.116 5.575 19.277 5.602 19.277 5.901 20.339

6 4.986 17.512 5.023 17.512 4.919 16.48 4.875 16.031 5.602 16.031 4.978 16.085

7 4.502 21.351 4.053 19.176 4.455 33.537 4.019 32.177 3.246 11.023 3.414 10.587

8 6.575 14.052 6.417 12.419 6.118 10.751 5.954 10.751 5.547 10.751 5.39 10.751

9 7.779 32.781 7.603 28.804 7.724 29.556 7.88 29.636 7.966 29.645 8.011 29.655

10 7.663 15.319 7.473 13.92 7.541 13.878 7.718 13.332 7.798 13.34 7.82 13.4

11 3.393 11.876 3.351 11.511 3.305 10.83 3.332 10.515 3.447 12.118 3.499 12.032

12 7.373 60.702 7.511 60.702 7.655 60.141 7.493 54.771 6.904 20.537 6.887 20.12

13 5.143 27.817 4.392 25.153 4.167 24.042 3.983 23.858 3.949 22.579 3.932 21.748

14 9.184 29.512 9.051 29.512 8.735 29.512 8.72 29.512 8.788 29.512 9.064 34.688

15 5.729 52.202 4.73 14.089 5.66 50.037 5.552 49.906 5.234 48.757 5.028 47.697

16 8.389 24.641 8.361 24.641 8.097 24.561 7.788 23.302 7.557 22.967 7.345 24.706

17 7.789 14.192 7.872 13.977 8.007 16.476 8.164 17.365 8.245 17.828 8.232 17.769

18 2.673 5.751 2.363 4.75 2.161 5.154 2.218 5.985 2.188 6.023 2.305 5.644

19 6.165 19.796 6.181 19.796 6.193 19.796 6.1 19.796 6.027 19.796 5.999 19.796

20 4.568 11.454 4.554 11.454 4.554 11.74 4.561 11.727 4.57 11.732 4.634 11.732

21 4.845 8.1 4.873 8.06 4.892 8.039 4.872 7.961 4.833 7.961 4.857 7.961

22 6.515 19.363 6.76 21.065 6.579 20.795 5.982 7.924 5.962 9.962 6.303 9.92

23 3.39 7.168 3.157 7.168 3.041 7.168 2.855 7.168 2.817 7.167 2.81 7.128

24 3.3 6.538 3.112 6.687 2.744 6.548 2.712 6.663 2.968 6.707 3.092 6.71

25 3.472 8.526 3.796 8.504 3.651 8.498 3.502 8.498 3.493 8.498 3.414 8.496

Average 5.571 19.146 5.439 17.157 5.373 19.069 5.249 18.162 5.184 15.988 5.194 16.212

(a) With Kalman filter (b) Without Kalman filter

Figure 6.1. Positioning errors using interval averaging technique
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Focusing on interval averaging without Kalman filter, figure 6.2 compares the distribution

of mean and maximum error of our test tracks using averaging on three best intervals and

without any interval averaging. Noticeable improvement can be seen in the distribution of

maximum error of size-5 and 5 interval averaging. This visualization indicates that interval

averaging approach can be useful when the positioning system does not contain Kalman

filter.

Figure 6.2. Positioning error improvement in interval averaging without Kalman filter
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6.2 Positioning performance: OMGP method

For evaluating OMGP approaches in the online phase of positioning, 12 test tracks are

collected and mean and maximum positioning errors are reported in table 6.3. Evidently,

the maximum error values have decreased using OMGP method, while mean errors have

not changed drastically. OMGP approach 2 provides us with almost 60 cm improvement

in the average of maximum error values. In addition to that figure 6.3 visualizes the

mean and maximum error values of the test tracks, without OMGP and with OMGP ap-

proaches 1 and 2. The blue and orange curves represent the mean and maximum errors

respectively. Comparison of the orange curves in sub-figures demonstrate lower values

for maximum error in OMGP approaches 1 and 2.

Table 6.3. Mean and maximum positioning errors of OMGP-utilized approach 1 and 2

Logs
No OMGP OMGP approach 1 OMGP approach 2

mean error max error mean error max error mean error max error

1 2.673 5.751 2.680 5.888 2.624 5.751

2 6.165 19.796 6.118 19.796 6.081 19.796

3 4.568 11.454 4.568 11.454 4.568 11.454

4 4.845 8.100 4.966 7.891 5.037 7.957

5 6.515 19.363 6.158 10.617 6.384 10.171

6 3.390 7.168 2.749 7.168 2.848 7.163

7 3.300 6.538 2.831 6.450 2.829 6.472

8 3.472 8.526 3.117 8.526 3.375 8.526

9 4.878 13.741 5.917 15.127 6.063 15.795

10 6.351 17.988 5.449 15.572 5.679 18.528

11 3.562 7.196 5.207 10.136 3.627 7.960

12 4.652 11.969 6.269 11.914 4.907 9.949

Average 4.531 11.466 4.669 10.878 4.502 10.794

Figure 6.3. Positioning errors using OMGP approaches
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7 CONCLUSION

GNSS has been playing an important role in global navigation and tracking. It is reliably

used for outdoor localization purposes with high accuracy, while it performs poorly in

indoor cases as the indoor environment is more complex. It is mostly preferred to use pre-

existing radio equipment to obtain acceptable accuracy inside buildings. BLE is one of the

popular radio technologies utilized in indoor positioning systems. Low power consumption

and easy installation are among its advantages.

In this thesis, our aim is to tackle a problem that comes with BLE RSS-based positioning.

BLE-based positioning requires enough beacons installed in the building to broadcast sig-

nals and a mobile device to receive the signals and provide us the location of the device.

This is done by comparing the received signal values at an known position with the radio

map that has been created and stored in the mobile device before. The problem with BLE

broadcast is that the signal is transferred through three different channels and in the re-

ceiver (mobile device) is only able to receive an aggregation of RSS values from all three

channels instead of providing us with the RSS values from different channels separately

alongside with their source channels. This leads to some extent of instability and inaccu-

racy in indoor positioning as this behavior might cause huge difference between the RSS

values received at the device at the moment and the RSS values used to create the radio

map in the past.

A considerable part of this thesis was allocated to data collection and primary data anal-

ysis to provide us a better understanding of BLE broadcast behavior. First, we investi-

gated multipath effect on BLE signals by collecting data under three environmental cir-

cumstances. It was clear that in the static environment when multipath effect is at its

lowest level, RSS values were easily separable into three categories with human eyes

that indicates the three advertising channels through which BLE signals are broadcast.

Starting with a simple approach, we then moved to the main part of our investigation

which tried to increase the accuracy of positioning. We tried averaging RSS values over

different intervals and the results are available in table 6.1. Even though in some test

tracks such as the ones illustrated in 5.2 and 5.3 stability improvements where seen, the

average and maximum positioning errors did not show huge improvements when Kalman

filter is used in positioning. However, this approach shows up to 3 meters improvement if
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Kalman filter is not used in positioning which indicates its effectiveness in BLE-based IPs

where Kalman filter is not part of the positioning algorithm.

Using a Mixture of Gaussian Processes method, we attempted to separate the aggre-

gated RSS values to three source channels. Our primary idea was to compare the out-

come of our Gaussian method with the real separate channels measured by a special

BLE tool kit to see if the channel separation was done correctly. However, the difference

in antenna gains of the BLE tool kit and the mobile device used made the comparison

difficult. Therefore, having used Mixture of Gaussian Processes in the online phase of

positioning, it proved to provide almost the same average positioning error while reduced

the maximum error up to 60cm. Table 6.3 contains detailed positioning error measure-

ments for 12 different test tracks.

In this research, the above-mentioned algorithms were only applied in the online phase

of positioning. For future research, they can be also integrated in the offline phase of

positioning while creating the radio map. Another possibility is to use algorithms that

categorize RSS values into three source channels and use channel information in both

offline and online phase of positioning.
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