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ABSTRACT

Huseyin Babaroglu: Receiver Side Signal Processing for Nonlinear Distortion Compensation in
5G AND Beyond
Master of Science Thesis
Tampere University
Master’s Degree Programme in Electrical Engineering
April 2023

Trading between transmit waveform quality and power efficiency is one of the most challenging
issues in radio transmitter implementation. To this end, digital predistortion is the de-facto solution
for mitigating power amplifier (PA) nonlinear distortion in cellular base-stations due to its high flex-
ibility and good linearization performance. Theoretically, it is convenient to describe predistorter
(PD) transfer function as the mathematical inverse of the PA transfer function, and PD modeling is
often performed through parametric methods. Thus, an additional feedback loop is required in the
system for PD model parameter estimation. PA is an analog device and DPD is a part of digital
front-end, implying that PA output signal is needed to be downconverted to baseband and sampled
in the parameter estimation path. Consequently, it is required to employ additional components
in the feedback loop such as attenuator, downconverter, and analog-to-digital converter (ADC).
In order to be able to capture higher order nonlinearities, it is necessary to perform upsampling
operation, which implies that in addition to digital-to-analog converters (DACs) in the forward loop,
the components in the feedback loop should support higher bandwidths than the original trans-
mission bandwidth. Additionally, to have a good linearization performance, a high resolution ADC
is required. Having an ADC/DAC that supports wide bandwidth and has high resolution is directly
increasing the material cost and power consumption. When future millimeter-wave (mmWave)
systems are considered, adopting DPD becomes even more complex and costly due to wider
waveform bandwidths and employing active antenna arrays.

Alternative to DPD, receiver based approaches, referred to as digital post-distortion (DPoD),
can be utilized to mitigate the nonlinear effects of transmitter PA. Naturally, receiver side tech-
niques do not provide any improvement in terms of out-of-band (OOB) emission issues, rather they
aim to improve received signal error vector magnitude (EVM). As the radiated power at mmWave is
typically EVM limited and OOB emission requirements are relaxed compared to sub-6 GHz band,
DPoD can offer means for improved network energy-efficiency. Several iterative DPoD methods
are proposed in the literature such as power amplifier nonlinearity cancellation (PANC), and re-
construction of distorted signals (RODS). In this thesis, we present a non-iterative computationally
efficient receiver side nonlinearity mitigation technique, referred to as digital post-inverse (DPoI),
along with the parameter estimation approach targeting existing 5G NR standard-compliant refer-
ence signal. The receiver EVM performance of presented approach is analyzed by using computer
simulations. It is seen that DPoI can reach similar or improved performance compared to the itera-
tive PANC method, which is chosen as a reference DPoD method. Moreover, it is shown that both
DPoD methods overperform ideally linearized transmitter PA under strong nonlinear conditions,
which allows higher power efficiency when receiver side techniques are employed.

Keywords: 5G, 6G, active array, digital post-distortion, energy efficiency, nonlinear distortion,
power amplifiers, behavioral modeling
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1. INTRODUCTION

Over the last decade, the enormous increase in the number of wireless devices along

with the increasing demand for higher data rates has led to the development of modern

communication systems. Fifth Generation New Radio (5G NR) is designed to satisfy this

demand in mobile communication industry, also addressing the new services and mar-

kets such as enhanced mobile broadband (eMBB), ultra reliable and low latency commu-

nications (URLLC), massive Internet of Things (mIoT), and flexible network operations.

Based on the application, each of the use cases discussed above has a different priority

for system level design requirements, such as coverage, number of supported connec-

tions, mobility, latency, throughput, and battery life. Satisfying such system level design

requirements imposes strict limitations to the different elements of a wireless system,

standardized by regulatory bodies. Throughout the thesis, we mainly focus on transceiver

related design requirements.

Any modern communication transceiver, generally speaking, includes both digital signal

processing and analog signal processing. Digital signal processing part of a transceiver

includes all baseband operations such as modulation/demodulation, coding/decoding, in-

terleaving/deinterleaving etc. whereas analog signal processing part is mainly consisted

of antenna arrays, mixers, filters, amplifiers, amplifiers and includes operations associ-

ated with these elements [1]; and the mapping between these two domains is handled by

analog-to-digital converters (ADC) and digital-to-analog converters (DAC).

Power amplifiers (PA), as a part of analog RF front-end, play a crucial role in any wire-

less transmitter by being in charge of boosting the transmit waveform to a certain level

before propagating through wireless media such that reliable detection is possible at the

receiver. It is often the most power consuming element of a transmitter that dominates the

overall transmitter power efficiency, making amplifier power efficiency a key parameter in

transceiver design. To this end, it is required to operate PA at its highest output power,

close to saturation, where it is more energy efficient [2]. However, operating close to

saturation also causes PA to have a strong nonlinear behaviour, introducing in-band dis-

tortion and out-of-band spectral emission. The in-band distortion and out-of-band (OOB)

emission which are characterized by error vector magnitude (EVM) and adjacent chan-

nel leakage ratio (ACLR), respectively, should be kept within certain limits to meet the

specifications mandated by the regulatory and standardization bodies. The detrimental
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effects of a nonlinear PA are more severe when modulation schemes with high peak-to-

average power ratio (PAPR) such as orthogonal frequency division multiplexing (OFDM)

are used. It is practically very challenging to achieve both energy efficient and highly

linear PA simultaneously [3], thus it is essential to apply linearization techniques.

There are various approaches to combat with the detrimental effects of nonlinear PA in

the literature. Among others, digital pre-distortion (DPD) has become very popular and

preferred in modern wireless communication systems due its high flexibility and good lin-

earization performance [4]. The basic idea of DPD is placing a nonlinear structure before

PA such that their combined response allows a linear amplification of the original input sig-

nal. Although DPD has been widely used in modern wireless communication systems, fu-

ture millimeter-wave (mmWave) systems with wide bandwidths and active antenna arrays

with high number of elements make adopting DPD increasingly complex and costly [3]. As

an alternative approach to DPD, detrimental effects of nonlinear PA can be mitigated with

the structures employed at the receiver side, referred to as digital post-distortion (DPoD)

[5]. Naturally, DPoD techniques do not provide any improvement in terms of unwanted

transmitter out-of-band emissions, rather they primarily target to enhance the received

signal EVM. However, as the radiated power at the mmWaves is typically EVM limited [6],

DPoD can be considered as a promising approach to be used in the current and future

mmWave wireless communication systems. To this end, DPoD methods can have wide

applications already along the evolution of the 5G networks. Additionally, the energy ef-

ficiency and sustainability requirements are expected to be of even bigger importance in

the future 6G era, hence, developing cellular DPoD techniques is part of a forward looking

research agenda towards the next generation networks.

In the existing DPoD literature several methods are proposed. In [7], Cioffi et al. proposed

an iterative approach that cancels the nonlinear distortion at the receiver side, referred

to as power amplifier nonlinearity cancellation (PANC). Another iterative approach, called

reconstruction of distorted signals (RODS) [5], is proposed where rather than cancelling

the nonlinear distortion terms, they are included in the signal detection. Both of these

methods build on iterative processing tha can be computationally intensive.

DPoD in cellular downlink particularly requires computationally feasible algorithms for pa-

rameter estimation and distortion cancellation that can be applied in real-time at the user

equipment (UE). This thesis presents a reduced complexity EVM enhancement method

that avoids iterative processing assumed in [5], [7]. Furthermore, presented approach

does not require any prior knowledge of transmitter nonlinearity characteristics, instead

we estimate the nonlinearity characteristics of the transmitter based on the existing down-

link demodulation reference signal (DM-RS) which is already used for estimation of mul-

tipath channel parameters. The work presented in this thesis and the corresponding FR2

over-the-air experiment results are published at IEEE WAMICON 2023 [8].
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The rest of the thesis is organized as follows. In Chapter 2, the theoretical background

and some fundamental information required to follow the thesis are briefly presented, in-

cluding 5G NR physical layer overview, PA basics and performance metrics, PA modeling,

and transmitter side linearization techniques. In Chapter 3, two of the receiver side non-

linearity reduction techniques, namely PANC and RODS are discussed along with the

presented approach, referred to as Digital Post-Inverse (DPoI). The performance analysis

of the reference approach, PANC, and DPoI under various circumstances are conducted

through computer simulations using MATLAB software, which are presented in Chapter

4. Finally, the conclusions and the final remarks are discussed in Chapter 5.
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2. THEORETICAL BACKGROUND AND FUNDAMENTALS

2.1 5G NR Physical Layer Overview

2.1.1 CP-OFDM

Orthogonal Frequency Division Multiplexing (OFDM) was introduced by Robert W. Chang

in 1966 [9] and it has been adopted in 4G LTE downlink transmission scheme, also found

to be a suitable waveform for 5G NR. The basic idea is dividing available bandwidth W into

Nact narrow subchannels, each having width of ∆f = W/Nact, also known as subcarrier

spacing. Then the data symbols are transmitted in parallel by modulating each subcarrier.

For a parallel block of Nact symbols, ak, k ∈ {0, 1, 2, 3, ..., Nact − 1}, complex baseband

continuous-time waveform of one OFDM symbol duration, Tsym, is expressed as

x(t) =
1√
Nact

Nact−1∑︂
k=0

ake
j2πfkt =

1√
Nact

Nact−1∑︂
k=0

ake
j2πk∆ft, 0 ≤ t < Tsym, (2.1)

where fk = k∆f denotes the centre frequency of k-th subcarrier.

Restricting the waveform to the time window of [0, Tsym] with rectangular windowing re-

sults in a convolution with sinc function in frequency domain. The subcarrier spectra is

hence not well band-limited and different subcarriers overlap. By appropriate selection

of the subcarrier spacing, the subcarriers can be made orthogonal which enables simple

separation of these overlapping subcarriers and allows high spectral efficiency.

Assuming the subcarrier spacing is equal to inverse of the OFDM symbol duration, i.e.

∆f = 1/Tsym, any two subcarriers are orthogonal, given by∫︂
Tsym

e2πk∆ft(e2πl∆ft)∗dt =

∫︂
Tsym

e2πk∆fte−2πl∆ftdt =

∫︂
Tsym

e2π(k−l)∆ftdt

=

⎧⎨⎩Tsym k = l.

0 otherwise.

(2.2)

This also allows the data symbols to be demodulated at the receiver with a bank of

matched filters. However, a more practical and common approach to implement OFDM
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Figure 2.1. OFDM Transmitter and Receiver Implementation using IFFT/FFT

transmitter/receiver is using inverse discrete Fourier transform (IDFT)/discrete Fourier

transform (DFT) based operation, as illustrated in Figure 2.1.

Sampling the complex baseband continuous-time OFDM transmit signal given in 2.1 at

time instants t = nTsym/Nact gives

x(nTsym/Nact) =
1√
Nact

Nact−1∑︂
k=0

ake
j2πk∆fnTsym/Nact . (2.3)

Substituting ∆f = 1/Tsym 2.3 results in

x(nTsym/Nact) =
1√
Nact

Nact−1∑︂
k=0

ake
j2πkn/Nact . (2.4)

Defining the N -point DFT definition of sequence x(n) and corresponding IDFT as

X(k) = DFT[x(n)] =
N−1∑︂
n=0

x(n)e−j2πkn/N , k = 0, 1, ..., N − 1 (2.5)

x(n) = IDFT[X(k)] =
1√
N

N−1∑︂
k=0

Xke
j2πkn/N , n = 0, 1, ..., N − 1, (2.6)

which implies that OFDM transmitter and receiver can be implemented with IDFT and
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DFT operations, respectively.

Transmitting an OFDM signal in a multipath channel causes inter symbol interference

(ISI). The purpose of cyclic prefix (CP) is to eliminate these problems by acting like a

guard space between successive symbols. A cyclic prefix is a copy of the last part of an

OFDM symbol that is appended to the beginning of the OFDM symbol as illustrated in

Figure 2.2. The length of CP should be longer than the delay spread of the channel to

avoid ISI.

Inserting a cyclic prefix also converts the linear convolution with the channel into a cyclic

convolution. A cyclic convolution in time domain is equivalent to scalar multiplication in

frequency domain, so the frequency domain equalization becomes easier.

Consider a sequence x(n) = x(0), x(1), ..., x(N − 1) of length N and discrete time

channel with finite impulse response (FIR) h(n) = h(0), h(1), ..., h(L) of length L + 1.

The cyclic prefix for x(n) is the last NCP symbols of x(n), which are attached to the

beginning of the sequence. The new sequence becomes x̃(n) = x(N−NCP ), ..., x(N−
1), x(0), ...x(N−1) of length N+NCP . If x̃(n) is input to the channel, the channel output

r(n), in the absence of noise, is then

r(n) = x̃(n) ∗ h(n)

=
L∑︂

m=0

h(m)x̃(n−m)

=
L∑︂

m=0

h(m)x(n−m)N

= x(n)⊛ h(n) = DFT[X(k)]DFT[H(k)].

(2.7)

While inserting cyclic prefix is beneficial due to reasons defined above, it does not come

without a cost. Adding a copy of the last NCP symbols of an OFDM symbol with a length

of N to the beginning of an OFDM symbol naturally causes an overhead of NCP/N ,

which will result in a reduction in symbol rate. Having a large N is desired to reduce the

overhead caused by the cyclic prefix, since the minimum length of cyclic prefix limited by

the channel delay spread. However, increasing N also has drawbacks such as increase

in transceiver complexity, processing delay and more importantly, PAPR of the transmitted

signal, which will be discussed next. For the sake of simplicity, throughout the thesis, a
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One Frame, T = 10 ms

One Subframe, T = 1 ms

One slot = 1 ms

One slot = 0.5 ms

One slot = 0.25 ms

One slot = 0.125 ms

One slot = 0.0625 ms

SCS = 15 kHz

SCS = 30 kHz

SCS = 60 kHz

SCS = 120 kHz

SCS = 240 kHz

Figure 2.3. Frames, subframes, and slots.

discrete time OFDM symbol with CP attached will be denoted as x(n).

2.1.2 Time Domain Structure

NR uses a basic time unit Tc to provide consistent and exact timing definitions. The

basic time unit Tc can be thought as the sampling time of an FFT/IFFT-based transmit-

ter/receiver with a subcarrier spacing of 480 kHz and FFT size of 4096 and it is calculated

as [10]

Tc =
1

∆f ·NFFT
=

1

480× 103 · 4096
≈ 0.51 ns. (2.8)

The longest time domain structure of NR is frame and it has a duration of 19660800Tc =

10 ms. Each frame is identified by a higher level parameter, System Frame Number

(SFN). The SFN is a 10-bit number and ranges from 0 to 1023, thus it repeats itself after

1024 frames.

Each frame is divided into equally sized subframes which has a duration of 1966080Tc =

1 ms. Each subframe is further divided into slots. The number of slots a subframe

contains ranges from 1 to 16, depending on the numerology. However, the duration of

subframe does not depend on numerology and it is always equal to 1 ms.

A slot in NR consists of a fixed number OFDM symbols and it has a dynamic duration. The

length of an OFDM symbol is equal to 1/∆f , thus slot duration depends on the chosen

numerology. In the case of normal cyclic prefix length, a slot is consisted of 14 OFDM

symbols, whereas for the extended cyclic prefix, 12 consecutive OFDM symbols form a

slot. Since the subcarrier spacing is scaled by powers of two, a slot essentially can be
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Table 2.1. Supported Numerologies [10]

µ ∆f = 2µ · 15 kHz Cyclic Prefix

0 15 Normal

1 30 Normal

2 60 Normal, Extended

3 120 Normal

4 240 Normal

Table 2.2. Frame structure for different numerologies [10]

µ 0 1 2 3 4 3

∆f = 15 × 2µ kHz 15 30 60 120 240 60

Cyclic prefix Normal Normal Normal Normal Normal Extended

Slots per subframe 1 2 4 8 16 4

Symbols per slot 14 14 14 14 14 12

Symbol duration (Tc) 131072 65536 32768 16384 8192 32768

Cyclix prefix (Tc) 9216 4608 2304 1152 576 8192

Symbol duration (µs) 66.66 33.33 16.66 8.33 4.16 16.66

Cyclic prefix (µs) 4.69 2.34 1.17 0.58 0.29 4.16

considered to be divided into two equal parts for the next higher numerology, as illustrated

in Figure 2.3. Scaling by powers of two has the benefit of maintaining slot boundaries

between different numerologies which in turn simplifies mixing different numerologies on

the same carrier [11]. The details of the time domain structure used in 5G for different

numerologies are listed in Table 2.2.

2.1.3 Frequency Domain Structure

In order to be able to support wide range of applications and usage scenarios, NR sup-

ports a flexible OFDM numerology. A numerology is identified by a subcarrier spacing

configuration, denoted by µ, along with the cyclic prefix. A list of supported transmission

numerologies is given in Table 2.1.

A resource element is the smallest physical resource which consists of one subcarrier

during one OFDM symbol. Furthermore, a group of twelve consecutive subcarriers forms

a resource block. It is important to note that the NR definition of resource block is one-

dimensional, unlike LTE definition which defines a resource block as twelve subcarriers

during one LTE slot duration [11].

A group of resource blocks that covers the full carrier bandwidth in the frequency domain

with a duration of one subframe in the time domain is described as resource grid [11].
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Table 2.3. Transmission bandwidth configuration for FR1 in terms of number of resource
blocks [13]

Subcarrier Spacing 5 10 15 20 25 30 40 50 60 70 80 90 100

(kHz) MHz MHz MHz MHz MHz MHz MHz MHz MHz MHz MHz MHz MHz

15 25 52 79 106 133 160 216 270 - - - - -

30 11 24 38 51 65 78 106 133 162 189 217 245 273

60 - 11 18 24 31 38 51 65 79 93 107 121 135

Table 2.4. Transmission bandwidth configuration for FR2 in terms of number of resource
blocks [13]

Subcarrier Spacing (kHz) 50 MHz 100 MHz 200 MHz 400 MHz

60 66 132 264 -

120 32 66 132 264

There is one resource grid per subcarrier spacing configuration, antenna port, and trans-

mission direction (downlink, uplink, or sidelink); and there is one set of resource grids per

tranmission direction [10].

The transmission bandwidth of 5G can be defined as a set of resource blocks on which the

base station transmits and receives [12]. Tables 2.3 and 2.4 show the transmission band-

width configuration in terms of number of resource blocks for each channel bandwidth

and subcarrier combination for FR1 and FR2, respectively. To limit the implementation

complexity of the user equipment, an NR carrier can be consisted of absolute maximum

of 275 resource blocks. [11].

In NR, not all devices need to support the whole channel bandwidth and it is possible

that multiple numerologies exist in the same channel bandwidth. Thus, for a device to

identify the location of resource block in a channel bandwidth, a common reference point

is required, and this point is known as point A. Also, for each numerology used in a

cell, a numbering scheme is defined through common resource blocks (CRBs), in which

the resource blocks are numbered in an increasing order starting from 0 with increasing

frequency. The zeroth subcarrier of CRB 0 in each of the numerologies aligned at point

A. It is not necessary that point A is located within the actual carrier and its location is

signaled to the device as a part of the broadcast system information. To describe the

actual transmitted signal, the term physical resource blocks (PRBs) is used, and their

location is either expressed relative to point A or in terms of CRBs.

As mentioned before, a device in NR does not need to support the whole transmission

bandwidth of the base station, rather it can use a smaller part of the whole bandwidth.

A set of consecutive physical resource blocks of a specific numerology that is used at

device reception is called a bandwidth part (BWP). For example, a device can use nar-

rower bandwidth part to monitor control channels, and the bandwidth part used for data
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transmission can be adjusted based on the throughput requirements, resulting in a better

power consumption handling for user devices.

2.1.4 Reference Signals

There are several types of reference signals in NR to be used for different purposes by a

receiving unit. There are seven types of NR reference signals: demodulation reference

signals (DM-RS), phase-tracking reference signals (PT-RS), CSI reference signals (CSI-

RS), tracking reference signals (TRS), sounding reference signals (SRS), positioning ref-

erence signals (PRS), and remote interference management reference signal (RIM-RS)

[10], [11]. Each of the reference signals is briefly described as follows:

• DM-RS is intended for channel estimation. It can be transmitted with physical down-

link shared channel (PDSCH), physical uplink shared channel (PUSCH), physical

downlink control channel (PDCCH), physical uplink control channel (PUCCH), and

physical broadcast channel (PBCH).

• PT-RS can be considered as an extension of DM-RS for PDSCH and PUSCH and

used for phase noise and common phase error compensation, thus it plays a crucial

role especially in mm-wave frequencies. It has a low density in frequency domain

and high density in time domain.

• CSI-RS exists only in downlink direction and it is used by user equipment to acquire

the channel-state information (CSI).

• TRS is a reference signal that consists of multiple periodic CSI-RS and it is used

by the user equipment to track the time and frequency variations.

• SRS is an uplink-only signal and it is used by base stations to obtain channel-state

information (CSI).

• PRS is a downlink reference signal and intended to support positioning.

• An gNB uses RIM-RS to measure inter-cell interference and to provide information

about the experienced interference to other gNBs.

Among others, DM-RS for PDSCH is in particular interest of this work due to its config-

uration flexibility and being transmitted in each slot, thus it is discussed in details in the

next section.

Demodulation Reference Signal (DM-RS) for PDSCH

For a range of deployment scenarios and use cases, the DM-RS in NR offers a lot of flex-

ibility: it has a front-loaded design for low latency, supports up to 12 orthogonal antenna

ports for MIMO, transmission durations can range from 2 to 14 symbols, and supports up

to four reference signals per slot [11]. The parameters used to configure DM-RS can be
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categorized under the parameters that control sequence generation and the parameters

that control the mapping to physical resources.

For CP-OFDM scheme, a pseudo-random sequence, namely Gold sequence of length

231 − 1, is used to generate DM-RS sequence. Irrespective of the BWP used for data

transmission, the sequence is generated for whole CRBs in the frequency domain, but

transmitted only in the BWP used for data transmission. By generating the reference

signal sequence for whole CRBs, it is ensured that multiple devices scheduled on over-

lapping time-frequency resources in the case of MU-MIMO will follow the same underlying

sequence. The parameters that control the sequence generation are DM-RS scrambling

identity (NnSCID
ID ), DM-RS scrambling initialization (nSCID), OFDM symbol number within

the slot (l), and slot number within a frame (nµ
s,f ). The details of sequence generation is

described in TS 38.211 Section 5.2.1, and Section 7.4.1.1.1 [10].

The parameters that control the mapping to physical resources can be further divided

into two groups whether they control the time domain resources or frequency domain

resources. The main parameter that controls time domain resources is the mapping type.

The mapping type can be either type A (slot-wise) or type B (non-slot-wise). Further,

the parameters DM-RS type A position, DM-RS length, and DM-RS additional position

are used to define the allocation of DM-RS to time domain resources and their values

depend mainly on mapping type.

DM-RS type A position indicates the location of the first DM-RS OFDM symbol (l0) within

a slot. For mapping type A, l0 can be either 2 or 3, whereas for mapping type B, l0 is

always 0. The definition of DM-RS OFDM symbol locations are also different for mapping

type A and mapping type B. For mapping type A, the DM-RS OFDM symbol locations are

defined relative to the first OFDM symbol of the slot. For mapping type B, on the other

hand, the definitions are done relative to the first OFDM symbol of allocated PDSCH

resources. DM-RS length controls the length of DM-RS symbol as a single symbol DM-

RS or double symbol DM-RS. The number of additional DM-RS OFDM symbols allocated

is configured by DM-RS additional position parameter and can take values between 0 and

3, depending on the mapping type, DM-RS length, and PDSCH symbol allocation. The

locations of additional DM-RS OFDM symbols are given in TS 38.211 Tables 7.4.1.1.2-3

and 7.4.1.1.2-4 [10].

The parameters that control the frequency domain resources are DM-RS configuration

type and DM-RS antenna ports. Subcarrier locations of DM-RS symbols are defined as

[10]

k =

⎧⎨⎩4m+ 2k′ +∆ Configuration type 1

6m+ k′ +∆ Configuration type 2
(2.9)
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Figure 2.4. Physical channel processing for PDSCH

where k is the subcarrier index and m = 0, 1, . . . , k′ = 0, 1. ∆ represents the delta shift

applied to the subcarriers used, and its value depends on the DM-RS configuration type

and DM-RS antenna ports. The values that ∆ can take are given in TS 38.211 Tables

7.4.1.1.2-1 and 7.4.1.1.2-2 [10].

2.1.5 Overview of Downlink Physical-Channel Processing

The downlink physical channel processing steps are illustrated in Figure 2.4 [10], [12].

The codewords are first scrambled and modulated. The supported modulation schemes

include QPSK, 16QAM, 64QAM and 256QAM in downlink [10]. Then, the layer mapping

step distributes the modulation symbols to different transmission layers such that every

nth symbol is mapped to the nth layer. Transmission layers are then mapped to a set of

antenna ports with a precoding matrix. It is important to note that DM-RS goes through

same precoding as data symbols, which means the receiver does not need to know which

precoding matrix is used at the transmitter, it is rather seen as part of the channel. Then,

the precoded symbols are mapped to the set of available resource blocks assigned by

the MAC scheduler and finally OFDM signal generation takes place to generate transmit

waveform.

2.2 Peak-to-Average Power Ratio of an OFDM Signal

One of the major drawbacks of the OFDM systems is high Peak-to-Average Power Ratio

(PAPR) of the transmitted signals. Having a high PAPR is not desired since it negatively

affects transmitter power amplifier efficiency. Furthermore, since the amplitude of a high

PAPR signal has larger dynamic range, it is required to employ an ADC with high resolu-

tion at the receiver which results in an increased complexity and power consumption for

the receiver front-end [14].
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The PAPR of a continuous time signal is defined as

PAPR[x(t)] ≜
max|x(t)|2

E[|x(t)|2]
, 0 ≤ t ≤ Tsym. (2.10)

Similarly, for a discrete-time signal, PAPR is defined as

PAPR[x(n)] ≜
max|x(n)|2

E[|x(n)|2]
, 0 ≤ n ≤ N − 1. (2.11)

Consider a set of data symbols ak, k = 0, 1, ...Nact− 1, and then an OFDM signal during

an arbitrary symbol interval, x(n), is generated as (neglecting the scaling for simplicity)

x(n) =
Nact−1∑︂
k=0

ake
j2πkn/Nact , 0 ≤ n ≤ N − 1. (2.12)

Assuming that data symbols are independent and they all have same energy, Es, average

power of x(n) is given by

E[|x(n)|2] =
N−1∑︂
k=0

E[|ak|2] = NEs. (2.13)

The maximum value of |x(n)|2 occurs when all the data symbols ak add coherently, re-

sulting in

max(|x(n)|2) = (N
√︁
Es)

2 = N2Es. (2.14)

As a result, the maximum PAPR of an OFDM transmission signal is determined as

PAPR[x(n)] =
N2Es

NEs

= N. (2.15)

As mentioned before, it is desired to have large N in an OFDM system and hence, co-

herent addition of N data symbols is highly improbable in practice. This implies that the

PAPR of a practical OFDM system will be significantly lower than N . At this point, it is

more meaningful to investigate the statistical distribution of PAPR of an OFDM system. It

is stated in [15] that if N is sufficiently large (N ≥ 64), OFDM signals converge to a com-

plex Gaussian process by the Central Limit Theorem. The envelope of the OFDM signal

then has a Rayleigh distribution with zero mean and variance σ2/2 = Pav/2 where Pav

is the average power of the OFDM signal [15]. Therefore, the probability that the PAPR

exceeds a threshold P0 = σ2
0/σ

2 is given as [14],

p(PAPR[x(n)] ≥ P0) = 1− (1− e−P0)N , 0 ≤ n ≤ N. (2.16)
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Figure 2.5. PAPR CCDF of an OFDM signal with different modulation orders and N

which implies that PAPR increases with increasing N , even if the theoretical maximum

value is not reached in practice.

2.3 Power Amplifier Basics and Performance Metrics

Power amplifier (PA) is one of the key elements in a wireless system. Its role is to amplify

the input RF signal while keeping the distortion under a certain level such that reliable

detection at the receiver is possible. PAs are often the limiting element of the overall per-

formance of a wireless system [16], therefore it is important to describe PA performance

through some performance metrics. PA performance can be evaluated in terms of PA

power gain, power efficiency, linearity, noise floor and TX leakage, bandwidth, robustness

against antenna mismatches, and module size and cost [17], all of which contribute to the

overall performance of the wireless system, but power gain, power efficiency, and linear-

ity are particularly in the scope of this work to describe PA performance. Consequently,

these performance metrics are presented along with their relation to the overall system

performance in the first section, then followed by power amplifier modeling approaches.

2.3.1 Power Gain

Power gain of a PA is simply defined by the ratio of output power to the input power and it

is usually represented in logarithmic units [18]:

GdB = 10 log10

(︃
Pout

Pin

)︃
. (2.17)

Transmitted power mainly depends on the PA, hence PA must provide sufficient gain to

satisfy link-level requirements. Ideally, a power amplifier should provide a constant gain
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Figure 2.6. (a) An example PA input-output power curve and PAE, (b) and corresponding
amplifier power gain.

for all input power levels. However, power amplifiers are inherently nonlinear devices, and

this leads to a non-constant gain since it depends on input/output power at which it is

evaluated [19]. Figure 2.6 illustrates the input-output relation of a PA and the nonlinear

behaviour of gain. The region where the gain is almost constant is called linear region.

As the input power increases, the PA is driven into compression and no longer be able

to provide a constant gain. An important figure of merit, 1-dB compression point (P1-dB),

is defined as the point where the actual gain is decreased by 1 dB with respect to linear

gain [19]. Corresponding input power and output power levels can be referred to as PI,1-dB

and PO,1-dB, respectively, and shown in Figure 2.6.

2.3.2 Efficiency

From an energy point-of-view, a PA can be considered as a component that converts DC

supply power (PDC) into RF output power (Pout), driven by an input power (Pin) [18]. Power

efficiency, η, is a metric that describes the effectiveness of this conversion, defined as

η =
Pout

PDC
. (2.18)

The definition in 2.18is often referred to as drain efficiency (DE). For low gain power ampli-

fiers, DE definition may be misleading since it does not take power gain, or input power,

into account. An alternative definition which takes also the input power into account,

power added efficiency (PAE), is defined as [20]

ηPAE =
Pout − Pin

PDC
=

Pout

PDC

(︃
1− 1

G

)︃
, (2.19)

where G represents PA gain in linear scale. It can be easily noticed that both expres-
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sions converge for high-gain power amplifiers, whereas PAE tends to be more accurate

to describe practical efficiency for low-gain power amplifiers.

A power amplifier with high power efficiency is highly desired in any wireless transmitter,

since it often dominates the overall system efficiency. For a fixed RF output power, power

efficiency in a way determines the DC supply power consumption, which is of utmost

importance especially for battery-based devices such as mobile phones. Also, for a fixed

DC supply power, PA with high efficiency allows higher output power. It also allows the

use of smaller cooling equipment as the non-converted portion of the DC supply power is

mainly dissipated as heat.

As can be seen from Figure 2.6a, the maximum efficiency is achieved when the PA is

operating close to its saturation region, where the nonlinear behaviour of PA significantly

effective. This immediately results in a trade-off between efficiency and linearity, since

both features are crucial to overall system performance.

2.3.3 Linearity

Ideally, a PA is expected to amplify the power of the input signal without introducing any

distortion. However, due to PAs being naturally nonlinear devices, distortion-free amplifi-

cation is inevitable. Also, operating close to saturation region due to efficiency concerns

causes PA to have further nonlinear behaviour. This nonlinear behaviour is particularly

critical for nonconstant envelope signals such as high-order QAM modulated signals.

The distortion caused by nonlinear PA can be classified into in-band distortion and out-

of-band distortion [17]. In-band distortion affects amplitude and phase of the signal in

the desired frequency range, leading to a degradation of bit-error-rate and error-vector-

magnitude, eventually reducing Quality-of-Service of the wireless. Out-of-band distortion

causes an unwanted spectral regrowth of the transmitted signal which leads to a leakage

to adjacent channels in cellular networks.

PA nonlinearity can be described in terms of AM/AM and AM/PM conversion and these

are often obtained via measurements [21]. The former represents the distortion in the

amplitude of the output signal whereas the latter represents the distortion in the phase of

the output signal, as a function of the input signal amplitude. An example is illustrated in

Figure 2.7.

2.4 Power Amplifier Modeling

It is necessary to have an accurate model of a power amplifier in order to overcome its

detrimental effects. PA modeling approaches can be divided into three groups: physics

based, circuit based, and black box (behavioral) modelling[22].
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(a) (b)

Figure 2.7. (a) AM/AM and (b) AM/PM distortion of a power amplifier with memory effects

Physics based approach uses the fundamental physical laws to model the PA and, circuit

based approach uses an equivalent circuit representation of the PA. However, these two

approaches are computationally too intensive and require a detailed information of the

internal structure of the PA, which may not be always available.

When such an information is not available, blackbox models, or behavioral models, are

desired. These models are computationally efficient and may assume no a priori informa-

tion of the internal structure of the PA [23]. This approach builds the model of the PA by

relating its input and output signals in the form of relatively simple mathematical expres-

sions. Hence, the accuracy of these models are sensitive to data set and mathematical

expression used during the model extraction procedure. It is possible that the extracted

model for one class of data set to be inaccurate for another class of data set with different

statistical properties.

A very straightforward way to describe the nonlinear behaviour of a PA is relating its input

signal, x(t), to its output signal, y(t), with a nonlinear function f(.). There are various

forms (or models) that explicitly defines the nonlinear function f(.). These models can be

classified into two major groups[24]: memoryless models, where the nonlinear function

f(.) is described as static, and memory models, where the nonlinear function f(.) is

described as dynamic.

2.4.1 Memoryless Nonlinear Models

Memoryless models are used to characterize a PA whose output depends only on the

instantaneous value of the input signal. In this case, PA output y(t) can be simply ex-

pressed as a function of its input signal x(t) as

y(t) = f(x(t)), (2.20)



18

where f(.) represents a nonlinear function. A narrowband passband input signal centered

around ωc can be written as

xRF (t) = A(t)cos[ωct+ ϕ(t)] = Re[x(t)ejωct], (2.21)

where A(t) and ϕ(t) represents the envelope and phase components of the input signal,

respectively, and complex baseband equivalent input signal representation x(t) is

x(t) = A(t)ejϕ(t). (2.22)

Following the mathematical representation in 2.20, the PA output can be written as

yRF (t) = fA(A(t))cos[ωct+ ϕ(t) + fP (A(t))], (2.23)

where the functions fA(.) and fP (.) represent the nonlinear AM/AM and AM/PM conver-

sions, respectively. There are various models exist in the literature to represent nonlinear

behaviour of a memoryless PA. In the next parts, two commonly used examples of those

models, namely complex power series model and Saleh model are presented.

Power Series Model

A general P -th order power series memoryless model of a nonlinear PA can be expressed

as [24]

y(t) =
P∑︂

p=1

cpx(t)
p, (2.24)

where x(t) and y(t) represent the RF input and output signals of the PA and cp denotes

the coefficient of p-th order nonlinearity. Power series model is a useful tool to analyze

the harmonic and intermodulation products of a nonlinear PA with two-tone input signal

and it is shown in the following. A two-tone input signal can be expressed as

xRF (t) = Acos[ωct+ ϕ] = A1cos[ω1t+ ϕ1] + A2cos[ω2t+ ϕ2], (2.25)

where A1, A2, ϕ1), ϕ2, ω1, ω2 denote the amplitudes, phases and the angular frequencies

of the two input tones. Assuming a third-order power series for simplicity, PA model can

be expressed as
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yRF (t) = c1xRF (t) + c2x
2
RF (t) + c3x

3
RF (t). (2.26)

Substituting 2.25 into 2.26 yields

yRF (t) = c1{A1cos[ω1t+ ϕ1] + A2cos[ω2t+ ϕ2]}

+c2{A1cos[ω1t+ ϕ1] + A2cos[ω2t+ ϕ2]}2

+c3{A1cos[ω1t+ ϕ1] + A2cos[ω2t+ ϕ2]}3.

(2.27)

The two tone output in decomposed form, using basic trigonometric identities, can be

written as

yRF (t) =c2A1A2 + c2A1A2{cos[(ω1 − ω2)t+ (ϕ1 − ϕ2)]}

+
(︁
c1A1 +

9
4
k3A

3
1

)︁
cos(ω1t+ ϕ1t) +

(︁
c1A2 +

9
4
k3A

3
2

)︁
cos(ω2t+ ϕ2)

+ 3
4
c3A

2
1A2[cos((2ω1 − ω2)t+ (2ϕ1 − ϕ2))]

+ 3
4
c3A

2
2A1[cos((2ω2 − ω1)t+ (2ϕ2 − ϕ1))]

+ c2A1A2cos((ω1 + ω2)t+ (ϕ1 + ϕ2))

+ 1
2
c2A

2
1cos(2ω1t+ 2ϕ1) +

1
2
c2A

2
2cos(2ω2t+ 2ϕ2)

+ 1
4
c3A

3
1cos(3ω1t+ 3ϕ1) +

1
4
c3A

3
2cos(3ω2t+ 3ϕ2).

(2.28)

It can be seen from 2.28 that the PA output signal consists of spectral components at

DC, the fundamental frequencies ω1 and ω2, harmonics at 2ω1, 2ω2, 3ω1, and 3ω2, the

second-order intermodulation products at ω1 ± ω2 and lastly, the third-order intermodula-

tion products at 2ω1 ± ω2 and 2ω2 ± ω1. An illustration of these components is depicted

in Figure 2.8, assuming that two input tones have equal power, i.e. A1 = A2 = A.

Next, if we assume a more general bandpass input signal instead of a two-tone input

signal, which can be expressed as

xRF (t) = A(t)cos(ωct+ ϕ(t)). (2.29)

The corresponding PA output signal is

yRF (t) =
1

2
c2A

2(t) +

(︃
c1A(t) +

3

4
c3A

3(t)

)︃
cos(ωct+ ϕ(t))

+
1

2
c2A

2(t)cos(2ωct+ 2ϕ(t))

+
1

4
c3A

3(t)cos(3ωct+ 3ϕ(t)).

(2.30)
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Figure 2.8. Frequency components of the output of a PA modeled by a memoryless third-
order power series with two equipowered input tones.

It can be easily seen that only the odd-order nonlinear products fall on to the fundamental

frequency, hence even-order nonlinearities are irrelevant and will not be considered in

the following. If the envelope of the input signal A(t) is non-constant, as in the case

for modulated signals, then 2.30 shows that there is a spectral regrowth at the nonlinear

PA output since 3
4
c3A

3(t) has generally higher bandwidth than c1A(t). For PA modeling

and digital predistortion processing, if we consider a complex baseband equivalent of the

input signal, that is x = A(t)ejϕ(t), the complex baseband representation of the PA output

is

y(t) = c̄1A(t)e
jϕ(t) + c̄3A

3(t)ej3ϕ(t).

= c̄1x(t) + c̄3 |x(t)|2 x(t),
(2.31)

where c̄i represents the complex coefficient of i-th nonlinearity of baseband model. It is

easy to generalize 2.31 to higher order odd nonlinearities in a similar form, i.e. |x(t)|4 x(t),
|x(t)|6 x(t), . . . , which are extensively used in both PA modeling and digital predistortion

processing. An illustration of spectral regrowth due to nonlinear PA is illustrated in Fig.

2.9 for both passband and baseband.

Complex power series model has been an attractive approach, especially considering

its ease of implementation. Since the polynomial approximation is linear in parameters,

that is, the coefficients cp are not part of the nonlinear expression, it is possible to use

straightforward least-squares to determine these coefficients [2]. However, although the

modeling errors tend to decrease with increasing polynomial degree, after some point it is

observed that the errors begin to increase again. It is also important to note that complex

power series model can be disastrous outside the amplitude domain of measured data.
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Figure 2.9. An example of output spectrum of a nonlinear PA that shows the spectral
regrowth. Only odd order nonlinearities are considered.

Saleh Model

The model was proposed by Saleh in [25] as simple two-parameter formulas for modeling

the AM/AM and AM/PM characteristics and initially targeted modeling travelling-wave tube

(TWT) amplifiers. Representing the input signal xRF (t) as

xRF (t) = A(t)cos[ωct+ ϕ(t)], (2.32)

and the output signal yRF (t) as

yRF (t) = fa[A(t)]cos{ωct+ ϕ(t) + fp[A(t)]}. (2.33)

Then, the AM/AM and AM/PM modeling functions are given as

fa(r) =
αar

1 + βar2
(2.34)

fp(r) =
αpr

2

1 + βpr2
, (2.35)

respectively, where αa, βa, αp, and βp are the fitting parameters.

Saleh model later has been applied to solid-state power amplifiers; however, it was less

successful to provide adequate accuracy. To overcome the problems related to applica-

tion to solid-state power amplifiers, modified Saleh models have been proposed, but they
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are not covered in this thesis.

2.4.2 Nonlinear Models with Memory

In the case where the input signal bandwidth is comparable with the power amplifier’s

inherent bandwidth, the PA exhibits a frequency-dependent response. This kind of phe-

nomenon is referred to as memory effects and the conventional memoryless methods fail

to accurately model such PAs. The output signal not only depends on the instantaneous

value of the input signal, but also depends on the past time instances of the input sig-

nal. The input-output relation of the PA can now be expressed with a forced nonlinear

differential equation [24]:

f

(︃
y(t),

dy(t)

dt
, . . . ,

dky(t)

dtk
, x(t),

dx(t)

dt
, . . . ,

dyl(t)

dtl

)︃
= 0. (2.36)

Since the models are generally evaluated in a digital computer, it is convenient to adopt

a discrete-time representation. Assuming that the signals are sampled with a sampling

period Ts, i.e. t → nTs, 2.36 can be expressed in a recursive form as

y(n) = fR (y(n− 1), . . . , y(n−M1), x(n), x(n− 1), . . . , x(n−M2)) . (2.37)

It is also possible to represent the relation in a non-recursive form, with a desirable small

error [24], as

y(n) = fD (x(n), x(n− 1), . . . , x(n−M)) . (2.38)

Although there are various approaches to model the functions fR(.) and fD(.), two

of these approaches gained particular popularity, namely polynomial or Volterra series

based forms and artificial neural networks (ANN). In the following, Volterra series based

models are presented; the latter is out-of-scope of this thesis and majority of the existing

approaches use the non-recursive form, hence not included in the following section.

Wiener Model

The Wiener model is a two-box model that contains a linear dynamic block followed by a

static nonlinear block, as illustrated in Figure 2.10a.

Assuming that the linear dynamic block is represented by an discrete-time FIR filter, the

input-output relation can be written as

uW (n) =
D−1∑︂
d=0

h(d)x(n− d), (2.39)
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Figure 2.10. (a)The Wiener model. (b) The Hammerstein model.

and the polynomial representation of the static nonlinear block is

yW (n) =
P∑︂

p=0

cpuW (n)|uW (n)|p. (2.40)

The overall baseband model can be described by combining 2.39 and 2.40 as

yW (n) =
P∑︂

p=0

cp

[︄
D∑︂

d=0

h(d)x(n− d)

⃓⃓⃓⃓
⃓

D∑︂
d=0

h(d)x(n− d)

⃓⃓⃓⃓
⃓
p]︄

. (2.41)

Hammerstein Model

Similar to Wiener model, Hammerstein model is also a two-box model where the blocks

are placed in reverse order, static nonlinear block is followed by a linear dynamic block,

as illustrated in Figure 2.10b.

The input-output relation of static nonlinear block again can be expressed with a polyno-

mial representation as

uH(n) =
P∑︂

p=0

cpx(n)|x(n)|P , (2.42)

and the input-output relation of linear dynamic block is

yH(n) =
D∑︂

d=0

h(d)uH(n− d). (2.43)

The overall baseband model output is obtained by combining 2.42 and 2.43 as
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Figure 2.11. The Wiener-Hammerstein model.

yH(n) =
D∑︂

d=0

h(d)

[︄
P∑︂

p=0

cpx(n− d)|x(n− d)|p
]︄
. (2.44)

Wiener-Hammerstein Model

The Wiener-Hammerstein model is a three-box model constructed by placing a linear

dynamic block before and after the static nonlinear block as depicted in Figure 2.11.

Assuming that static nonlinear block is described with a polynomial and two linear dy-

namic blocks are represented by two FIR filters, the overall response of the Wiener-

Hammerstein model can be expressed as

yWH =

D2−1∑︂
d2=0

h2(d2)
P∑︂

p=0

cp

[︄
D1−1∑︂
d1=0

h1(d1)x(n− d2 − d1)

⃓⃓⃓⃓
⃓
D1−1∑︂
d1=0

h1(d1)x(n− d2 − d1)

⃓⃓⃓⃓
⃓
p]︄

, (2.45)

where h1(d1) and h2(d2) denotes the impulse response functions of the first and second

FIR filters, respectively.

Volterra Series Based Models

Volterra series was first introduced by Vito Volterra in 1887 as a representation of any

nonlinear system with memory. A well known representation of any causal linear system

with memory in terms of its impulse response h(τ) is

y(t) =

∫︂ +∞

−∞
h(τ)x(t− τ)dτ, (2.46)

where x(t) and y(t) denotes the input and the output signals of the system. Also recalling

the power series representation of a memoryless nonlinear system as

y(t) =
∞∑︂
i=1

cix(t)
i, (2.47)

where x(t), y(t), and ci are the input, output, and i-th order nonlinearity, respectively.
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The continuous-time domain Volterra series representation of a nonlinear system with

memory is obtained by combining the expressions 2.46 and 2.47, and expressed as [26]

y(t) =h0 +

∫︂ +∞

−∞
h1(τ1)x(t− τ1)dτ1

+

∫︂ +∞

−∞

∫︂ +∞

−∞
h2(τ1, τ2)x(t− τ2)dτ1dτ2 + . . .

+

∫︂ +∞

−∞
. . .

∫︂ +∞

−∞
hp(τ1, . . . , τp)x(t− τ1) . . . x(t− τp)dτ1 . . . dτp + . . .

(2.48)

where hp(τ1, . . . , τp) is often called Volterra kernels. For example, for p = 1, hp(τ) is the

linear impulse response of the system described in 2.46. Similarly, the Volterra kernels

with p > 1 are used to characterise the nonlinearity of corresponding order.

For PA modeling and linearization purposes, it is convenient the use discrete-time com-

plex baseband representation with finite memory depth and finite nonlinearity order and

it can be written as [27]

y(n) =
M∑︂
i=0

h1(i)(n− i)

+
M∑︂

i1=0

M∑︂
i2=i1

M∑︂
i3=0

h3(i1, i2, i3)x(n− i1)x(n− i2)x
∗(n− i3)

+
M∑︂

i1=0

M∑︂
i2=i1

M∑︂
i3=i2

M∑︂
i4=0

M∑︂
i5=i4

h(i1, i2, i3, i4, i5)×

x(n− i1)x(n− i2)x(n− i3)x
∗(n− i4)x

∗(n− i5) + . . .

(2.49)

where x(n) and y(n) are the baseband input and output signals, respectively, and

hp(i1, i2, . . . , ip) is the complex Volterra kernel. Redundant items associated with ker-

nel symmetry and, the even-order kernels are omitted in 2.49.

Volterra series is a powerful model that can represent the nonlinear behaviour of a PA

with high accuracy. However, it is often stated that effectiveness of Volterra series is

limited to weakly nonlinear systems [24] due to convergense issues under strong nonlin-

earity. Also, the computational complexity of Volterra series increases exponentially with

increasing nonlinearity order and memory depth, which makes it not suitable for real-time

applications. Volterra based simplified models such as memory polynomial (MP), and

generalized memory polynomial (GMP) provide good modeling capacity while having a

reduced computational complexity, and they are presented in the following.
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Figure 2.12. The memory polynomial model.

Memory Polynomial Model

The memory polynomial (MP) is a simplified version of Volterra series to represent a

nonlinear PA with memory effects. It consists of a delay line and a set of polynomial

functions, and the output is equal to the sum of the outputs of the polynomial functions.

The structure of memory polynomial modes is depicted in Figure 2.12, and the discrete-

time baseband MP model can be mathematically expressed as [28]

y(n) =
P∑︂

p=1

D∑︂
d=0

cp,dx(n− d)|x(n− d)|p−1, (2.50)

where P and D are the nonlinearity order and memory depth, respectively, and cp,d rep-

resents the complex coefficent of p-th order and d-th delayed nonlinearity. The memory

polynomial model can be described as a Volterra series model including only the diagonal

terms [2].

Generalized Memory Polynomial Model

The Generalized Memory Polynomial (GMP) model was proposed by Morgan in [29] and it

is an extended version of the memory polynomial model that also includes the cross-terms

between the signal and its lagging and/or leading exponentiated envelope. A discrete-time

baseband representation of the GMP model is
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y(n) =
Ka−1∑︂
k=0

La−1∑︂
l=0

aklx(n− l)|x(n− l)|k

+

Kb∑︂
k=1

Lb−1∑︂
l=0

Mb∑︂
m=1

bklmx(n− l)|x(n− l −m)|k

+
Kc∑︂
k=1

Lc−1∑︂
l=0

Mc∑︂
m=1

cklmx(n− l)|x(n− l +m)|k,

(2.51)

where, KaLa, KbLbMb, and KcLcMc are the number of coefficients for aligned signal and

envelope, signal and lagging envelope, and signal and leading envelope, respectively.

2.5 Transmitter Side Linearization Techniques

In order to increase power efficiency, a PA can be forced into its nonlinear operating re-

gion, which typically produces unwanted spectral regrowth into adjacent channels, which

can eventually lead to violations of the out-of-band (OOB) emissions regulations. Con-

sequently, a PA linearization technique at the transmitter side is essential to satisfy the

spectral masking requirements.

There are three general techniques for transmitter side PA linearization: the feedback, the

feedforward and the predistortion techniques [16]. The feedback linearization technique is

one of the simplest method that uses a feedback loop to mitigate the nonlinear distortion

caused by PA. The nonlinear distortion is obtained by feeding back the PA output signal

to compare it with the input signal and then it is destructively combined with the PA output

to obtain a linearly amplified signal. The drawback of the feedback linearization is that

it is not applicable for wideband signals. Feedforward linearization technique, on the

other hand, can handle signals with broader bandwidths. The PA input signal is feed-

forwarded to be compared with an attenuated version of the PA output signal to obtain the

distortion signal. The distortion signal is then amplified back with a linear amplifier to be

subtracted from the PA output signal to obtain a linearly amplified signal. Due to usage

of two amplifiers, feedforward methods have a poor efficiency, and they are relatively

complex to design [16].

Predistortion is one of the most used methods in commercial PA applications due to its

low complexity and high efficiency [16]. The principle of operation is that a predistorter

(PD) is placed before a nonlinear PA such that a linearly amplified signal is obtained at the

output of this combined structure. Theoretically, if the PD is modeled by the inverse of the

nonlinear PA model, their combination ensures a linear amplification. Implementation can

be done in analog domain, digital domain, or as a hybrid type. Analog predistortion (APD)

can be applied directly in front of the PA structure, and can be more cost effective for appli-
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cations requiring large bandwidths [30]. However, due to its flexibility and accuracy, digital

predistortion (DPD) is the most used technique in commercial applications and it is imple-

mented at digital front-end [2]. It provides an accurate inverse characteristics of the PA,

and it can be implemented in an adaptive manner such that DPD parameters are updated

continuously to be adjusted to the changes of PA characteristics over time. However, DPD

has some drawbacks. First of all, since DPD is a part of digital front-end processing, in

the feedback loop that contains the PD parameters extraction processing, the analog PA

output signal is needed to be down-converted to baseband and transformed into digital

domain. Due to the fact that PD being an inherently nonlinear device that causes spectral

regrowth, upsampling is necessary to accommodate this increased bandwidth. Although

the upsampling rate to be used depends on the input signal bandwidth and application-

specific predistortion capability, if a PA with fifth-order dominant nonlinearity is considered

as an example, it is required to use upsampling rate of 5 in a conventional DPD imple-

mentation in order to capture the nonlinear effects [1]. This, however, also means that the

components in the DPD feedback processing chain such as ADCs and digital-to-analog

converters (DACs) in the forward path should be able to support a much wider band-

width than the input signal bandwidth. Furthermore, these ADCs should have a large

resolution to ensure a good linearization performance. ADCs with high sampling rate

and large resolution ultimately increases the overall power consumption and component

cost. Moreover, mmWave frequencies are started to be utilized in 5G NR where up to

400 MHz of signal bandwidth can be supported, and very short wavelength of mmWave

frequencies results in a reduction in physical antenna size which eventually allows large

antenna array systems to be employed. From DPD implementation perspective, however,

this means further increase in complexity, cost and power consumption. As an alternative

approach, linearization can be performed at the receiver side. In the next chapter, sev-

eral receiver side linearization techniques existing in the literature are briefly presented in

addition to proposed receiver side linearization technique.
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3. RECEIVER SIDE NONLINEARITY REDUCTION

TECHNIQUES

3.1 PANC

In [7], Cioffi et al. proposed an iterative approach to cancel the nonlinear distortion at

the receiver side, called power amplifier nonlinearity cancellation (PANC). They consider

a memoryless PA and it is assumed that the PA model parameters are perfectly known at

the receiver.

The idea of PANC is to estimate distortion term d(n) in the received signal by using the

initial estimate of PA input x(n). After that, distortion term is subtracted from the received

signal to obtain a better estimation of x(n), and this process is performed iteratively. An

illustration of PANC technique is given in Figure 3.1, and assuming that the received

symbols Yk, frequency domain channel estimate Hk, and frequency domain distortion

term Dm
k ; m-th estimation of the transmitted symbols (Xm

k ), initializing with D0 = 0, is

given in Table 3.1.

There exist several works that extend the PANC algorithm. In [31], PANC algorithm is

combined with channel and nonlinear distortion estimation. Similarly, in [32], FD-TD-

PANC is proposed, where PANC is combined with frequency- and time-domain channel

estimation. Finally, PANC with PA model parameter estimation and channel estimation is

presented in [33].

Table 3.1. PANC algorithm.

1. X
(m)
k =

⟨︂
Yk

Hk
−D(m−1)

⟩︂
2. x(n)(m) = IFFT(X(m))

3. d(n)(m) = f(x(n)(m))− x(n)(m)

4. Dm = FFT(d(n)(m))
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Figure 3.1. Block diagram of PANC method.

Table 3.2. RODS algorithm.

1. Calculate the time domain signal : x(n)(m) = IDFT(X(m))

2. Calculate the signal’s instantaneous power : γ(m)T =
(︂
|x(m)

0 |, |x(m)
N−1|

)︂
3. Estimate K(m) as given in [5] Appx. A

4. Least Squares solution for X(m) : X(m) =
(︂
K∗(m)

K(m)
)︂−1

K∗(m)

X̃

3.2 RODS

In [5], an iterative approach, referred to as Reconstruction Of Distorted Signals (RODS),

is proposed. Instead of estimating and removing the nonlinear distortion from the received

signal, RODS aims to detect the nonlinear received signal by reconstructing it. Similar to

PANC approach, in [5] it is also assumed that the nonlinear parameters are known at the

receiver.

Given that the received symbols are denoted as X̃, and the initial estimation of transmitted

symbols is expressed as X(0) = X̃/µRODS, where µRODS is given in [5] Appendix B, the

summary of RODS algorithm is given in Table 3.2. It is stated that RODS provides a

better performance than both PANC and ideal DPD. On the other side, computational

complexity of RODS is extremely high compared to other methods, thus we consider it to

be not feasible for real-time applications and do not include any simulation or numerical

results related to RODS.



31

Upsampled 
IFFT CP Add�t�on

Channel

CP
RemovalFFTEqual�zat�onUpsampled 

IFFT

Channel
Est�mat�on

D�g�tal
Post-

D�stort�on

Parameter
Est�mat�on

Reference
S�gnal

ak
x(n) y(n)

r(n)

w(n)

R(k)Q(k)q(n)
x̂(n)

PA Model

Transm�tter

Rece�ver

Figure 3.2. Block diagram of Digital Post-Inverse method.

3.3 Digital Post-Inverse

In this section, we describe a non-iterative, one-shot method to mitigate the nonlinear

passband effects of the transmitter, referred to as Digital Post-Inverse (DPoI). DPoI does

not require any a priori knowledge of the transmitter nonlinear model parameters. Also,

being a one-shot method allows DPoI to be computationally less complex compared to

other approaches such as PANC and RODS. A block diagram describing DPoI is given in

Figure 3.2, and the procedure is presented below.

3.3.1 System Model

On the transmitter side, considering FFT/IFFT based CP-OFDM transmission scheme,

the discrete-time representation of the OFDM signal in any OFDM symbol duration can

be written as

x(n) =
1√
N

Nact/2∑︂
k=−Nact/2

ake
j2πkn/N , −NCP ≤ n ≤ N, (3.1)

where ak represents the M -QAM modulated data symbols on the active subcarriers

k ∈ {−Nact/2, . . . , Nact/2}. It is assumed that the subcarrier spacing is ∆f , and sam-

pling rate is fs = ∆fεNFFT, where ε represents the oversampling factor and NFFT is the

fundamental FFT size. Each useful OFDM symbol then consists of N = εNFFT time

domain samples, and x(n) is obtained by appending cyclic prefix of length NCP.
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In order to model transmitter nonlinear distortion, we utilize a memory polynomial. The

distorted signal y(n) hence can be represented as

y(n) =

PTX∑︂
p=1
p odd

DTX∑︂
d=0

cp,dx(n− d)|x(n− d)|(p−1), (3.2)

where PTX and DTX represent the nonlinearity order and memory depth of transmitter,

respectively, and cp,d is the complex coefficient for p-th order and d-th delayed nonlinearity.

After that, the transmit waveform passes through a multipath channel with additive white

Gaussian noise (AWGN). The signal at the receiver front-end, r(n), can be written as

r(n) = h(n) ∗ y(n) + w(n), (3.3)

where h(n) and w(n) are the channel impulse response and AWGN, respectively. Here,

we assume that the receiver operates at a sampling rate of fs,RX = NFFT, and the re-

ceived signal is transformed into frequency domain via NFFT-point FFT operation after CP

removal, resulting in a frequency domain representation as

R(k) = H(k)Y(k) +W(k), (3.4)

where R(k), H(k), Y(k), and W(k) are the FFTs of received signal, channel impulse

response, transmit waveform, and AWGN term, respectively. Next, frequency domain

linear equalization is utilized to mitigate the channel effects. Frequency domain represen-

tation of the equalizer output is

Q(k) = HestR(k)

= HestH(k)Y(k) +HestW(k),
(3.5)

where Hest and Q(k) represent the estimated channel frequency response and the FFT

of the signal at the equalizer output, respectively. Then, the signal is transformed back

to time-domain via N -point IFFT, where N = εNFFT. Its time-domain expression can be

written as

q(n) = ỹ(n) + w̃(n), (3.6)

where ỹ(n) = IFFT [HestH(k)Y(k)] and w̃(n) = IFFT [HestW(k)].
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Then, q(n) is post-distorted such that an estimate of the desired signal x(n) is obtained

by utilizing a memory polynomial model whose input is given as q(n). Time domain

representation of the estimate of the desired signal, x̂(n), can be written as

x̂(n) =

PRX∑︂
p=1
p odd

DRX∑︂
d=0

c̃p,dq(n− d)|q(n− d)|(p−1), (3.7)

where PRX, DRX are the nonlinearity order and the memory depth of the post-distortion

model and the complex coefficient c̃p,d are called as inverse nonlinear coefficients. Lastly,

x̂(n) is decimated by a factor of ε and estimates of transmit symbols, âk, are obtained for

symbol detection by processing x̂(n) through NFFT-point FFT operation.

In the following, the estimation procedure of inverse complex coefficients c̃p,d is ad-

dressed.

3.3.2 Parameter Estimation

In this part, the estimation of complex coefficients which build the inverse nonlinear model

depicted in 3.7 is presented. Considering a known reference signal exists at the receiver

side, it can be used together with the equalized signal q(n) to estimate the inverse coef-

ficient c̃p,d such that inverse nonlinear model would yield the reference signal when these

coefficients are applied to the equalized signal. It should be noted that the estimated

coefficients are assumed to be constant over a certain interval e.g. one slot (14 OFDM

symbols) and they are updated by re-estimating them during each interval.

Denoting the reference signal as xref, and the corresponding received and equalized sig-

nal as qref, 3.7 can be rewritten as

xref(n) =

PRX∑︂
p=1
p odd

DRX∑︂
d=0

c̃p,dqref(n− d)|qref(n− d)|(p−1). (3.8)

At this point, we switch to vector matrix representation for notational convenience. Let c̃

represents the Nc × 1 vector of complex nonlinear coefficients

c̃ =
[︂
c̃0,0 . . . c̃0,DRX+1 . . . c̃p,d . . . c̃(PRX+1)/2,DRX+1

]︂T
, (3.9)

where Nc = (PRX + 1)(DRX + 1)/2 is the total number of coefficients. Then, defining the

N × 1 basis function vector of p-th order and d-th delayed nonlinearity, Υp,d, as



34

Υp,d(n) = qref(n− d)|qref(n− d)|p−1, (3.10)

the basis function matrix, Υ, of size N × Nc is constructed such that each column of Υ

is represented by a basis function Υp,d associated with a complex coefficient c̃p,d;

Υ =
[︂
Υ0,0(n) . . . Υ0,DRX+1(n) . . . Υp,d(n) . . .Υ(PRX+1)/2,DRX+1(n)

]︂
(3.11)

Thus, 3.8 can be written in vector matrix form as

xref = Υc̃, (3.12)

where xref is the N × 1 vector of time domain samples of known reference signal. It is

seen that c̃ is the only unknown in 3.12 and hence can be estimated with least-squares

(LS) solution as

c̃ = (ΥHΥ)−1ΥHxref. (3.13)

It is important to note that a noisy input in inverse model estimation results in a bias

in the coefficients [34]. However, our simulation and measurement results show that a

significant portion of the nonlinear distortion can be mitigated with this approach, which

will be presented in the next chapter.
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4. SIMULATION ENVIRONMENT AND NUMERICAL

RESULTS

4.1 Simulation Environment

PANC method [7] is chosen to be reference method for performance comparison and

both methods are implemented and simulated using MATLAB software. A SISO down-

link transmission is considered and, 5G NR standard-compliant waveform generator and

receiver processing are constructed with MATLAB 5G Toolbox. DM-RS is found to be a

suitable reference signal for parameter estimation described in Section 3.3.2.

On the transmitter side, NR OFDM waveform is generated by following the procedure as

explained in Section 2.1.5. In order to properly estimate nonlinear model parameters, it

is assumed that the DM-RS carrying OFDM symbol includes only the DM-RS modulation

symbols. In other words, there is no frequency-multiplexing with PDSCH modulation sym-

bols, instead the subcarriers which are supposed to carry PDSCH modulation symbols

are forced to be zero. The OFDM waveform is then upsampled and fed into a nonlinear

PA whose behaviour is modeled by a memory polynomial. In order to reduce to PAPR of

the OFDM waveform to a certain range, the signal is first passed through a soft envelope

limiter (SEL), whose characteristics is expressed as

fSEL(x) =

⎧⎨⎩x |x| ≤ A

Aejϕ |x| > A,
(4.1)

where A denotes the maximum allowed instantaneous amplitude of the signal. In the

simulations, A is chosen such that the PAPR distribution of the OFDM waveform after

soft envelope limiter is limited to 8 dB. After SEL, the signal at PA input is backed-off such

that

x(t)IBO =
x(t)

10BO/20
, (4.2)

where BO represents the back-off in decibels. Input back-off (IBO) is defined as
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Figure 4.1. PAPR CCDFs of PDSCH and DM-RS OFDM symbols with different scram-
bling identities.

IBO =
Pin,sat

Pin,avg
, (4.3)

where Pin,sat and Pin,avg are the input saturation power of the PA and the average power of

the signal at the PA input, respectively.

The PA output is downsampled to original sampling rate before being propagated through

channel.

Forcing the subcarriers that are supposed to carry PDSCH modulation symbols in DM-

RS carrying OFDM symbol to be zero results in a difference in PAPR distribution between

the DM-RS carrying OFDM symbol and the rest of the waveform as depicted in Figure

4.1. Nonlinear model parameters estimated with such a reference signal thus lose their

validity when they are used in PANC or DPoI. As a result, we propose a DM-RS boosting

approach such that the envelope characteristics of DM-RS carrying OFDM symbol and

the rest of the OFDM waveform are matched.

The propagation channel is modeled with a tapped delay line (TDL) channel model, more

specifically TDL-E channel model, with parameters given in Table 4.1. Actual delay values

can be obtained simply multiplying normalized delay values in Table 4.1 with the desired
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Table 4.1. TDL-E Channel Model [35]

Tap# Normalized Delay Power [dB] Fading Distribution

1
0 -0.03 LOS path

0 -22.03 Rayleigh

2 0.5133 -15.8 Rayleigh

3 0.5440 -18.1 Rayleigh

4 0.5630 -19.8 Rayleigh

5 0.5440 -22.9 Rayleigh

6 0.7112 -22.4 Rayleigh

7 1.9092 -18.6 Rayleigh

8 1.9293 -20.8 Rayleigh

9 1.9589 -22.6 Rayleigh

10 2.6426 -22.3 Rayleigh

11 3.7136 -25.6 Rayleigh

12 5.4524 -20.2 Rayleigh

13 12.0034 -29.8 Rayleigh

14 20.6519 -29.2 Rayleigh

RMS delay spread.

On the receiver side, the received signal is OFDM demodulated after CP removal. Then,

DM-RS based channel estimation is performed followed by an LMMSE equalizer. The

equalized frequency domain symbols are transformed back into time domain via IFFT

operation. Then, nonlinear model parameter estimation is done by using equalized DM-

RS OFDM symbol as explained in Section 3.3.2. Finally, the equalized signal is post-

distorted using the estimated parameters and transformed back into frequency domain

for symbol detection.

In their original work, Cioffi et al. assumed that nonlinear model parameters of the trans-

mitter is perfectly known at the receiver side [7]. However, in order to make a fair compar-

ison, we assumed that the receiver has no information related to transmitter nonlinearity,

instead PA model parameters are estimated at the receiver side employing the same

approach described in Section 3.3.2 with proper input-output assignment.

4.2 Numerical Results

In this section, simulation results that shows the performance of PANC and DPoI methods

are presented. Error vector magnitude (EVM) is used to evalute the performance of both

methods. EVM is calculated as
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Table 4.2. Simulation Parameters

Waveform

Bandwidth 200

Subcarrier Spacing 60

Modulation 64QAM / 256QAM

DM-RS Parameters

Mapping Type A

Configuration Type 1

DM-RS Length 1

Additional Position 0

Type A Position 2

EVM (%) =

⌜⃓⃓⃓
⃓⃓⃓⃓
⎷⃓

1

N

N∑︂
n=1

(aRX − aTX)
2

1

N

N∑︂
n=1

(aTX)
2

. (4.4)

where aRX and aTX denotes the received and transmitted QAM symbols, respectively. The

parameters used in the simulations are given in Table 4.2. They are divided into groups

according to their relation to specific parts of the simulator.

Two sets of simulation results are presented, one is evaluated considering a memoryless

PA and the other is evaluated considering a PA with memory. Each result is generated

by averaging 100 realizations. Receiver EVM values are calculated with respect to vary-

ing input back-off value. A higher input back-off allows the PA to impose less nonlinear

distortion, but at the expense of efficiency. It is assumed that the linear channel imposes

an AWGN with 20 dB SNR on the transmitted signal. Channel estimation and coefficient

estimation are performed with noisy signal, but post-distortion methods are applied to the

noiseless signal and their output is taken into account during EVM calculations. Further-

more, an ideally linearized PA model is derived from actual PA input-output relations to

be used in the simulations to evaluate the receiver EVM performance under linear condi-

tions. In all simulation cases, it is observed that PANC converges after second iteration,

illustrated in Figure 4.2, thus only the second iteration of PANC algorithm is presented in

the figures.

4.2.1 Memoryless Power Amplifier

The memoryless power amplifier is modeled with a memory polynomial model simply

setting memory depth to zero. Considered PA model has a nonlinearity order of 11 and
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Figure 4.2. Receiver EVM obtained after each iteration of PANC. 256QAM modulation
scheme, memoryless PA, AWGN-only channel.

(a) (b)

Figure 4.3. AM/AM responses of the transmitter PA, and corresponding ideally linearized
PA (a) without memory and (b) with memory effects.

only the odd order nonlinearities are taken into account. The value of each nonlinear

complex coefficient of considered PA is given in Table 4.3. AM/AM responses of the

considered PA and the corresponding ideally linearized PA are given in Figure 4.3a.

The simulations are first carried out for AWGN-only channel, and the results are presented

in Figures 4.4a and 4.4b for 64QAM and 256QAM schemes, respectively. It is seen that
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Table 4.3. Memoryless PA Model Coefficients

Coefficient Value

c1 1.1413− j0.0805

c3 −0.0791 + j0.0967

c5 0.0216− j0.0049

c7 −0.0185− j0.0163

c9 0.0048 + j0.0046

c11 (−3.9489 + j3.6971)× 10−4
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Figure 4.4. EVM simulation results for AWGN-only channel, memoryless PA. Parameter
estimation is performed with noisy signal whereas EVM values are calculated from noise-
less signal.

both methods provide a significant enhancement in terms of receiver EVM performance

and their performance are similar to each other; PANC overperforms DPoI for 64QAM

scheme, whereas DPoI is slightly better than PANC for 256QAM scheme. Between 4 to 6

dB IBO range, PANC and DPoI overperform ideally linearized PA. This is due to the fact

that PA input signal has a PAPR distribution that goes up to 8 dB, which in turn results in

PA output signal to be saturated at some samples, causing severe nonlinear distortion.

For IBO values of 6 dB or larger, the amount of saturated ideally linearized PA output

samples are negligibly small, thus receiver EVM values converge around 1% after 6 dB

IBO.

Although both post-distortion methods provide a significant improvement, EVM require-

ment of 8% for 64QAM scheme [36] is satisfied even without any post-distortion methods

applied. This situation, however, turns out to be the exact opposite for 256QAM scheme;

3.5% EVM requirement is not achieved without any post-distortion methods applied for

almost all IBO values in given range, whereas applying either PANC or DPoI ensures that

the receiver EVM is below the specified limit for a given IBO range.
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Figure 4.5. EVM simulation results for TDL-E channel with 30 ns RMS delay spread,
memoryless PA. Parameter estimation is performed with noisy signal whereas EVM val-
ues are calculated from noiseless signal.
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Figure 4.6. EVM simulation results for TDL-E channel with 50 ns RMS delay spread,
memoryless PA. Parameter estimation is performed with noisy signal whereas EVM val-
ues are calculated from noiseless signal.

Next, Figures 4.5-4.6 shows the simulation results for TDL-E channel with 30 ns and 50

ns RMS delay spreads. It can be observed that in the case of multipath channel, both

methods exhibit similar performance to AWGN-only channel case.

4.2.2 Power Amplifier with Memory

Memory polynomial model is again used to represent the power amplifier with nonlinearity

order of 11 and memory depth of 2. The nonlinear complex coefficients in this case is

given in Table 4.4. AM/AM responses of the considered PA and the corresponding ideally

linearized PA are illustrated in Figure 4.3b.

Figures 4.7a and 4.7b shows the EVM results for PA with memory effects under AWGN
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Table 4.4. Coefficients of PA model with memory

Coefficient Value Coefficient Value Coefficient Value

c1,0 0.9133− j0.2230 c1,1 0.4580 + j0.4978 c1,2 −0.2460− j0.3948

c3,0 −0.0957 + j0.0956 c3,1 0.0131− j0.0034 c3,2 −0.0058 + j0.0009

c5,0 0.0302 + j0.0004 c5,1 (5.2361 + j7.0282)× 10−4 c5,2 (7.6286 + j5.9575)× 10−4

c7,0 −0.0201− j0.0183 c7,1 −0.0039− j0.0022 c7,2 (8.5494− j0.0871)× 10−4

c9,0 0.0050 + j0.0049 c9,1 0.0011 + j0.0009 c9,2 (−2.4278− j0.6766)× 10−4

c11,0 (−3.9959− j3.8728)× 10−4 c11,1 (−9.4805− j8.4753)× 10−5 c11,2 (−1.8881 + j0.8612)× 10−5
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Figure 4.7. EVM simulation results for AWGN-only channel, PA with memory effects.
Parameter estimation is performed with noisy signal whereas EVM values are calculated
from noiseless signal.

channel for 64QAM and 256QAM, respectively. There is no notable difference in perfor-

mance when compared to corresponding memoryless cases.

Figures 4.8-4.9 show that both methods are providing significant improvement in terms of

receiver EVM performance, even with memory effects and multipath scattering is present

in the system.

4.2.3 Computational Complexity Analysis

Next, the computational complexities of the reference PANC and proposed DPoI method

are presented in terms of real multiplications and real additions, denoted as O(.) =

(muls, adds). Contribution of receiver side operations such as channel estimation and

LMMSE equalization to the computational complexity is omitted as they are common in

both cases and performed anyway irrespective of the presence of post-distortion meth-

ods. It is assumed that FFT/IFFT operations are performed with radix-2 Cooley-Tukey

algorithm [37]. Furthermore, we assume that basis functions can be generated in a re-

cursive manner using previous basis functions for orders greater than 3, such that

Υ(p+1),d = Υp,d|q(n)|2, p ≥ 3. (4.5)
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Figure 4.8. EVM simulation results for TDL-E channel with 30 ns RMS delay spread, PA
with memory effects. Parameter estimation is performed with noisy signal whereas EVM
values are calculated from noiseless signal.
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Figure 4.9. EVM simulation results for TDL-E channel with 50 ns RMS delay spread, PA
with memory effects. Parameter estimation is performed with noisy signal whereas EVM
values are calculated from noiseless signal.

Basis functions with memory can be simply generated by sample shifting without requiring

any multiplications and additions. Also, nonlinear parameter estimation, either forward or

inverse, is common to both methods, thus it is not taken into account in computational

complexity analysis.

For a system with N -point FFT/IFFT operation, M -QAM modulation, nonlinearity order of

P and memory depth of D, computational complexity of PANC can be derived as follows:

The first step of PANC algorithm is transforming equalized modulation symbols back to

time domain via N -point FFT/IFFT operation which requires

O(FFT/IFFT) = (8Nlog2N, 6Nlog2N). (4.6)
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The next step is generating nonlinear output estimate through memory polynomial model,

which can be represented in vector-matrix notation as

y = Υc, (4.7)

where Υ is N × Nc basis function matrix constructed with the receiver-side estimate of

PA input, c is Nc × 1 nonlinear coefficient vector, and Nc = (PRX + 1)(DRX + 1)/2. The

computational cost of executing 4.7 including the generation of basis function matrix is

equal to

O(MP) = (4NNc +N(PRX + 1), N(4Nc − 1)). (4.8)

The time domain distortion term is calculated simply as d(n) = ỹ(n)− x̃(n), where x̃(n)

and ỹ(n) are receiver-side estimates of PA input and output signals, respectively, and

results in a complexity of

O(d(n)) = (0, 2N). (4.9)

Next, frequency domain distortion term is obtained via N -point FFT operation, resulting in

a complexity of O(FFT/IFFT) = (8Nlog2N, 6Nlog2N). The last step of a single iteration

of PANC is decoding, which we assume hard decoding is employed, has a complexity of

O(Hard Decoding) = (2MNact, 3MNact), where M is the modulation order and Nact is

the number of active subcarriers.

As a result, a single iteration of PANC requires

Oi(PANC) =
16Nlog2N + 4NNc +N(PRX + 1) + 2MNact muls

12Nlog2N +N(4Nc − 1) + 2N + 3MNact adds.
(4.10)

Overall computational complexity of PANC can be simply calculated by multiplying 4.10

with the number of iterations, i.e.

O(PANC) = niterOi(PANC). (4.11)

The computational complexity of DPoI method is consisted of only FFT/IFFT operation

and MP execution, and can be expressed as
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O(DPoI) =
16Nlog2N + 4NNc +N(PRX + 1) muls

12Nlog2N +N(4Nc − 1) adds.
(4.12)

As a numerical example, substituting the values used in the simulations, i.e. N =

εNFFT = 5× 4096 = 20480, Nact = 3168, PRX = 7, DRX = 4, M = 64 or M = 256, and

niter = 2 for PANC, yields a computational complexity of

O(PANC) =

⎧⎨⎩(9.8949× 106, 8.6439× 106) M = 64

(1.2328× 107, 1.2293× 107) M = 256

O(DPoI) = (4.5620× 106, 3.6727× 106),

(4.13)

that shows that the computational cost of DPoI is less than half of the computational

cost of PANC and also implies that computational complexity of PANC increases with

increasing number of iterations and modulation order, whereas computational complexity

of DPoI does not depend on the modulation order.
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5. CONCLUSIONS

DPD is widely used and can be considered as the de-facto solution to migitage the PA

nonlinear distortion in modern wireless communications, however, future mmWave sys-

tems with wide bandwidths and active antenna arrays result in an increased complexity

and cost for DPD implementation. Receiver side digital post-distortion techniques can be

considered as a promising solution to this problem and a computationally efficient digital

post-distortion technique was presented and studied in this thesis.

Compared to the existing iterative DPoD methods, the proposed DPoI method is a one-

shot approach which makes it computationally efficient. Furthermore, it does not require

any a priori knowledge of transmitter nonlinear characteristics, and consists an inverse

nonlinear model parameter estimation and corresponding nonlinear post-inverse process-

ing. In general, parameter estimation can be done on any reference signal that has an

envelope characteristics matching with envelope characteristics of the signal to be post-

distorted, however, in this thesis, proposed approach is analyzed assuming a 5G NR

SISO downlink transmission and parameter estimation is built on an existing standard-

compliant reference signal, namely DM-RS. With the assumption of subcarriers carrying

non-DM-RS modulation symbols are forced to be zero in a DM-RS OFDM symbol, a

boosting approach is proposed to have a matching envelope characteristics for the refer-

ence signal and the signal to be post-distorted.

A set of simulations were carried out to verify the performance of digital post-distortion

methods. PANC method was used as a reference DPoD method. Also, both PANC and

DPoI methods were compared to ideally linearized transmitter PA. Power amplifiers with

and without memory effects were analyzed separately, under a multipath channel prop-

agation with varying RMS delay spread and a constant AWGN of 20 dB SNR. A set of

simulations were performed for modulation schemes of 64QAM and 256QAM. Receiver

EVM was used as a performance comparison metric, which is calculated using a noise-

less signal whereas parameter estimation is performed using a noisy signal.

Simulation results showed that both DPoD methods provide significant improvement

in terms of receiver EVM, ensuring EVM requirements specified in [36] are fulfilled in

each case. Proposed DPoI approach showed a similar performance compared to PANC

method, but with greatly reduced computational complexity. These findings were further
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assessed and confirmed through actual RF measurements at 28 GHz in [8], stemming

directly from this thesis work. It should be also noted that the computational complexity

of PANC increases with increasing modulation order, whereas the computational com-

plexity of DPoI does not depend on modulation order, which is especially important when

future mmWave networks are considered. Furthermore, due to its limited linear operation

range, considered ideally linearized PA requires a certain input back-off applied to input

signal when the input signal has a high PAPR. Both DPoD methods, on the other hand,

overperformed ideally linearized PA under strong nonlinear conditions, allowing PA to be

pushed further into its nonlinear region which results in an increased efficiency and im-

proved cell coverage. Such substantial energy-efficiency benefits are likely to play a key

role in future 6G networks where the overall sustainability requirements are expected to

be further boosted compared to the current 5G systems.
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