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Abstract: It  has  always  been  difficult  to  achieve  accurate  information  of  the  channel  for  underwater  acoustic

communications  because  of  the  severe  underwater  propagation  conditions,  including  frequency-selective  property,

high relative mobility, long propagation latency, and intensive ambient noise, etc. To this end, a deep unfolding neural

network  based  approach  is  proposed,  in  which  multiple  layers  of  the  network  mimic  the  iterations  of  the  classical

iterative  sparse  approximation  algorithm  to  extract  the  inherent  sparse  features  of  the  channel  by  exploiting  deep

learning,  and  a  scheme  based  on  the  Sparsity-Aware  DNN  (SA-DNN)  for  UAC  estimation  is  proposed  to  improve  the

estimation  accuracy.  Moreover,  we  propose  a  Denoising  Sparsity-Aware  DNN  (DeSA-DNN)  based  enhanced  method

that  integrates  a  denoising  CNN  module  in  the  sparsity-aware  deep  network,  so  that  the  degradation  brought  by

intensive ambient noise could be eliminated and the estimation accuracy can be further improved. Simulation results

demonstrate  that  the  performance  of  the  proposed  schemes  is  superior  to  the  state-of-the-art  compressed  sensing

based  and  iterative  sparse  recovery  schems  in  the  aspects  of  channel  recovery  precision,  pilot  overhead,  and

robustness, particularly under unideal circumstances of intensive ambient noise or inadequate measurement pilots.

Key words: Orthogonal  Frequency  Division  Multiplexing  (OFDM); Underwater  Acoustic  Communications  (UAC); sparse

recovery; deep learning; sparse learning; denoising; approximate message passing

1    Introduction

Recent  years  have  witnessed  rapid  prosperity  of
academic  research  and  industrial  deployment  of
underwater  acoustic  communication,  from  the  initial
application in marine communications to various fields,
such  as  oceanographic  science,  marine  environment
monitoring,  and  marine  resources  acquisition,  etc.[1]

Nevertheless,  because  of  the  time-varying  property  of
the sea environment, the movement and mobility of the
transceivers,  and  the  interference  or  ambient  noise,
there  are  many  detrimental  properties  underlay  the
channel  of  underwater  acoustic  communication,  like
the fast-fading property, frequency selectivity property,
and  severe  Doppler  distortion,  which  seriously  impact
the  performance  and  development  of  high-rate
transmission  in  the  underwater  environment[2, 3].
Meanwhile,  the  famous  Orthogonal  Frequency
Division  Multiplexing  (OFDM)  technology  has  also
been  widely  applied  in  the  underwater  acoustic
transmission apart from the conventional single carrier
mode,  thanks  to  its  many  advantages  including  good
spectrum  efficiency  and  strong  anti-frequency-
selectivity capability[4].

The  performance  of  channel  estimation  is  crucially
important  in  order  to  guarantee  and  promote  the
application  and  effectiveness  of  Underwater  Acoustic
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transmission  based  on  OFDM  (UA-OFDM)  acoustic
modulation[5].  However,  the  complicated
characteristics of the UAC and the severe transmission
environment  tremendously  increase  the  difficulty  of
channel  estimation[6].  Fortunately,  usually  there  exist
sparse  characteristics  within  the  Channel  Impulse
Response (CIR) of the UAC, i.e., most dominant power
of the channel is clustered in only a small portion of the
channel  taps,  resulting  in  significant  reduction  in  the
amount of the unknown coefficients to be estimated[5, 6].
Thus,  it  is  very  crucial  to  make  use  of  the  sparse
features  of  underwater  acoustic  channels  in  order  to
enhance the reliability and accuracy of the channel[7].

Since the past two decades, there have been plenty of
research  on  underwater  acoustic  channel  estimation
which  lies  in  different  categories  of  technological
routines.  The  traditional  methods,  mainly  including
Least  Square  (LS)  and  Minimum  Mean  Square  Error
(MMSE)[8, 9],  have  been  widely  adopted  in  UAC
estimation.  However,  the  sparsity  of  the  UAC  is  not
considered, and thus the cost of pilots in the frequency
domain  is  relatively  high  and  the  performance  of
channel  estimation  is  constrained[8, 9].  Ever  since  the
advent  of  Compressed  Sensing  (CS)[10],  it  has  been
widely applied in UAC estimation methods, since CS is
able to exploit the channel sparsity and reconstruct the
channel  coefficients  using  compressed  measurements.
Among  the  CS-based  methods,  the  greedy  algorithms
based  on  Orthogonal  Matching  Pursuit  (OMP)  have
attracted  extensive  research  attention[11−18].  However,
even  if  the  compressive  sensing  schemes  are  able  to
exploit  the  sparsity  of  the  UAC  inherently  to  resolve
the  difficulty  of  conventional  schemes,  the  efficacy
tends to be degraded or  limited especially under some
difficult circumstances, like strong background noise or
lack of available pilots[2, 19].

In  more  recent  years,  the  rapidly  developing
technology  of  deep  learning  has  been  adopted  in
various  research  areas,  including  sparse
approximation[20, 21],  massive  MIMO
communications[22, 23],  and  Internet-of-Things  (IoT)
systems[24, 25],  etc.,  enlightening  a  novel  possible
approach  to  the  estimation  of  underwater  acoustic
channels.  Inspired  by  this,  making  use  of  the  sparse
recovery  theory,  deep  learning,  and  deep  unfolding

networks,  we  combine  the  classical  algorithm  of
iterative  sparse  approximation,  i.e.,  approximate
message passing, with DNN to propose two DL-based
schemes for UAC estimation, which are able to achieve
better  system  performance  with  more  precise  channel
information  and  lower  cost  in  pilots,  and  better
robustness,  compared  to  the  state-of-the-art  schemes.
The main contributions of this paper are summarized as
follows:

● A Sparsity-Aware DNN (SA-DNN) is devised for
UAC  estimation,  which  mimics  the  classical  iterative
algorithm  for  sparse  approximation,  i.e.,  approximate
message  passing,  using  a  series  of  deep  unfolding
neural  layers  with  learnable  weights  to  extract  the
inherent  sparse  features  from  the  underwater  acoustic
channel by exploiting deep learning in order to enhance
the stability of the estimation of the channel.

●  An  improved  Denoising  Sparsity-Aware  DNN
(DeSA-DNN)  is  devised  for  UAC  estimation,  which
substitutes the shrinkage function of the SA-DNN with
the  Denoising  Convolutional  Neural  Network
(DnCNN) to enhance the accuracy and reliability of the
channel  estimation  scheme  and  combat  against
intensive background noise.

● A State Evolution (SE) framework is formulated to
quantitatively  predict  the  average  Mean  Square  Error
(MSE)  of  each  layer  of  the  DeSA-DNN.  It  is
theoretically  proved  that  the  layer-by-layer  training  of
the DeSA-DNN for UAC estimation is MMSE optimal.

The remainder of this paper is organized as follows.
Section  2  lists  the  related  works  of  UAC  estimation,
which  are  our  inspiration  for  identifying  the  research
gaps.  Section  3  introduces  the  system  model  and
problem  formulation  for  UAC  estimation.  Sections  4
and  5  present  the  UAC  estimation  schemes  based  on
SA-DNN  and  DeSA-DNN,  respectively.  Section  6
formulates  the  SE  framework  and  analyzes  the
parameter  tuning  problem  of  the  DeSA-DNN.  The
simulation  results  are  shown  in  Section  7  with
discussions, followed by the conclusion in Section 8.

2    Related work

So  far,  various  approaches  towards  the  inference  of
underwater  acoustic  communication  channels  have
been  extensively  investigated,  which  mainly  includes
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two-fold classifications: conventional signal processing
based  schemes  and  sparse  recovery  algorithm enabled
schemes such as compressive sensing.

Typical  conventional  signal  processing  based
schemes  include  LS  and  MMSE  methods[8, 9],  etc.  In
Ref.  [8],  an  improved  LS  method  aimed  at  estimating
the  underwater  acoustic  channel  is  proposed,  utilizing
principle of threshold crossing selection to improve the
accuracy of the conventional LS method. A transform-
domain MMSE based method is proposed in Ref. [9] to
improve  the  performance  of  UAC  estimation.  It  is
usually  not  so  difficult  to  perform conventional  signal
processing  schemes.  However,  the  inherent  sparsity
within  the  underwater  acoustic  channel  has  not  been
made fully use of. This might lead to relatively higher
cost  of  frequency  domain  pilots  in  channel  estimation
and  reduce  the  precision  of  the  channel  information
inference, which is caused by incorrect paths contained
in the estimation result[8, 9].

l1

Motivated  by  the  sparsity  of  the  UAC,  some  sparse
recovery  algorithms  that  emerged  in  the  past  decade
have  been  widely  applied  in  sparse  UAC  estimation
with considerable performance gains. There are usually
two  kinds  of  mainstream  compressive  sensing
approaches,  i.e.,  the  convex  relaxation  schemes  and
greedy  iterative  algorithms.  A  typical  subsidiary
scheme under convex relaxation schemes is to relax the
nonconvex  problem  into  norm  minimization
problem,  which  is  a  convex  one,  including  typically
Basis Pursuit (BP) and AMP[26, 27], etc. In Ref. [28], the
basis pursuit denoising algorithm is adopted to estimate
the UAC, which achieves an outstanding performance.
A sparsity-aware  approach  proposed  in  Ref.  [29]  uses
the  enhanced  algorithm  of  GAMP  to  simultaneously
infer  channel  state  information  as  well  as  impulsive
noise.  However,  some  statistical  information  with
respect to the channel and noise should be obtained in
advance.  When  the  convex  relaxation  approaches  are
utilized,  usually  the  estimation  result  will  not  be
exactly sparse, i.e., the estimation result contains some
small  values that  do not  contribute significantly to the
estimation error.

On  the  other  hand,  the  methods  based  on  greedy

algorithms  are  the  most  popular  in  sparse  UAC
estimation,  including  the  typical  CS-based  greedy
algorithm of  OMP and many related  improved greedy
algorithms[11−18].  In  Ref.  [11],  an  OMP-based  UAC
estimation scheme with equally spaced pilots provides
a closed-form estimate for the path delay and improves
the  estimation  accuracy  compared  to  the  traditional
methods.  In  Ref.  [12],  a  low-complexity  OMP  based
UAC  estimation  method  calculates  the  candidate  path
delays in advance to avoid the repeated calculations in
each  iteration.  Based  on  OMP,  a  two-stage  UAC
estimation  approach  is  proposed  in  Ref.  [13],  which
can  estimate  the  path  delay  and  Doppler  scale  with
high accuracy.

Apart  from  these,  Ref.  [15]  adopted  the  greedy
iterative  compressive  sensing  algorithm  of  CoSaMP
aimed at obtaining the channel state information of the
underwater acoustic communication, but the number of
paths, i.e., sparsity level, should be known in advance.
Unlike  this  algorithm,  Do  et  al.  in  Ref.  [16]  proposed
the  algorithm  of  Sparse  Adaptive  Matching  Pursuit
(SAMP),  where  the  sparsity  level  can  be  adaptively
changed  in  the  iteration  process.  In  this  way,  the
channel  state  information  of  the  underwater  acoustic
communication  can  be  obtained  without  knowing  the
sparsity  level  in  advance.  Based  on  SAMP,  Zhang
et  al.[17] proposed  an  adaptive  enhanced  algorithm
based on SAMP, which adopts an adjustable parameter
to  indicate  the  sparsity  to  improve  the  estimation
accuracy, and the number of iterations might increase.
Inspired  by  the  AS-SAMP  algorithm,  Ref.  [18]
proposed  an  improved  CoSaMP  algorithm  that
supports  different  sparsity  levels  by  employing
adaptive  thresholding,  which  achieves  an  effective
compromise  among  the  precision  of  channel  state
information and the cost of computing resource.

It should be pointed out that, despite the fact that the
classical compressive sensing approach is able to make
use  of  the  sparse  features  within  the  underwater
acoustic  channel  to  break  the  bottleneck  of
conventional  signal  processing  based  schemes,  its
inference  precision  tends  to  be  degraded  or  limited  in
severe  conditions,  such  as  strong  background
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interference  and  lack  of  available  frequency  training
subcarriers[2, 19].

In  the  past  five  years,  the  rapidly  developing
technology  of  DL  has  been  applied  in  many  research
areas,  e.g.,  sparse  recovery[20, 21],  massive  MIMO
communications[22, 23], and IoT systems[24, 25], etc.[30, 31]

In Ref. [20], by unpacking each iteration in the iterative
algorithm,  a  Learned  Approximate  Message  Passing
(LAMP) structure is designed for sparse linear inverse
problems.  Inspired  by  the  LAMP  network,  Ref.  [23]
applies it to the massive MIMO systems, which greatly
improves  the  accuracy  of  channel  estimation.
Meanwhile,  currently  there  have  not  been  plenty  of
studies  on  UAC estimation  utilizing  DL and  DNN[32].
In  Ref.  [32],  a  deep  learning  enabled  scheme  for
underwater  acoustic  channel  estimation  method  is
investigated,  which  brings  adaptability  to  changing
environments  through the flexible  parameter  tuning of
the  DNN.  Considering  the  scarcity  of  studies  in  this
direction,  the  endeavor  to  utilize  deep  learning  and
deep unfolding networks to learn the sparse feature and
obtain  the  information  of  the  underwater  acoustic
channel is still an unexplored problem.

3    System model and problem formulation

T TCP

Tbl TCP+T

Nc

k

In  order  to  deal  with  the  challenge  of  frequency
selectivity  of  the  underwater  channels,  a  typical
broadband  communication  system  uses  orthogonal
frequency  division  multiplexing  investigated  in  our
model[2, 3].  Assume  that  the  OFDM  temporal  length
and  the  cyclic  prefix  temporal  length  are  represented
by  and , respectively. Thus, an OFDM frame is of
temporal  length ,  which  is  given  by .
Assuming  that  the  OFDM  block  size,  i.e.,  the
subcarrier  amount,  is ,  the  central  frequency  of  the
-th  subcarrier  of  the  underwater  acoustic

communication system is given by
 

fk = fc+
k
T
, k = −Nc

2
,−Nc

2
= 1,2, . . . ,

Nc

2
−1 (1)

s[k]

k

Assume that  represents the modulated symbol at
the -th  subcarrier,  and  then  the  time-domain  OFDM
block is given by
 

x(t) = Re

∑k∈SA

s[k]ej2π fkt

 , t ∈ [−TCP,T ] (2)

Re{·} S Awhere  represents  taking  real  value  and 
represents the available subcarrier set.

L

Usually,  the  channel  impulse  response  of  the  fast
fading  underwater  channel  with  propagation  paths
can be represented as[3, 7, 33]
 

h(t;τ) =
L∑

l=1

Al(t)δ(τ−τl(t)) (3)

Al (t) τl (t)

l

K

K K

L

where  and  are the amplitude and delay of the
-th path, respectively. Note that the UAC has a sparse

structure in the sense that there are only a few, i.e., 
channel  taps  with  power  much  greater  than  the  other
taps,  while  the  power  of  the  rest  taps  is  sufficiently
small  or  approximately  zero.  Thus,  the  CIR  can  be
regarded  as  a -sparse  vector  with  being  much
smaller than [5−7], as shown in Fig. 1.

Al (t) ≈ Al

τl(t) ≈ τl−αt τl α

According to related research in Refs. [3, 7, 33, 34],
it  is  assumed  that  these  conditions  related  to  the
underwater  channel  can  be  satisfied  over  the  time  in
one OFDM frame: (1) The power of any path remains
approximately invariant, namely, . (2) The tap
latency  is  modeled  by  Doppler  scaling  coefficient  by

, with  being original latency, while  is
Doppler  scaling  coefficient  that  is  identical  for  all
paths.

Based  on  the  assumptions  related  to  the  channel
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Fig. 1    Schematic  diagram of  the  multipath  propagation  of
the  underwater  acoustic  channel  in  a  shallow  water
environment.
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described  above,  the  UAC  model  in  Eq.  (3)  can  be
simplified as[7, 33, 34]
 

h(t;τ) =
L∑

l=1

Al δ(τ− (τl−αt)) (4)

After  passing  through  the  underwater  acoustic
channel, the OFDM signal at the receiver is given by[7, 33]
 

r(t)=
L∑

l=1

Alx ((1+α) t−τl)+n(t) =

Re
{

L∑
l=1

Al

{ ∑
k∈S A

s [k]ej2π fk((1+α)t−τl)
} }
+n(t) (5)

n (t)where  denotes the Additive White Gaussian Noise
(AWGN).

r (t)

Similar  to  the procedures in  Ref.  [33],  we adopt  the
method  of  Doppler  compensation  on  to  mitigate
the  Doppler  spread,  then  the  received  signal  after
resampling  and  Carrier  Frequency  Offset  (CFO)
compensation is given by
 

y(t) =r
( t
1+ α̂

)
e−j2πε̂t ≈

Re
{

L∑
l=1

Al

{ ∑
k∈S A

s [k]ej2π fk(t−τl)
} }
+n(t) (6)

α̂ ε̂where  denotes  the  resampling  coefficient;  is  the
inferred  residual  Doppler  frequency  used  for  CFO
compensation.

Np

We adopt the channel inference scheme based on the
frequency  pilots[7],  where  a  couple  of  subcarriers
are  utilized  to  convey  known  pilot  information.
Equation (6) can be rewritten in vector format, and thus
the  issue  of  underwater  acoustic  channel  estimation  is
modeled by
 

y = X h̃+ n= X Fp h+ n= A h+ n (7)

y =
[
y1 y2 · · · yNp

]T
X = diag

[
x1 x2 · · · xNp

]
h̃ = Fp h

h = [h1 h2 · · · hL]T

K Fp Np×L

Np

L Nc×Nc

A
X Fp n=

[
n1 n2 · · · nNp

]T

where  denotes  the  received  pilots.
 denotes  a  diagonal  matrix  with

its diagonal entries being the frequency pilots. 
is the channel frequency response.  is
the -sparse channel impulse response.  is the 
normalized  partial  discrete  Fourier  transform  matrix
composed  of  the  rows  corresponding  to  the  pilot
position and the first  columns of the original 
discrete Fourier transform matrix. Matrix  is given by

.  denotes  the  AWGN  vector

σn

n∼ N
(
0,σ2

n INp

)with  zero  mean  and  standard  deviation ,  i.e.,
.

A
y

According  to  the  CS  theory,  let  denote  the
observation  matrix  and  denote  the  measurement
vector, and then the channel inference model in Eq. (7)
can be  regarded as  a  problem of  sparse  reconstruction
that  is  able  to  be  resolved  using  the  sparse  recovery
algorithms,  such  as  convex  relaxation  approaches  and
CS-based  greedy  algorithms.  In  this  paper,  we  will
introduce  deep  CS-based  methods,  i.e.,  the  sparsity-
aware  model-driven  deep  unfolding  neural  networks
mimicking the iterations of sparse recovery algorithms,
in  order  to  overcome  the  limitation  of  existing  CS-
based  algorithms  and  achieve  better  performance  of
UAC estimation in severe conditions.

4    SA-DNN for underwater acoustic channel
estimation

The  UAC  estimation  scheme  based  on  the  proposed
SA-DNN  algorithm  is  summarized  in Algorithm  1,
including two phases: training and inference phases. As
shown  in Fig.  2,  the  proposed  SA-DNN  scheme
mimics  the  iterative  behaviors  of  the  classical  sparse
approximation  algorithm,  i.e.,  approximate  message
passing,  and  converts  the  iteration  to  deep  unfolding
neural  layers  with  distinct  learnable  parameters,  in
order  to  extract  the  sparsity  nature  within  the
underwater channel by exploiting DL[20, 27].

vt t σt

vt btvt−1

ĥt

t Bt t η(·)

In Algorithm 1,  is the residual error of layer- .  is
the  estimated  standard  deviation  of .  is  the
Onsager correction term[35], which can increase the rate
to converge.  denotes the inference outcome of layer-
.  is  a  learnable  matrix  for  layer- .  is  an

operation of soft thresholding identically adopted at all
layers as given by
 

η ( · ;λt,σt) = sgn(·)max( · −λtσt,0) (8)

λt

t S
{
ĥT ,K

}
K ĥT Ω

M×N AΩ
A

Ω

where  is  the  threshold  shrinkage  factor  that  can  be
learnt  for  layer .  is  a  selection  operation
returning  the  biggest  elements  of .  is  the
corresponding  locations  of  nonzero  elements  in  the
sparse  channel  vector.  The  sub-matrix  is
composed  of  columns  of  corresponding  to  the
support .
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{
(yd,hd)

}D
d=1 D

yd hd

d

Θ =
{
{Bt}Tt=0 , {λt}Tt=0

}

For  the  training  dataset,  is  the  size-

training dataset,  where  and  are the measurement
data and its related label, i.e., the real channel impulse
response,  for  sample- .  Each  data  sample  includes
(feature,  label)  couples  that  are  used  to  train  the
learnable  parameters  of  the  SA-
DNN by minimizing the following MSE loss function:
 

Lt(Θ) =
1
D

D∑
d=1

∥∥∥∥hd − ĥt
(
yd,Θ
)∥∥∥∥2

2
(9)

During  the  inference  phase  of  Algorithm  1,  the

Θ

L1(Θ)

L2(Θ)

T
LT (Θ)

Lt(Θ)

Θ

Lt(Θ) ⩾ Lt−1(Θ)

T = t−1

Θ

learnable  parameters  are  trained  layer  by  layer:
Originally,  a  single-layer  SA-DNN  network  is
formulated  whose  loss  function,  i.e., ,  is
optimized. After that, another new layer is appended to
the  original  network  to  formulate  a  new  network,
whose  loss  function, ,  is  also  optimized.  This
process is replicated in the same manner till there are in
total  layers in the network, whose loss function, i.e.,

,  can be optimized.  It  is  worthwhile  to  point  out
that  during  the  training  of  a  specific  layer  of  the
network,  its  preceding  layers  are  assumed  to  be
invariant  in  order  to  facilitate  the  layer-wise  training
mechanism.  At  the  moment,  the  loss  function  is
able  to  be  minimized  and  the  training  weights  are
learnt  via  SGD  method  and  back  propagation.  The
algorithm should terminate if the following condition is
satisfied: .  This  is  because  the  increase
of  the  loss  function  with  the  layer  amount  implies
possible overfitting. Hence, we can set the final amount
for  the  network  layers  as .  At  this  moment  of
termination of training, the network weights  are also
finalized.

In the estimation stage of Algorithm 1, the unknown
sparse underwater channel vector can be reconstructed
using  the  SA-DNN  with  the  learnt  parameters.  It  is
noted  that  the  inference  phase  only  requires  one
forward  propagation  through  the  network,  which  does
not consume too much complexity. The inferred result
out  of  the  network  can  be  regarded  as  a  coarse
estimation  of  the  channel,  whose  support  can  be
recognized  as  precise  while  the  amplitude  might  be

 

Algorithm 1　SA-DNN based scheme for UAC estimation

Training phase.

A
{
(yd ,hd)

}D
d=1

D
y h

Feed-in data:  Observation matrix ;  Dataset   for
learning (including  data samples, with each consisting of a
measurement vector  and related real channel vector ).

v0 = 0 ĥ0 = 0 N = L M = NpBefore start: , , , .
/* Learning parameters of the network layer-wise. */

t = 1,2,3, . . .for  do

Bt ← AT λt ← 1.0
　1: Set original values for training weights for SA-DNN via
　　  and .

vt σt ←
1
√

M
∥vt−1∥2　2: Calculate  through .

η(·) rt ← ĥt−1 +Btvt−1

　3: Calculate the input of the soft threshold shrinkage function
　　  via .

ĥt ← η (rt;λt ,σt)　4: Obtain inferred channel vector .

bt ←
1
M

∥∥∥ĥt
∥∥∥

0　5: Derive .

vt ← y− Aĥt +btvt−1　6: Obtain residual measurement vector .
Bt λt

Lt(Θ)
　7:  Perform SGD optimization  to  update   and  ,  which
　　 optimizes loss function  in Eq. (9).

Lt(Θ) ⩾ Lt−1(Θ)
T ← t−1
　8: If , then set total network layer amount to

, Terminate.

end for
Θ =
{
{Bt}Tt=1 , {λt}Tt=1

}
Feed-out data: Trained weights .
Inference phase.

y
A Θ

Feed-in data: Actual measurement data ; observation matrix
; and learnt weights .

hSA = 0Before start: .
y Θ

ĥT = η (rT ;λT ,σT )
1: Feed  into the learnt SA-DNN described by weights , and
feed  out  coarsely  inferred  channel  vector  ,
which  takes  only  a  single  forward  calculation  through  the
network.

K
ĥT Ω = S

(
ĥT ,K

)2: Determine the support,  i.e.,  the positions of the  largest
nonzero elements, from the network output , i.e., .

Ω

hSA = A†
Ω

y =
(
AH
Ω

AΩ
)−1

AH
Ω

y

3: Refine the amplitude of the channel taps on support  using
least  squares,  leading  to  precisely  inferred  channel  vector

.

hSA

Feed-out  data: Inferred  underwater  acoustic  channel
information .
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Fig. 2    Proposed  SA-DNN  scheme  consisting  of  several
combined  layers,  each  having  same  model  but  different
learnable parameters.
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Ω

ĥT

hSA

with  greater  errors.  Thus,  the  unknown  support  of
the  underwater  channel  can  be  inferred  from  the
network. After that, in order to refine the amplitude of
the channel, we can employ the traditional least squares
method  to  obtain  a  more  precise  estimation  of  the
amplitude  of  the  channel  taps,  which  yields  the  final
refined channel vector denoted by .

Since  the  proposed  scheme  utilizes  the  SA-DNN,
DL,  and  a  big  dataset  of  the  underwater  channel  to
extract  its  sparsity  nature,  the  inference  precision  and
the  reliability  will  be  substantially  promoted,  which
leads  to  the  superiority  of  DL  and  data-driven
approaches compared to classical CS-based algorithms.

5    DeSA-DNN  for  underwater  acoustic
channel estimation

In some severe underwater conditions such as offshore
sea  waters,  the  existence  of  intensive  ambient  noise,
such  as  the  noise  following  Gaussian  distribution,
might bring about great challenge to the sparsity-aware
channel  measurements  and  even  the  proposed  sparse
learning  based  recovery  scheme  of  SA-DNN.  To  this
end,  DeSA-DNN  scheme  is  further  proposed,  which
substitutes the soft  threshold shrinkage function of the
SA-DNN  with  a  denoiser,  i.e.,  DnCNN.  In  this  way,
the  channel  inference  precision  can  be  improved
especially  in  complex  environments  with  intensive
additive  noise[21, 36].  The  UAC  estimation  scheme
based  on  the  proposed  DeSA-DNN  algorithm  is
summarized in Algorithm 2.

3×3×1

3×3×64

3×3×64

As shown in Fig. 3, the DnCNN is treated as a black
box,  which  is  regarded  as  a  denoiser  module  of  the
devised  DeSA-DNN  architecture.  Specifically,  the
DnCNN  module  is  a  denoiser  composed  of  16
convolutional layers, which can deal with the Gaussian
denoising  problem.  The  first  convolutional  layer  uses
64 different filters with size of ,  followed by a
Rectified Linear Unit  (ReLU).  Each of the subsequent
14  convolutional  layers  uses  64  different  filters  with
size  of ,  and  then  Batch-Normalization  (BN)
and  ReLU  activation  are  performed,  separately.  The
final convolutional layer uses a separate filter with size
of  for signal reconstruction[36].

vtIn Algorithm 2,  is  the  residual  measurement  data

t ĥt

t zt t

zt = ĥt−1+ AHvt−1− h
h

ĥt−1+ AHvt−1 σt

zt

vt−1

btvt−1

for  layer- .  is  the  inference channel  information for
layer- .  denotes  the  effective  noise  for  layer-  as
given  by .  This  means  that  it  can
be obtained through subtracting the real channel  from

.  is  the  estimated  standard  deviation
corresponding  to  equivalent  interference  that  is
related  with .  An  Onsager  correction  item,  i.e.,

,  is  introduced[35] in  order  to  accelerate

 

Algorithm 2　DeSA-DNN based scheme for UAC estimation

Training phase.

A
{
(yd ,hd)

}D
d=1

D
y h

Feed-in data:  Observation matrix ;  Dataset   for
learning (including  data samples, with each consisting of a
measurement vector  and related real channel vector ).

v0 = 0 ĥ0 = 0 N = L M = NpBefore start: , , , .
/* Learning parameters of the denoising enabled network layer-
wise. */

t = 1,2,3, . . .for  do
wt

N
(
0, IND

)　1: Set original values of the training weights  for DeSA-
　　DNN drawn from standard Gaussian distribution .

σt ←
1
√

M
∥vt−1∥2

　2: Derive inferred standard deviation for equivalent interference

　　 by .

Dt
wt(σt)

(·) rt ← ĥt−1+

AHvt−1

　3: Calculate feed-in data for denoiser , i.e., 
　　 .

ĥt ← Dt
wt(σt)

(
ĥt−1 + AHvt−1

)　4: Obtain inferred channel state information vector
　　 .

bt

bt ←
1
M

div
(
Dt

wt(σt)

) (
ĥt−1 + AHvt−1

)　5: Derive  using Monte-Carlo method,
　　 .

vt ← y− Aĥt +btvt−1　6: Calculate residual measurement vector .
wt

Lt(Θ)
　7: Perform SGD optimization to update , which optimizes
　　 loss function  in Eq. (9).

Lt(Θ) ⩾ Lt−1(Θ)
T ← t−1

　8: If , then set total network layer amount to
　　 , terminate.
end for

Θ =
{
{wt}Tt=1

}
Feed-out data: Trained weights .
 
Inference phase.

y
A Θ

Feed-in data: Actual measurement data ; observation matrix
;  and learnt weights .

hDeSA = 0Before start: .
y

Θ

ĥT = DT
wT (σT )

(
ĥT−1 + AHvT−1

)
1:  Feed  into  the  learnt  DeSA-DNN  described  by  weights

, and  feed-out  coarsely  inferred  channel  vector
,  which  takes  only  a  single  forward

calculation through the network.
K

ĥT Ω = S
(
ĥT ,K

)2: Determine the support,  i.e.,  the positions of the  largest
nonzero elements, from the network output , i.e., .

Ω

hDeSA = A†
Ω

y =
(
AH
Ω

AΩ
)−1

AH
Ω

y

3: Refine the amplitude of the channel taps on support  using
least  squares,  leading  to  precisely  inferred  channel  vector

.

hDeSA

Feed-out  data: Inferred  underwater  acoustic  channel
information .
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σtϵ ∼ N
(
0,σ2

t IN
)

ϵ ∼ N (0, IN)

convergence of the learning process and to enforce the
statistical  characteristics  of  the  equivalent  interference
to  approximately  follow  a  normal  distribution[21, 37].
Therefore,  the  equivalent  interference  is  denoted  as

, with the term [37].
Dt

wt(σt)
t

wt σt

ĥt−1+ AHvt−1

ĥt

 represents  denoiser  embedded  into  layer ,
with  its  learnable  parameter  dependent  on .  As
explained above, the denoiser feed-in data for any layer
is actually the superposition of the real  channel vector
and  the  equivalent  interference.  Hence,  the  denoiser
takes  into  the  module  as  feed-in  data,
returning  inference  channel  information  to
implement  the  denoising  of  the  equivalent
interference[37], which is summarized in the fourth line
of Algorithm 2.

divDt
wt(σt)

Dt
wt(σt)

u ∼ N(0, IN)

c > 0

We  can  also  represent  the  denoiser  divergence  as
. It is usually difficult to obtain a closed-form

expression of the divergence of the denoiser, so we use
the  following  Monte-Carlo  approximation  to  calculate
the  divergence[38].  Given  a  denoiser ,  using  the
Gaussian  distribution  and  an  extremely
small  positive  constant ,  the  divergence  can  be
estimated as
 

divDt
wt(σt)≈E

{
uT

c

(
Dt

wt(σt)( ·+cu)−Dt
wt(σt)(·)

)}
(10)

The  training  and  inference  phases  of  the  proposed
SA-DNN scheme are  similar  to  those  of  the  proposed

Θ =
{
{Bt}Tt=1 , {λt}Tt=1

}
Θ =
{
{wt}Tt=1

}

DeSA-DNN  scheme,  so  the  details  are  omitted  for
simplicity  of  presentation.  It  is  noted  that,  during  the
learning  process,  the  weights  to  be  trained  in  the
denoising  enabled  network,  i.e., ,
are  different  from  those  of  the  non-denoising  based
network, i.e., .

Since  the  proposed  DeSA-DNN  scheme  has
incorporated  the  denoiser  into  the  neural  network
architecture  to  reduce  the  estimation  error  caused  by
the  Gaussian  noise,  the  accuracy  of  UAC  estimation
can  be  further  improved  compared  to  the  SA-DNN
based scheme.

6    Theoretical analysis

6.1    State evolution

γ0 =

∥∥∥ĥ0−h
∥∥∥22

N

The  SE  framework,  which  is  a  set  of  equations,  is
formulated  to  quantitatively  predict  the  MSE  of  each
layer of the DeSA-DNN[37].  Starting from ,
the SE generates a sequence of values of MSE through
the following iterations:
 

γt
(
h, δ,σ2

n
)
=

1
N

E
∥∥∥ĥt − h

∥∥∥2
2 =

1
N

E
∥∥∥∥Dt

wt(σt)

(
ĥt−1+ AHvt−1

)
− h
∥∥∥∥2

2
=

1
N

E
∥∥∥∥Dt

wt(σt)(h+σtϵ)− h
∥∥∥∥2

2
(11)

σ2
t =
γt
(
h, δ,σ2

n
)

δ
+σ2

n h

δ = M/N σn

γt
(
h, δ,σ2

n
)

t

γt

where ;  is the ground-truth CIR;

 is  the  measurement  ratio;  is  the  standard
deviation  of  the  measurement  noise.  The  symbol

 denotes  the  average  MSE of  the -th  layer,
which implies  that  may depend on the ground-truth
CIR,  the  measurement  ratio,  and  the  measurement
noise.  By  iteratively  updating  the  SE  of  Eq.  (11),  the
theoretical  value  of  the  average  MSE  of  the  DeSA-
DNN can be predicted[21, 37].

6.2    Parameter tuning and layer-by-layer training

Dt
σt ,wt

The  SE  framework  is  used  to  analyze  the  parameter
tuning  problem  of  the  DeSA-DNN.  Note  that  the
symbol  of  the  denoiser  is  rewritten  as .  Then
according to this notation, the SE is expressed as
 

γt (w1,w2, . . . ,wt) =
1
N

E
∥∥∥Dt
σt ,wt

(h+σtϵ)− h
∥∥∥2

2 (12)
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Fig. 3    Proposed  DeSA-DNN architecture  including  several
sequentially  deployed  deep  unfolding  neural  layers  of  the
same  formulation;  every  network  layer  includes  a
pair  of  the  same  denoiser  modules  called  DnCNN,  whose
parameters are the same.
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σ2
t =
γt (w1,w2, . . . ,wt)

δ
+σ2

n

γt

where .  Note  that  the

symbols of the variables in the SE have been changed
to  imply  that  depends  on  the  tuning  of  the
parameters  in  the  previous  layers  of  the  DeSA-DNN.
For  the  parameter  tuning  problem of  the  DeSA-DNN,
we can first refer to the following lemma[21].

D1
σ1,w1
,D2
σ2,w2
,. . . , DT

σT ,wT

inf
(
E
∥∥∥Dt
σt ,wt

(h+σtϵ)− h
∥∥∥2

2

)
σt

w1 D1
σ1,w1

E
[
γ1
]

w2

D2
σ2,w2

E
[
γ2
]

wT DT
σT ,wT

E
[
γT
]

w1,w2, . . . ,wT

E
[
γT
]

Lemma 1　For  denoisers  ,

assume  that  is  a  non-

decreasing  function  of .  The  following  procedures
are performed: The weight  of  is  set  to make

 minimum  and  fixed;  then,  the  weight  of
 is set to make  minimum and fixed; and so

on;  finally,  the  weight  of  is  set  to  make
 minimum  and  fixed.  Afterwards, 

together minimize .
w∗1,w

∗
2, . . . ,w

∗
tDefinition 1　The parameter sequence 

is called optimal if the following equation holds:
 

γt
(
w∗1,w

∗
2, . . . ,w

∗
t

)
=minγt (w1,w2, . . . ,wt) (13)

w∗1,w
∗
2, . . . ,w

∗
t

t

which means that the parameter sequence 
enables the DeSA-DNN to achieve the minimum MSE
at the -th layer.

w1,w2, . . . ,wT

w1 γ1 (w1)

w∗1

w2 γ2 (w1,w2)

w∗1 w∗2 T

w∗1,w
∗
2, . . . ,w

∗
T γT

γT = γT
(
w∗1,w

∗
2, . . . ,w

∗
T

)

Inspired  by  Lemma  1,  we  adopt  layer-by-layer
training  for  the  DeSA-DNN  to  obtain  the  optimal
values of . Firstly, we train a DeSA-DNN
with  only  one  layer,  tune  to  minimize ,  and
fix the optimal . Then we add a network layer, train
the  second  layer  of  the  resulting  two-layer  DeSA-
DNN,  tune  to  minimize ,  and  fix  the
optimal  and .  Repeat  this  procedure  until  the -
layer  of  the  DeSA-DNN  is  trained,  and  finally

 together are obtained to minimize , i.e.,
.  The  following  theorem

guarantees  that  the parameter  tuning strategy of  layer-
by-layer  training  is  MMSE  optimal  for  the  DeSA-
DNN[21, 38].

Dt
σt ,wt

inf
(
E
∥∥∥Dt
σt ,wt

(h+σtϵ)− h
∥∥∥2

2

)
σt w∗1,w

∗
2, . . . ,w

∗
t

γt
(
w∗1,w

∗
2, . . . ,w

∗
t

)
⩽ γt (w1,w2, . . . ,wt) ,∀w1,w2, . . . ,wt

Theorem  1　 Suppose  that  the  denoiser  is

monotonic  in  the  sense  that 

is  a  non-decreasing  function  of .  If  are
obtained according to  the  layer-by-layer  training,  then we
have .

Proof　 The  proof  is  based  on  mathematical
induction.  Certainly  for  the  first  step  of  the  proof

procedure, it is natural that we have
 

γ1
(
w∗1
)
⩽ γ1 (w1) , ∀w1 (14)

T ⩾ 1

T +1

Now suppose Formula (14) holds for any ,  and
we  would  like  to  prove  that  the  result  also  holds  for

, i.e.,
 

γT+1
(
w∗1,w

∗
2, . . . ,w

∗
T+1

)
⩽γT+1(w1,w2, . . . ,wT+1),

w1,w2, . . . ,wT+1 (15)

w′1,w
′
2, . . . ,w

′
T+1

Suppose  that  this  does  not  hold,  then  there  exists
, such that

 

γT+1
(
w∗1,w

∗
2, . . . ,w

∗
T+1

)
>γT+1

(
w′1,w

′
2, . . . ,w

′
T+1

)
(16)

Clearly,
 

γT+1
(
w∗1,w

∗
2, . . . ,w

∗
T+1

)
=

1
N

E
∥∥∥∥DT+1
σ∗T+1,w

∗
T+1

(h+σ∗T+1ϵ)− h
∥∥∥∥2

2
(17)

(
σ∗T+1

)2
=
γT+1

(
w∗1,w

∗
2, . . . ,w

∗
T+1

)
δ

+σ2
n(

σ′T+1

)2
=
γT+1

(
w′1,w

′
2, . . . ,w

′
T+1

)
δ

+σ2
n σ∗T+1 ⩽ σ

′
T+1

where .  Define

, then 

is  obtained  according  to  the  induction  assumption.
Thus, according to the monotonicity of the denoiser,
 

γT+1
(
w∗1,w

∗
2, . . . ,w

∗
T+1

)
=

1
N

E
∥∥∥∥DT+1
σ∗T+1,w

∗
T+1

(h+σ∗T+1ϵ)− h
∥∥∥∥2

2
=

inf
1
N

E
∥∥∥∥DT+1
σ∗T+1,wT+1

(h+σ∗T+1ϵ)− h
∥∥∥∥2

2
⩽

inf
1
N

E
∥∥∥∥DT+1
σ′T+1,wT+1

(
h+σ′T+1ϵ

)
− h
∥∥∥∥2

2
⩽

1
N

E
∥∥∥∥DT+1
σ′T+1,w

′
T+1

(
h+σ′T+1ϵ

)
− h
∥∥∥∥2

2
=

γT+1
(
w′1,w

′
2, . . . ,w

′
T+1

)
(18)

Formula (18) is contradictory to Formula (16), thus
 

γT+1
(
w∗1,w

∗
2, . . . ,w

∗
T+1

)
⩽γT+1(w1,w2, . . . ,wT+1),

w1,w2, . . . ,wT+1 (19)

7    Simulation results and discussion

7.1    Simulation parameters setting

We evaluate the performance of the proposed SA-DNN
and  DeSA-DNN  schemes  through  extensive
simulations. The main simulation parameters set up for
a  typical  UA-OFDM  based  system  are  given  in
Table 1.

The  support  of  the  CIR  of  the  UAC  with  several
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nonzero  paths  is  randomly  generated  according  to  the
statistical  distribution  of  the  UAC  model  described  in
Ref. [39]. The path delays have a maximum of 256 and
the  path  amplitudes  are  Rayleigh  distributed  with  the
average  power  decaying  exponentially  with  the  delay.
Note that the channel parameters remain approximately
constant within the duration of each OFDM block[34].{

(Yd,hd)
}D
d=1 D

0.001

T = 4
Θ =
{
{Bt}4t=1 , {λt}4t=1

}
T = 6 Θ =

{
{wt}6t=1

}

The training dataset  with size  = 2000
is randomly generated, and the test dataset is generated
in a similar way in Ref. [39]. In the training stage, we
trained  both  the  SA-DNN  and  DeSA-DNN  layer-by-
layer  utilizing  the  Adam optimizer  of  the  TensorFlow
framework with  a  learning rate  of .  After  several
training  epochs,  the  optimal  number  of  layers  of  the
SA-DNN  converged  to ,  and  the  learned
parameters  are  obtained.  For  the
DeSA-DNN, we have  and .

We  evaluate  the  performance  of  the  proposed  SA-
DNN  and  DeSA-DNN  schemes  and  compare  it  with
several  state-of-the-art  methods  of  UAC estimation  as
benchmark  schemes:  traditional  LS  method,  iterative
sparse  recovery  algorithm  of  AMP,  and  the  CS-based
greedy  algorithms  of  OMP,  SAMP,  and  CoSaMP.
Among  them,  default  parameters  are  adopted  for  LS,
OMP, and CoSaMP; the maximum iteration number of
AMP  is  set  to  30  to  ensure  the  convergence  of  the
estimation result; the step size of SAMP is set to 1.

7.2    Simulation results and analysis

NMSE = ∥h− ĥ∥22/∥h∥
2
2 ĥ

∥·∥2 l2

The performance of the proposed SA-DNN and DeSA-
DNN  schemes  are  evaluated  in  terms  of  the  metrics,
including  the  Normalized  MSE  (NMSE)  and  the
Probability  of  Successful  Estimation  (PSE).  The
NMSE  is  defined  as ,  where 
denotes  the  estimation  result,  and  denotes  the 

NMSE < 0.01

norm.  The  PSE  is  defined  as  the  probability  that  the
NMSE of the estimation result is less than a predefined
threshold of 0.01, i.e., .

Figure  4 compares  the  NMSE  performance  of
different  UAC  estimation  methods  with  respect  to
different  SNR  values  using  64  pilots  for  channel
estimation.  The  result  shows  that  the  proposed  SA-
DNN  and  DeSA-DNN  schemes  outperform  the
benchmark schemes in  estimation accuracy,  especially
in  the  low  SNR  region.  At  the  target  NMSE  level  of
10−2, the SA-DNN scheme has an SNR gain of 2.7 dB,
3.9 dB and 5.5 dB over the OMP, CoSaMP, and AMP
methods,  respectively.  In  addition,  the  DeSA-DNN
scheme  exploits  the  denoiser  to  reduce  the  estimation
error  caused  by  Gaussian  noise,  which  results  in  a
nearly  0.5  dB  to  1  dB  improvement  in  accuracy
compared  to  the  SA-DNN  scheme.  The  simulation
results  demonstate  that  the  DNN  in  the  proposed
schemes has successfully extracted the sparse structure
of  the  UAC,  and  also  verify  the  superior  performance
of the proposed schemes.

Figure  5 shows the  NMSE performance comparison
of  different  UAC  estimation  methods  with  respect  to
the number of available pilots at the SNR of 15 dB. It
can  be  observed  that,  compared  with  the  benchmark
schemes of LS, OMP, AMP, SAMP, and CoSaMP, the
proposed  SA-DNN  and  DeSA-DNN  schemes  can
achieve  a  higher  accuracy  of  UAC  estimation  with
much less pilot overhead, so as to significantly improve
the spectrum efficiency.

Figure  6 shows  the  PSE  performance  of  different

 

Table 1    Simulation parameters.

Parameter Value
Carrier frequency 12 kHz

Bandwidth 8 kHz
OFDM size 1024
CP length 256

Modulation type BPSK
Number of pilots 64 and 128
Channel length 256
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Fig. 4    NMSE  performance  of  different  UAC  estimation
methods with respect to different SNR values.
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UAC  estimation  methods  under  different  SNR  values
using  128  pilots  for  channel  estimation.  The  result
illustrates that the proposed SA-DNN and DeSA-DNN
schemes can achieve a higher probability of successful
estimation  at  the  same  SNR  level  compared  to  the
benchmark schemes, especially in the case of intensive
ambient noise. Figure 7 shows the PSE performance of
different  UAC  estimation  methods  with  different
number  of  available  pilots  at  the  SNR  of  15  dB.  The
result  shows  that,  compared  with  the  benchmark
schemes,  the  proposed  schemes  can  achieve  a  higher
probability of successful estimation at the same number
of  available  pilots.  The  simulation  results  of Figs.  6

and 7 demonstate  that  the  proposed  schemes  have
better robustness than the benchmark schemes.

8    Conclusion

In this paper, we propose two novel DL-based schemes
for UAC estimation based on the devised model-driven
deep  unfolding  architectures  of  SA-DNN  and  DeSA-
DNN.  In  order  to  fully  make  use  of  the  inherent
sparsity  property  of  the  underwater  acoustic  channels
for  an  improved  inference  precision  of  the  channel
state  information,  this  paper  utilized  a  model-driven
architecture  of  deep  unfolding  networks  that  mimics
the  iterations  of  the  classical  iterative  sparse
reconstruction  algorithm  using  network  layers
described  by  distinct  learnable  parameters.  Moreover,
an  effective  denoising  module  incorporating  the
convolutional  neural  networks  is  introduced  to  the
network, which can effectively eliminate the influence
of  intensive  interference  on  the  channel  estimation
performance. Simulation results have validated that the
proposed  schemes  significantly  outperform  the
benchmark  schemes  if  we  look  at  various  metrics
including  the  inference  precision,  the  pilot
consumption,  and  robustness,  particularly  in  severe
conditions such as intensive noise or lack of pilots.
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