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Modelling the biogeochemical
footprint of rivers in the Hauraki
Gulf, New Zealand
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and Niall Broekhuizen3

1National Institute of Water and Atmospheric Research (NIWA), Wellington, New Zealand, 2National
Institute of Water and Atmospheric Research (NIWA), Christchurch, New Zealand, 3National Institute
of Water and Atmospheric Research (NIWA), Hamilton, New Zealand
Building accurate physical-biogeochemical models of processes driving climate

and eutrophication-related stressors in coastal waters is an essential step in

managing the impacts of these stressors. Here we develop a coupled physical-

biogeochemical model to investigate present day processes for a key marine

ecosystem in Aotearoa, New Zealand: The Hauraki Gulf/Firth of Thames system.

Simulation results compared well with an accompanying long-term (decadal)

observational dataset, indicating that the model captured most of the physical

and biological dynamics of the Hauraki Gulf/Firth of Thames system. This model

was used to investigate the riverine and cross shelf exchanges of nutrients in the

region and showed that only a small number of large rivers within the Firth of

Thames dominated the freshwater inputs, with phytoplankton concentrations

driven by nutrient inputs from these rivers. However, while riverine inputs

dominated the biological response in the Firth of Thames, cross-shelf fluxes

dominated the biological response in the outer Hauraki Gulf region. Nutrients

from both sources were balanced by a sediment denitrification flux. Analyses

were conducted to examine agreement of observations with subsampled and

climatological model outputs. These revealed that modelling effort needs to

focus on the representation of sediment fluxes and parameterizations during the

autumn, and the observational effort needs to focus on increased temporal data

collection during summer to better understand biases in seasonal climatologies

derived from model and observations. These results are valuable for

demonstrating effects of land-derived and oceanic drivers of the

biogeochemical dynamics of the Hauraki Gulf/Firth of Thames system.

KEYWORDS

Hauraki Gulf, regional ocean model system (ROMS), biogeochemical model, Firth of
Thames, ocean model, region of freshwater influence (ROFI)
1 Introduction

Half of the world’s photosynthesis occurs in the ocean, with 10-15% of this occurring in

the coastal zone (Muller-Karger et al., 2005). These coastal regions perform vital ecosystem

services (Costanza et al., 1997; Pendleton et al., 2016) yet are under stress from

anthropogenic modifications to the environment, including climate change and altered
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nutrient input due to land use changes (Lotze et al., 2006; Worm

et al., 2006; Zeldis and Swaney, 2018; IPCC, 2019; Plew et al., 2020).

Consequently, there has been a global increase in nutrient

enrichment of estuaries and an associated modification of

biomass (Nixon, 1995; Liu et al., 2015; Zeldis and Swaney, 2018

Karthik et al., 2020). For example, eutrophication changes are being

seen in many coastal systems including the Baltic Sea (Carstensen

and Conley, 2019), the Gulf of Mexico (Rabalais and Turner, 2019),

the Northern Adriatic Sea (Giani et al., 2012) and the Changjiang

estuary (Wei et al., 2007).

Understanding the impact of this nutrient enrichment becomes

complex in regions where the estuarine waters converge with

dynamical coastal processes (Zhou et al., 2020). Additionally,

studying local biological dynamics in these coastal and estuarine

regions can be challenging and cost-prohibitive given the small

spatial and temporal scales involved and the large number of

complex processes that need to be sampled. To understand these

complex processes, marine systems are typically studied using

observations and/or models (Neumann et al., 2002; Glenn et al.,

2004; Fennel et al., 2006; Xue et al., 2013; Laurent et al., 2017). In

this manuscript, we study primary productivity for one such system,

the Hauraki Gulf including the Firth of Thames (hereafter referred

to as the Hauraki Gulf) in Aotearoa, New Zealand (hereafter called

New Zealand). The Hauraki Gulf has a long-term (>10 years)

dataset of spatial surveys on water quality (Zeldis and Swaney,

2018) and we build on this dataset by creating a coupled physical-

biogeochemical model that gives spatial and temporal context to the
Frontiers in Marine Science 02
data. We compare oceanic cross-shelf exchanges with the riverine

eutrophication signal to understand the relative strength and spatial

distribution of coastal processes versus riverine inputs.

The Hauraki Gulf is a large inlet located in northeastern New

Zealand (Figure 1A) which, in the last century, has undergone

significant anthropogenic modification. Overfishing, seabed

disruption from trawling, modification of land-runoff, and

aquaculture have all added ecosystem stressors to the region

(McLeod et al., 2011; Pinkerton et al., 2018; Zeldis and Swaney,

2018; Kelly et al., 2020; Zeldis et al., 2022). The main rivers entering

this system enter through the Firth of Thames (see Figure 1 for

location). Currently, anthropogenic modifications (i.e.,

deforestation and agricultural developments) account for over

80% of total nitrogen in the Firth of Thames rivers (Snelder et al.,

2018). This historic enrichment has been hypothesized to have led

to a decrease in denitrification efficiency of the Firth of Thames

system over recent decades (Zeldis and Swaney, 2018).

In this work, we will investigate the effect of rivers upon the

flows and primary productivity in the Hauraki Gulf and compare

them with the cross-shelf exchanges of nutrients. This work builds

on the available observational dataset through 1) providing higher

spatial and temporal resolution and scenario testing that remove the

effects of rivers and 2) comparisons of riverine versus offshore fluxes

of nutrients. We discuss these results in terms of stressors in the

region and the spatial distribution of risk from climate change

versus risk from land use change. In doing this, we will address the

following questions:
A B

FIGURE 1

The model grid. Shading shows bathymetry and every 10th grid cell is indicated. (A) The full model grid with black dots indicating the position of
CTD stations used in Figures 3–5. Red stars indicate the location of all rivers used in the time-averaged-river experiment. New Zealand’s capital city,
Auckland is located at 36.8509° S, 174.7645° E and indicated by a black star. The insert in the bottom left indicates the study location as a yellow star
on a map of New Zealand. (B) A zoom on the Hauraki Gulf. “M” indicates the position of the mooring data used in Figure 2. The red lines labelled
“T1” and “T2” indicate the location of transects shown in Figure 9. “Inner”, “Outer” and “FOT” represent the inner Hauraki Gulf, the outer Hauraki Gulf,
and the Firth of Thames respectively. Red stars indicate the locations of riverine inputs for the time-varying rivers experiment (The Waihou, Piako and
Kaueranga Rivers from left to right).
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1. Are biogeochemical models suitable to study and

understand stressors in this New Zealand deep-water

estuary?

2. How do the rivers affect chlorophyll blooms in the Hauraki

Gulf?

3. What is the extent and magnitude of riverine inputs and

cross-shelf exchanges of nutrients?
Section 2 describes the model and experimental design. Section

3.1 compares the model to long-term observations. Biogeochemical

observations in this region cover a long period of time but

measurements are infrequent, so we also use the model to

investigate how representative these observations are of seasonal

processes. In Section 3.2 we investigate the footprint of the rivers

using dye tracers, and in Section 3.3 we investigate how these rivers

affect physical properties of the system. The effect of the rivers on

biological production is investigated and compared to cross shelf

exchanges of biological properties in Section 3.4 and 3.5. Section 3.6

investigates the variability of this system.
2 Materials and methods

2.1 Physical model setup

A regional ocean model (ROMS) (Shchepetkin and

McWilliams, 2003; Shchepetkin and McWilliams, 2005) was set

up with a resolution of 750 m for a region covering the Hauraki Gulf

(Figure 1), and simulations were performed for the years 2004-2013.

Boundary conditions were required for fluxes across the air-sea

interface and lateral boundaries. Here the atmospheric forcing was

timestamped and provided an ocean estimate for January 2004 to

December 2013. Fluxes of heat and momentum between the

atmosphere and ocean were calculated using data (6-hourly

averages) from a global atmospheric reanalysis system, NCEP

Reanalysis (Kalnay et al., 1996), with a heat flux correction term

that nudged the model sea surface temperature (SST) towards

observed SST (the NOAA Optimum Interpolation ¼° daily SST

dataset, (Reynolds et al., 2007)). This heat flux correction term was

given by

Q =
dQ
dsst

∗ (Tmodel − SST)

where dQ/dsst was set to 50 Watts m-2°C-1. The heat flux

correction prevented the modelled SST from developing

unnatural trends due to biases in the surface fluxes but had a

negligible effect on day-to-day variability.

Lateral boundary conditions were specified for the barotropic

and baroclinic velocity fields, the free surface, and tracers at the

north, south, and east boundaries. The Shchepetkin and

McWilliams (2005) condition was used for the barotropic velocity

components, and the Chapman (1985) condition was applied to the

free surface. These boundary conditions compare the barotropic

velocities and sea level to externally defined boundary values and

radiate the difference out of the model. In this model the externally
tiers in Marine Science
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defined boundary values were sourced from a 1/12° global HYCOM

simulation (Chassignet et al., 2009). The boundary conditions for

the baroclinic velocity field and the tracers were radiative with

nudging to the HYCOM simulation at a time scale of 5 days. Tidal

currents were added to the HYCOM velocities using amplitude and

phase data for 13 tidal constituents (M2, S2, N2, K2, K1, 01, P1, Q1,

2N2, MU2, NU2, L2, T2) sourced from the NIWA New Zealand

region tidal model (Walters et al., 2001). Coastal boundaries were

specified via a land/sea mask. The western boundary was land.
2.2 Biogeochemical model setup

The Fennel biogeochemical model (Fennel et al., 2006) was used

to provide state variable estimates for phytoplankton, ammonium

(NH4), nitrate (NO3), zooplankton, large and small detritus and the

equations that describe movement of nitrogen between these state

variables. An additional chlorophyll variable accounted for

chlorophyll stored in phytoplankton, which allowed for a variable

chlorophyll to nitrogen ratio. Large and small detritus sunk at rates

of 1 m d-1 and 0.1 m d-1, respectively.

Exchanges between the sediments and water column were

accounted for via an assumption of instant remineralization of

detritus when it sunk past the bottom of the lowest grid cell. Some

(25%) of this detritus was released back into the water column as

NH4 with the remaining (75%) assumed to be removed from the

system via denitrification. Data from other estuarine systems show

that this assumption is a good one over long periods of time as most

of the detrital matter that hits the seabed is eventually remineralized

into the water column or lost as N2 gas due to denitrification

processes in the sediments (Fennel et al., 2006).

The biological model requires lateral boundary fluxes for all

state variables and an incoming photosynthetically active radiation

(PAR) across the ocean surface. The lateral boundary fluxes were

sourced from a locally configured version of PISCES (Pelagic

Interactions Scheme for Carbon and Ecosystem Studies; Aumont

et al., 2015; see Supplementary Material 1 for a description of the

model setup) which provides an estimate of the climatological

annual cycle of biological variables. The PISCES model contains

more state variables (e.g., two phytoplankton and zooplankton

classes) than the Fennel model and the two PISCES

phytoplankton (zooplankton) classes were combined to create a

single phytoplankton (zooplankton) class to input into the Fennel

model. PAR was imposed at the surface using estimates from NCEP

Reanalysis (Kalnay et al., 1996).
2.3 Riverine inputs

The effect of rivers was included in the model as a point source

in a grid cell adjacent to land, located near each river mouth.

Incoming water (a volume flux of m3 s-1), and nutrients (a

concentration of mmol m-3) were treated as a horizontal flow

from the land into this grid cell. For this study we used two

different estimates of the riverine inflows:
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1) A climatological mean flow for all rivers sourced from the

New Zealand river classification system (Booker and

Woods, 2014; Whitehead and Booker, 2019)

2) Time varying flows for a few select rivers as described below.
Here the salinity of the incoming river water was set to zero

and temperature was assumed to vary sinusoidally over the course

of a year:

Temp = Tmean + Tamp ∗ ( cos (day − daymax) ∗
2p
365

)

where Temp is the temperature on a given date (day), daymax is

the day of the maximum temperature, here set to day 45 (mid-

February). The mean temperature (Tmean) was set to 15.6°C, a

representative mean value for rivers in this region, sourced from the

New Zealand River classification system (Booker and Woods, 2014;

Whitehead and Booker, 2019). Tamp is the maximum temperature

amplitude above the mean. Here Tamp was set to 4.02°C which

gives a maximum temperature of 19.6°C, a typical summer

maximum for river waters in this region.

Experiments forced with average river flows (shown in section

3.2) show that there are only a few rivers which dominate the

response in this system and these rivers were chosen for time

varying inputs. A combination of daily-average flow records and

monthly water-quality sampling records from New Zealand’s

National Rivers Water Quality Network (NRWQN) (Davies-

Colley et al., 2011) were used to estimate annual nutrient loadings

from the major rivers that flow into the Firth of Thames.

Data from 5 NRWQN stations were used:
1. Kaueranga River at Smiths cableway,

2. Ohinemuri River at Karangahake Gorge,

3. Waihou River at Te Aroha,

4. Waitoa River at Mellon Road and,

5. Piako River at Paeroa-Tahuna Road Bridge.
tiers in Marine Science 04
See Supplementary Material 2 for location of these stations.

These monthly water quality and daily water flow data were

converted into estimates of the daily loads of NO3, NH4 and total

nitrogen (TN) by fitting the data to a model of riverine flow using

the USGS LOADEST method (Runkel et al., 2004). The portion of

total nitrogen not accounted for by NO3 and NH4 was allocated to

the large detrital field for input into the model (i.e., large detritus =

TN-NH4-NO3).

The Ohinemuri River feeds into the Waihou River and the

Waitoa River feeds into the Piako River so the contributions from

these rivers were joined for inputting into the model. This meant

that there were three rivers flowing into the ocean modelling

domain: the Waihou, Piako and Kaueranga Rivers (indicated

on Figure 1B).

The NRWQN data station on the Kaueranga River is near the

river mouth and the river flow and nutrient estimates calculated

above were used for this river. The NRWQN stations used for river

flow and nutrient estimates for the Waihou and Piako were located

10s of kilometers upstream of the river mouths and a scaling factor

was used to account for changes in water properties between the

upstream measurements and the river mouth where the water flows

into the model domain. To calculate the scaling factor for the river

flow between upstream and the river mouth, the New Zealand river

classification system data (Whitehead and Booker, 2019;

Whitehead, 2019) were used to get an annual average of river

flows at the upstream NRWQN stations and at the river mouths.

These numbers were used to calculate an average ratio between

flows at the NRWQN measurement sites and at the river mouth

(Table 1). The time-varying flows calculated for the upstream

NRWQN measurement sites at Waihou and Piako were scaled by

1.211 and 2.670 respectively to estimate the flows at the river

mouth. The scaling factor for nutrients was estimated from Zeldis

et al. (2015). They calculated that total estimates of total nitrogen

load from the upstream NRWQN measurement sites should be

increased by a factor of 1.92 to get an estimate of total nitrate load
TABLE 1 Scaling factors for the rivers.

River Mean flow (from NZ river classification
system; m3 s-1)

Flow scale factor (Total flow at sea/total
flow upstream)

Nutrient scale
factor

Ohinemuri at Puke Bridge (flows
into Waihou)

11.3

Waihou at Tirohia 39.9

Total for Waihou upstream 52.2 1.585

Total for Waihou at sea 63.2 1.211

Piako River at Paeroa-Tahuna Rd
Br

8.03 0.72

Waitoa River at Mellon Rd (flows
into Piako)

5.45

Total for Piako river upstream 8.48

Total for Piako River at sea 22.7 2.67
Left column is the location of the measurement. Middle column is the measurement, and the right columns is the scale factor estimated from these measurements.
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(kg y-1) at the river mouths. When accounting for the increase in

total nitrogen already accounted for due to the above calculated

scaled increase in river volumes (and associated increase in total

nitrogen), this yielded a scaling factor of 1.585 and 0.72 to be

applied to each of the nutrient concentrations (NH4, NO3 and large

detritus) for the Waihou and Piako rivers respectively.
2.4 Model experiments

Four different experiments were performed using this model.

The first (time-averaged-river) used only the physical model with a

constant time-averaged flow for each of the rivers in the Hauraki

Gulf. The water coming in from each of these rivers was marked

with a passive tracer (“dye”) of concentration 1 kg m-3. This passive

tracer was moved around the model following the same numerical

schemes as the temperature, salinity and biological tracers and was

used to indicate the concentration of riverine water in each model

grid cell. The second experiment (no-river) was the same setup

except with no riverine inputs. The third experiment (time-varying-

river) used the full coupled physical-biogeochemical model to

investigate the effects of nutrient inputs from the rivers into the

Hauraki Gulf, with the time-varying water flow and nutrient

concentrations described in the previous section. A fourth

experiment (time-varying-nobio) was performed using the same

biogeochemical model and time-varying riverine flows as the third

experiment, but riverine nutrient and detrital inputs were set to

zero. The difference between the third and fourth experiments were

examined to elucidate the effect of the riverine inputs of nutrients to

the region.
2.5 Data processing

Timeseries of temperature and salinity were collected at depths

of 7, 10, 20 and 33 m for temperature and 10 and 34 m for salinity at

a mooring located in the Firth of Thames (see Figure 1B for

location; Zeldis and Swaney, 2018).

Seasonal biogeochemical data for NO3, NH4 and chlorophyll

were collected using discrete rosette samples from CTD casts along

a transect (indicated in Figure 1A) from intermittent (1-4 times per

year) surveys between 1996 and 2013. There were 6 stations along

the transect (see Figure 1 for location) and samples were taken at
Frontiers in Marine Science 05
approximately 5-10 m depth-intervals. All data were interpolated

vertically to common depths of 1 m intervals. In addition to these,

biogeochemical data for NO3, NH4 and chlorophyll were taken

using discrete rosette samples from CTD casts at the mooring

location when the (above mentioned) mooring was serviced. See

Zeldis et al. (2022) and Zeldis and Swaney (2018) for more

information on the data used here.

Following Zeldis and Swaney (2018), these two biogeochemical

data sets were collated into a gridded seasonal climatology of NH4,

NO3 and chlorophyll. To calculate these climatologies, the average

of all data collected during each season (summer, autumn, winter,

and spring) was calculated at each station and at each 1 m

interpolated depth-bin. The resultant pooled dataset contains 45

surveys with 5 in summer, 16 in autumn, 9 in winter and 15 in

spring. These datapoints were not spread evenly throughout the

season with more observations concentrated in the start of summer

and autumn and more observations concentrated in the middle of

spring and winter (Table 2). Additionally, not every station was

sampled during each field survey and the number of observational

points for each station is indicated at the top of the figures

referenced in Section 3.1.2

For the model/data comparisons shown in section 3.1, two

modelled seasonal climatologies were calculated. The first

climatology is a like-for-like comparison where modelled output

was sampled at the same time of year and positions as the data, and

a climatology was calculated using the same processes used for

calculating the observed climatology (like the climatologies

presented in Zeldis and Swaney (2018) and as described above).

There are two issues which create some uncertainties with a

modelled or observed climatology calculated using this

sampling regime:
1) the small sample size and discreate temporal and spatial

sampling means that the climatology can be biased if the

comparatively sparse sampling has inadequately sampled the

true, long-term distribution of ocean weather patterns and,

2) the climatology can be biased by sample collection which is

focused on one end of the season.
For example, a climatological average of summer conditions

calculated using the data shown in Table 2 will be more

representative of the oceanic conditions at the start of summer

than the middle or end. To estimate the effect of these issues on the
TABLE 2 Number of field surveys which collected data along the transect (location of transect indicated in Figure 1A).

1st Month 2nd Month 3rd Month Total

Spring (SON) 5 7 3 15

Summer (DJF) 4 1 0 5

Autumn (MAM) 14 2 0 16

Winter (JJA) 1 8 0 9
frontie
The number of surveys is indicated for each season (columns) and for each month of the season. The 1st month is the 1st month of each season (September, December March and June for Spring,
Summer Autumn and Winter respectively). The 2nd month is the 2nd month of each season (October, January, April and July for Spring, Summer, Autumn and Winter respectively). The 3rd

month is the 3rd month of each season (November, February, May and August for Spring, Summer, Autumn and Winter respectively). The last column indicates the total number of surveys
completed for each season.
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climatology inferred from the field-data, a second modelled

climatology was created to compare to the first modelled

climatology. The second climatology is the true modelled seasonal

climatology. This climatology was calculated along the same

transect as the observations but at the higher resolution of the

model (750 m) and not subsampled in time or space so that this

calculated climatology was unbiased by the sampling regime. This

gave us three climatologies which we compared:
Fron
1) an observed climatology (similar to Zeldis and Swaney

(2018)),

2) a subsampled modelled climatology (the modelled version of

the Zeldis and Swaney (2018) climatologies) and,

3) a full model climatology that represented the true modelled

estimate of the climatology.
When the 2nd and 3rd climatologies agreed this indicated

that the subsampling methods were not introducing biases into

the observed climatology. When the 1st, 2nd, and 3rd climatologies

agreed this indicated a good model/data comparison. When the 2nd

and 3rd agreed but did not agree with the 1st this indicated the

subsampling methods were not introducing biases, but the

model was unable to replicate the observations. When the 2nd

and 3rd climatologies did not agree this indicated insufficient

knowledge to perform the model/data assessment; either there

were biases introduced by the observational sampling method, or

the model had more variability and extreme events than

the observations.
2.6 Model and data comparisons

To formally compare model climatologies and time-series with

data, two statistics were calculated: a bias and an unbiased root

mean squared error (RMSE). The bias and RMSE are given by

(Jolliff et al., 2009):

Bias = 1
nonM − O

RMSE = ( 1
non( M − �Mð Þ − O − �Oð Þ)2)0:5

where M is the model and O is the observations, n is the number

of observations and overbars represent averages. In Section 3.1.2,

there were comparisons between the two modelled climatologies (as

described above) and in this case O represents the full model and M

represents the subsampled model. All modelled datasets were

linearly interpolated in time and space and/or subsampled onto

the observational data locations. This included the comparisons of

the full model output with the subsetted and/or observations and it

should be noted that for these statistics we were only comparing the

difference created with temporal (not spatial) subsampling.

Variance (Var) and range was calculated for observational

datasets and used as a comparator to the above statistics. These

were calculated as such:

Var =
1
non(O − �O)
tiers in Marine Science 06
Range = max (O) −min(O)

where O is the observations, n is the number of observations

and overbars represent averages.
3 Results

3.1 Model and data comparisons

3.1.1 Physics
The observed temperature has a seasonal cycle with maxima of

approximately 22°C during summer/autumn months and minima of

approximately 11°C during winter/spring months (Figures 2A–D).

Superimposed onto this seasonal cycle, there are some minor

temperature variations (approximately +/- 1-2°C) at sub-seasonal

scales (Figure 2). The modelled temperature for the different

scenarios (time-varying-river, time-averaged-river, and no-river) has

a similar seasonal cycle to the observations and the temperature closely

matches the observed temperature at all depths (RMSE<1.2°C;

Table 3), with an underestimation of temperature of up to 2°C in

winter/spring. This underestimation is present throughout the water

column, suggesting that it arises fromheat fluxes from the atmospheric

or lateral boundary conditions. There is no persistent bias in summer.

The modelled scenarios all also produce small sub-seasonal scale

variability such as those seen in the observations (approximately +/-

1-2°C). Temperature variations are strongly modified by atmospheric

fluxes, the offshore boundary conditions and vertical mixing and the

good agreement between the observed and modelled temperatures

indicate that the model is capturing these processes except for the

above-mentioned bias in heat fluxes during winter/spring. The

differences in temperature between the different model scenarios

(which change the riverine inputs) are small in comparison with

seasonal scale fluctuations, indicating that the input of riverine water

does not have a large effect on modelled temperature.

All scenarios have a seasonal variation in salinity that is created

from seasonal-scale fluctuations in local evaporation/rainfall and

offshore conditions (Figures 2E, F). However, salinity is more

strongly affected by riverine inputs, and variability in the strength

and positioning of the riverine plume (see Section 3.5.1) creates

greater daily to weekly observed salinity variability than the

temperature (Figures 2A-D). The model is not expected to

capture this small-scale variability, and this leads to high RMSE

compared to the variance for salinity (RMSE 0.21 -0.44 g kg-1

compared with variance of 0.21-0.41 g kg-1). There is a notable

difference between the model scenarios with the time-averaged-

river scenario producing the lowest salinity waters, the time-

varying-river scenario producing the next lowest and the no-river

scenario producing salinities that are higher than the other two

scenarios. The riverine input does have a clear effect on the salinity

in the model domain, with the riverine input scenarios producing

smaller magnitude biases (<0.29 g kg-1 compared with<0.74 g kg-1)

than the no-river scenario (Table 3). For the rest of this section, we

only describe the two scenarios which have an input of riverine

water (time-varying-river and time-averaged-river).
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Similar to temperature, the two riverine scenarios (time-

averaged-river and time-varying-river) capture the seasonal

variability of salinity with peaks and troughs occurring at similar

times as the observed. The modelled salinity peaks at 35.4 g kg-1 and

35.5 g kg-1 and has a minimum of 33.2 g kg-1 and 33.5 g kg-1 for the

time-averaged-river and time-varying-river scenarios respectively.

The observed salinity has a maximum of 35.5 g kg-1 and a minimum

of 33.5 g kg-1. In general, the modelled salinities in the time-

varying-river scenario are slightly greater than observed and the

time-average-river scenario gives slightly lower salinities than

observed. The good agreement between modelled and observed

salinity indicates that the modelled riverine inputs are capturing the

volume of water coming in from the rivers and its subsequent

transport into the vicinity of the monitoring buoy in the northern

Firth of Thames.
Frontiers in Marine Science 07
3.1.2 Biology
The observed summer NO3 is high (>6 mmol m-3) in offshore

and deeper (>50 m) regions (Figure 3A). This is not replicated in the

modelled subsampled climatology, which tends to have lower NO3

(<4 mmol m-3 resulting in a bias of -1.93 mmol m-3; Table 4) and

homogeneous concentrations throughout the water column and

along the transect (Figure 3E). The full modelled climatology,

however, does replicate an increased NO3 at depths offshore, albeit

at a lower concentration than observed (~5-6 mmol m-3, resulting in

a smaller bias of -1.7 mmol m-3 Figure 3I and Table 4). The observed

summerNO3 has a large variance (4.54mmolm-3) whichmeans that

a small sample size such as the one we are using here is less able to

represent the summer NO3 and this is reflected in the larger

differences when comparing the full and subsampled climatologies

(RMSE=2.34; Table 4) and will also contribute to the large RMSE for
D
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FIGURE 2

Comparisons of time series of model and observed temperature at the mooring for depths of 7 m (A), 10 m (B), 20 m (C) and 33 m (D), and salinity
for depths of 10 m (E) and 34 m (F). Blue lines indicate the observed temperature, red, orange and purple lines indicate different model runs (time-
varying-river, no-river and time-averaged-river respectively). Black dashed (dashed-dotted) lines indicate the start of summer (winter). The time-
varying-nobio has the same physical inputs as the time-varying-river and thus is not shown in this figure.
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FIGURE 3

Comparisons of climatological modelled and observed NO3 for a transect extending from the Firth of Thames to the outer Hauraki Gulf. Each
column shows a different season: Summer (DJF; A, E, I), Autumn (MAM; B, F, J), Winter (JJA; C, G, K), Spring (SON; D, H, L) (from left to right). Top
row (A–D) shows an observed climatology calculated from repeated data collection along this transect. Middle row (E-H) shows a modelled
climatology calculated by subsampling the time-varying-river scenario in time and space in a similar fashion to the observed data. Bottom row (I-L)
shows the modelled climatology without temporal subsampling (i.e., using all model outputs in the time-varying-river scenario). There are six
stations sampled, and the number of samples taken at each station is indicated in black at the top. See Table 2 for more details.
TABLE 3 Statistics for the time series comparisons presented (see also Figure 2).

Temperature (°C)

Data Time-Varying river No river Time averaged river

Depth N Range Var RMSE Bias RMSE Bias RMSE Bias

7m 6396 10.84 2.79 0.70 -0.67 0.66 -0.52 0.66 -0.65

10m 5668 10.41 2.69 0.72 -0.71 0.73 -0.56 0.54 -0.63

20m 6359 9.88 2.43 0.78 -0.50 0.91 -0.39 0.73 -0.49

33m 6206 8.51 2.14 0.84 -0.50 1.16 -0.46 0.64 -0.37

Salinity (g kg-1)

Data Time-Varying river No river Time averaged river

N Range Var RMSE Bias RMSE Bias RMSE Bias

10m 5974 2.79 0.41 0.33 0.29 0.44 0.74 0.38 0.28

34m 6490 1.39 0.21 0.27 0.14 0.32 -0.41 0.21 0.09
F
rontiers in Marin
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The number of data points used (N), the difference between themax andmin values (range) and the variance (var) is shown in separate columns for the data. The rootmean squared error (RMSE) and
bias are shown for comparisons between different model runs and the data are given in separate columns. The rows indicate these values for different depths as marked in the first column.
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each of the modelled climatologies (RMSE of 1.96 mmol m-3 and 3.1

mmol m-3 for the full and subsamples climatologies respectively).

In autumn, observed surface waters are depleted of NO3 (<0.5

mmolm-3) but there is an increase (to 1.5-3mmolm-3) at depths below

30 m (Figure 3B). Both the modelled full (Figure 3F) and subsampled

climatologies (Figure 3J) replicate the depleted surface NO3 and

increased NO3 in the subsurface. For both the models compared to

the observations, the RMSE is less than the 2.63 mmol m-3 error

introduced by subsampling (i.e., the comparison between the

two modelled climatologies) and the bias magnitude is less than

0.43 mmol m-3 (Table 4).

In winter, the observed NO3 has a cross-shelf gradient ranging

from a low of<0.5 mmol m-3 in the shallower regions and increasing

to 4-5 mmol m-3 in the deeper regions (Figure 3C). This increase of

nutrients in the deeper regions is due to low light levels limiting

phytoplankton growth (Zeldis et al., 2022). Both the subsampled

(Figure 3G) and full model climatologies (Figure 3K) replicate this

gradient, although in general the NO3 is slightly higher in the

subsampled model than observed (ranging from 1 mmol m-3 to 7.5

mmolm-3). The variability in this time period is low (1.32mmolm-3),

but the RMSE between the full and subsampled models is high in

comparison (2.18mmol m-3) which indicates a potential for errors in
Frontiers in Marine Science 09
the sampling regime and we are unable to determine if the modelled

bias and RMSE are due to errors in the model or sampling regime.

In spring, the observed climatology shows NO3 depletion in

shallow depths and surface waters but high NO3 (>2 mmol m-3)

concentrations at depths greater than 30 m (Figure 3D). The

subsampled model climatology does not replicate the

observations, with NO3 being well mixed throughout the water

column (Figure 3H). The full climatology does replicate the along-

transect gradient of NO3 (low values inshore and high values

offshore) however, the NO3 is still well mixed throughout the

water column in the offshore regions (Figure 3L). There is a high

variability seen in the observations (3.15 mmol m-3; Table 4) which

is then reflected in a high RMSE between the full and subsampled

climatologies (2.20 mmol m-3). This variability and uncertainties

introduced by the sampling errors is reflected in higher RMSE for

the model/data comparisons (2.55 mmol m-3 and 1.77 mmol m-3

for the subsampled and full climatology respectively). Whilst these

RMSE are less than the variability, it should be noted that the model

is performing poorly in the surface but a good comparison at depth

brings down the overall RMSE.

The largest concentrations of chlorophyll in the Hauraki Gulf

tend to occur near the rivers at the southern end of the Firth of
TABLE 4 The rows show the bias and the unbiased root mean squared error (RMSE) between observation and modelled climatologies for each of the
seasons (Summer, Autumn, Winter, Spring).

NO3 (mmol m-3)

Summer (var= 4.54;
range=14.52; n=1137)

Autumn (var= 1.96;
range=8.29; n= 1219)

Winter (var= 1.32;
range=4.41; n=678)

Spring (var= 3.15;
range=10.84; n=1931)

Bias RMSE Bias RMSE Bias RMSE Bias RMSE

Subsample/obs -1.93 3.10 -0.43 0.59 1.74 1.29 -0.24 2.55

Full/obs -1.70 1.96 0.11 2.61 -0.44 2.28 -0.83 1.77

Full/subsample 0.23 2.34 0.55 2.63 -2.19 2.18 -0.59 2.20

Chlorophyll (mg m3)

Summer (var = 0.76; range=
4.01; n= 979)

Autumn (var= 0.81;
range=3.75; n= 967)

Winter (var= 1.31;
range=6.86; n=552)

Spring (var= 1.09; range= 9.84;
n=1540)

Bias RMSE Bias RMSE Bias RMSE Bias RMSE

Subsample/obs -0.38 0.55 -0.89 0.75 0.03 0.56 -0.46 0.44

Full/obs -0.21 0.45 -0.63 0.72 -0.41 0.49 -0.38 0.47

Full/subsample 0.17 0.64 0.26 0.33 -0.44 0.56 0.08 0.35

NH4 (mmol m-3)

Summer (var= 0.32; range=
1.99; n= 1137)

Autumn (var= 0.53; range=
5.06 n= 1219)

Winter (var= 0.73; range =
5.00; n=678)

Spring (var= 0.34; range =2.86;
n=1931)

Bias RMSE Bias RMSE Bias RMSE Bias RMSE

Subsample/obs -0.02 0.23 0.34 0.54 -0.41 0.35 -0.01 0.17

Full/obs 0.25 0.41 0.29 0.47 -0.05 0.44 0.32 0.33

Full/subsample 0.26 0.30 -0.05 0.21 0.35 0.39 0.33 0.33
The rows are for different comparisons: The observations compared to the subsampled model (Subsample/obs), the observations compared to the full model (Full/obs) and the full model
compared to the subsampled model (Full/subsample). A negative bias indicates that the first mentioned climatology (subsample, obs and full from top to bottom) is smaller than the second (obs,
obs and subsample from top to bottom). The top 6 rows are for comparisons of NO3, the middle 6 rows are for comparisons of chlorophyll and the bottom 6 rows are for comparisons of NH4.
The difference between the max and min values (range) and the variance (var) is indicated in the headings along with number of data point used (n) in these climatologies.
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Thames, grown from riverine inputs of nutrients (located on the

southern end of the transects in Figures 3–5). Observed summer

chlorophyll indicates a subsurface maximum which is most

pronounced near the river mouth but present throughout the

Hauraki Gulf (Figure 4A). The modelled subsampled climatology

creates a summer surface chlorophyll maximum near the river

mouth but does not have the subsurface maximum in the outer

Hauraki Gulf (Figure 4E). However, the modelled full climatology

replicates the subsurface chlorophyll maximum (Figure 4I),

indicating that the model is creating this bloom at different times

to when it is measured. This variability in the timing of the

chlorophyll bloom is seen in the RMSE between subsampled and

full model climatologies (0.64 mg m-3; Table 4) which is comparable

to the variance (0.76 mg m-3). The RMSE in the model/data

comparisons are comparable but slightly smaller (0.55 mg m-3 and

0.45 mg m-3 for the subsampled and full climatologies respectively).

In autumn, the observed climatology has increased chlorophyll

concentration near the rivers and a bottom chlorophyll bloom at

-36.5°S (Figure 4B). A mid water column chlorophyll bloom is

present in the modelled subsampled (Figure 4F) climatology and

the full climatology produces a higher (apparent) chlorophyll

concentration near the river mouth (Figure 4J). However, in both

modelled climatologies, the concentrations are lower than the

observed (<1 mg m3 for modelled compared to up to 3 mg m-3

for the observed). This is reflected in the bias (-0.63 mg m-3 and

-0.89 mg m-3) and RMSE (0.72 mg m-3 and 0.75 mg m-3) that are

comparable to the observed variance (0.81 mg m-3) for both the full

and subsampled model climatologies. The bias magnitude and

RMSE are small for the comparison between the two model
Frontiers in Marine Science 10
climatologies (0.26 mg m-3 and 0.33 mg m-3 respectively) which

suggests that the larger bias magnitude and RMSE between the

model and observed climatologies are due to the model not

capturing the near bottom chlorophyll dynamics in autumn.

In winter, the observed chlorophyll concentrations are in the

range 0.5-2 mg m-3 with peaks occurring at the river mouth and the

middle of the transect (Figure 4C). The modelled subsampled

winter chlorophyll has a similar range, with peaks also occurring

near the river mouth and in the middle of the transect (Figure 4G).

The modelled full climatology, however, has lower concentrations

(<0.5 mg m-3) offshore and only reproduces the chlorophyll peak at

the river mouth (Figure 4K). The RMSE (<0.56 mg m-3) and bias

magnitude (<0.44 mg m-3) are low compared to the variability (1.31

mg m-3 for all comparisons; Table 4).

In spring, the observed chlorophyll concentrations are raised

across the whole transect (Figure 4D). This is not replicated in the

subsampled climatology (Figure 4H), which only has an increase in

chlorophyll near the river mouth, however, the full climatology

replicates the increased chlorophyll concentrations across the

transect (Figure 4L). That the model captured this in the full but

not the subsampled climatology suggests that there is some variability

in the initialization of the spring bloom. This is reflected in the

statistics where the RMSE (≤0.47mgm-3) and bias magnitude (≤0.46

mg m-3) are low for all climatological comparisons when compared

to the variability (1.09 mg m-3; Table 4).

Observed summer NH4 is patchy, with a slight increase towards

the lower layers (Figure 5A). The subsampled model climatology is

similar, with a larger increase towards the lower layers (Figure 5E).

The full model climatology also shows a bottom maximum in NH4
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FIGURE 4

Same as Figure 3 but for Chlorophyll.
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(Figure 5I). However, the modelled bottom NH4 maximum is larger

than observed, resulting in a large bias magnitude (0.41 mmol m-3)

for the full climatology. This large bias magnitude and large RMSE

for the full climatology can be explained by the high RMSE (0.30

mmol m-3) between the full and subsampled climatology. However,

the subsampled climatology has small bias (-0.02 mmol m-3) and

RMSE (0.23 mmol m-3).

In autumn, the observed climatology (Figure 5B) has a full water

column increase in NH4 near the river mouth, with values decreasing

offshore, whereas both the modelled climatologies (Figures 5F, J)

have a bottom NH4 maximum that is not seen in the observed. The

RMSE (≤0.47 mmol m-3) and bias magnitude (≤0.29 mmol m-3) are

low compared to the variability (0.53 mmol m-3) for the full versus

subsampled and full versus observation comparisons (Table 4). The

subsampled versus observed has an RMSE which is higher than the

variability (0.54 mmol m-3).

In winter, the observed NH4 is fairly homogeneous (values

approx. 0.5 mmol m-3) except for the deepest profile which has

lower NH4 in the mid-water column and near the bottom

(Figure 5C). Both the modelled climatologies have lower NH4

than the observed, and there is a more pronounced gradient

between the higher inshore values and lower offshore values

(Figures 5G, K). However, the bias magnitude (≤0.41 mmol m-3)

and RMSE (≤0.44 mmol m-3) are small when compared to the

variability (0.73 mmol m-3) for all 3 comparisons.

In spring, the observed NH4 has increased values inshore, and at

depth<40 m offshore (Figure 5D). Both the modelled climatologies

replicate this (Figures 5H, L), although the inshore maximum tends

to be bottom intensified in the modelled climatologies and the
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modelled climatologies tend to be homogeneous throughout the

water column in the observed. The RMSE between the full and

subsampled modelled climatology (0.33 mmol m-3) is close to the

variability (0.34 mmol m-3) which indicates that the sampling

regime may be inadequate in capturing the true climatology. This

is reflected in the higher RMSE (0.33 mmol m-3) and bias

magnitude (0.32 mmol m-3) for the full modelled climatology

compared to observations, although the subsampled model

performs well compared to observations with small RMSE and

bias (0.17 mmol m-3 and -0.01 mmol m-3 respectively).
3.2 The footprint of the rivers

Dye tracers (unique to each river) were released at the modelled

river entrances to indicate the footprint of the rivers in the time-

averaged-river scenario (Figure 6). The dye was released at a

concentration of 1kg m-3 so that a dye concentration of 1kg m-3

indicates that the water mass was 100% riverine water and a dye

concentration of 0 means that 0% of the water mass was riverine

water. The largest riverine flows into the modelling domain come

from three rivers at the bottom of the Firth of Thames (indicated in

Figure 1B). Hence, we show the dye tracers released from these

rivers combined in Figure 6A and the remaining rivers combined in

Figure 6B. Here we focus on the surface dye concentration, but the

results are similar for subsurface dye concentrations (see

Supplementary Material 3). The dye concentration in the whole

Hauraki Gulf region is dominated by the dye released from the three

main rivers at the bottom of the Firth of Thames. The other rivers
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FIGURE 5

Same as Figure 3 but for NH4.
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combined have a small footprint in the Tamaki Strait at the south-

eastern part of the domain (longitude 174.6° E to 175.2 °E and

latitude 36.8 °S to 36.9 °S; see Figure 1 for location). However, the

concentration of the dye in the Tamaki Strait that originated locally

is still smaller than the dye concentration that originated non-

locally from the three main rivers. For the rest of the Hauraki Gulf,

inputs of nutrients from the minor rivers have a very localized effect

at some river mouths.

The highest concentrations of riverine water (Figure 6A) occur

near the mouths of the three rivers in the Firth of Thames. The

concentration of riverine waters decreases away from the river

mouths, with less than 0.001% of the waters in the outer Hauraki

Gulf coming from riverine inputs. As the Firth of Thames rivers

dominate this system, in subsequent sections we focus on the

scenarios with time varying river inputs from the 3 main rivers in

the Firth of Thames.
3.3 The effect of riverine input on physical
processes

Changes in the riverine inputs can alter the salinity, density, and

subsequent flows of the Hauraki Gulf region (as seen in the difference

in the time-varying-river and no-river scenarios; Figure 7). The areas

with the largest riverine concentration are in the Firth of Thames and

this is the region which has some of the largest changes when riverine

inputs are removed from the model. The biggest differences between

the two simulations (time-varying-river and no-river scenarios) are

seen in the modelled salinity (Figures 7A–C). The riverine inputs are

associated with a lowering of the salinity and when riverine inputs are

activated a low salinity plume is evident in the time-averaged surface

modelled fields on the eastern side of the Firth of Thames. A lowered
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salinity value reaches into the outer Firth of Thames with salinity

differences evident as far north as 36.6°S.

The oceanic flows are also impacted by the flow of low-salinity

water into the domain (Figures 7D–I). When riverine inputs are

present, there is a northward surface current of<0.1 m s-1 associated

with the riverine plume (Figure 7F). On average this current is

situated to the eastern end of the Firth of Thames and carries

riverine water up to the entrance of the Hauraki Gulf. The riverine

waters are near the surface of the water column, and the associated

current is strongest at the surface and becomes weaker with depth.

In the near bottom this current is almost negligible with difference

in velocities between the time-varying-river and no-river scenarios

of less than 0.005 m s-1 (Figure 7I).
3.4 The effect of riverine input on
biological processes

Rivers are a large source of nutrients to the system and in the

time-varying-river scenario there is a large plume evident in the

Firth of Thames associated with the input of nutrients from the

rivers (Figure 8A). In comparison, the nutrient concentrations in

the Firth of Thames are low for the time-varying-nobio scenario

(Figure 8B), indicating that the source of nutrients in the Firth of

Thames is mostly from riverine input; the non-riverine sources of

nutrients (offshore cross-shelf exchange) do not extend this far into

the Hauraki Gulf. As such, the difference between the time-varying-

river and time-varying-nobio scenarios are greater in the Firth of

Thames, reaching values of up to 10 mmol m-3 (Figure 8C). Further

north, the nutrient concentration in the time-varying-river scenario

is small compared to the concentrations in the Firth of Thames. The

time-varying-nobio scenario also has a similar nutrient
A B

FIGURE 6

Average surface concentration of dye released from rivers at a concentration of 1kg m-3 in the time-average scenario. (A) The contribution to dye
concentration from three rivers located at the bottom of the Firth of Thames (see Figure 1B for location). These are the rivers used in the time-
varying-river and time-varying-nobio scenarios. (B) The contribution from all other rivers in this domain. Note that color is on a log-scale.
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concentration and the difference between the time-varying-river

and time-varying-nobio scenarios is small in the outer Hauraki Gulf

(<0.1 mmol m-3). This indicates that the nutrient supply in the

outer Hauraki Gulf is not sourced from the rivers but is dominated

by other processes such as the offshore exchanges of nutrients.

The results are similar for chlorophyll. The input of nutrients from

the rivers creates a phytoplankton bloom and, in the time-varying-river

simulation, there is a phytoplankton plume that forms at the river

mouth (from riverine inputs of nutrients) and extends into the Firth of

Thames. At the river mouth, the difference between the time-varying-

river and time-varying-nobio scenarios reaches a peak (>10 mg m-3).

Outside of the Firth of Thames, chlorophyll concentrations derived

from riverine sources of nutrients are small as other processes

dominate and the difference between the time-varying-river and the

time-varying-nobio scenarios decreases to a minimum (<0.1 mg m-3)

in the outer Hauraki Gulf.

Near bottomNO3 and chlorophyll concentrations for the time-varying-

river and time-varying-nobio scenarios are shown in Supplementary

Material 4. Slower currents on the bottom, the lack of a river-induced

flow (see Figures 7F, I) and mainly surface nutrient inputs from the rivers

mean that the difference between the time-varying-river and time-varying-

nobio scenarios is more noticeable at the surface.
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3.5 Nutrient budgets

Modelled fluxes of nitrogen in and out of the Hauraki Gulf

region occur due to riverine inputs, fluxes at the oceanic boundary

and a denitrification flux caused by processes occurring in the

sediments (Figure 9). On average, there is a flow in the time-

varying-river scenario into the Hauraki Gulf through transect 1

(Figure 9A; location marked as T1 on Figure 1B), creating a flux of

nitrogen into the Hauraki Gulf. At the surface, this tends to flow

zonally, across the top of the Hauraki Gulf (see Figure 7), which

results in a flux out of the domain in the surface of transect 2

(Figure 9B; location marked as T2 on Figure 1B). The subsurface

flows in this region are weaker but flow through transect 1 into the

Hauraki Gulf with subsequent flow out via transect 2 (Figure 9B).

However, the resulting flux out of transect 2 is less than that which

comes in via transect 1 (Figure 9B).

In general, the nitrogen flux into the Hauraki Gulf domain

through transect 1 (Figure 9A) is not balanced by the flux out of the

domain through transect 2 (Figure 9B), meaning there is a net flux

into the domain due to exchange with continental shelf waters

(Figure 9C). This flux tends to be larger than the flux into the

Hauraki Gulf from riverine input, but the riverine flux is still a
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FIGURE 7

Top row (A–C) shows average surface salinity, middle row (D–F) shows average surface current speed and bottom row (G–I) shows average bottom
current speed. Left column (A, D, G) is for a simulation with riverine inputs (the time-varying-river scenario), middle column (B, E, H) is for a
simulation with no riverine inputs (the no-river scenario) and right column (C, F, I) is the difference between these two simulations.
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significant contribution to the regional nutrient budgets. These

fluxes into the domain are balanced by a denitrification flux.
3.6 Variability

In the time-varying-river scenario, the largest variability in

modelled variables correspond to regions near the riverine inputs

of nutrients and regions near the outer Hauraki Gulf, with a region

in the center that has less variability (Figures 10A, F, K). In the Firth

of Thames, this variability corresponds to the flows caused by

riverine inputs. For salinity and the biological variables, on

average this flow tends to exist on the eastern side, but there is

large variability in the position of the riverine plume (Figures 10B–

E, G–J, L–O). This flow can be seen along the eastern side and

western side so that at any given time there are clear high (and low)

nitrogen and chlorophyll regions in (and out of) the plume. This

plume has a much lower salinity, higher nitrate, and higher
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chlorophyll concentrations than the surrounding water masses

and it is the variability in positioning of this plume that is

creating the variability. Similarly, the offshore fluxes and

upwelling of NO3 tend to occur as frequent events or pulses,

which result in the variability seen in the NO3 and phytoplankton

variables. This cross-shelf flux doesn’t have a large effect on salinity,

so the cross-shelf variance is not as high for salinity.
4 Discussion

4.1 Which regions are susceptible to
changes in environmental drivers?

The results presented here investigate two sources of nutrients into

the Hauraki Gulf region: cross-shelf exchange and riverine inputs. The

largest sources of nutrients into this system come from cross-shelf

exchanges; however, the dominant source of nutrients differs spatially
D

A B

E F

C

FIGURE 8

Time-averaged surface NO3 (top; A–C) and chlorophyll (bottom; D–F). Left (A, D) is for the time-varying-river scenario, middle (B, E) is for the time-
varying-nobio scenario and right (C, F) is the difference between these. A positive (negative) value in the right panel indicates that the time-varying-
nobio (middle) simulation has a smaller (larger) concentration however values are always positive as the time-varying-river simulation always has
chlorophyll and NO3.
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A B

C

FIGURE 9

Total nitrogen flux calculated as the sum of nitrogen stored in each of the model classes (NO3, NH4, phytoplankton, zooplankton and detritus). Top
left (A) shows fluxes over the northern continental shelf boundary to Hauraki Gulf. Top right (B) shows fluxes over the southern continental shelf
boundary to Hauraki Gulf. Bottom (C) shows the total flux across the continental shelf boundaries (Shelf; red), riverine fluxes (River, green) and
denitrification fluxes (Denit, blue). A positive (negative) value indicates a flux into (out of) the Hauraki Gulf. Fluxes are for the time-varying-river
scenario. See Figure 1B for location of the transects.
DA B E
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FIGURE 10

Variability (left; A, F, K) and snapshots of model outputs (right 4 panels; B, E, G–J, L–O; date shown in title). The snapshots show deviations from the
mean where a positive (negative) value means the snapshot is greater (less) than the mean. Dates were chosen to demonstrate different river plume
positions. Top to bottom rows show salt (g kg-1), NO3 (mmol m-3), and phytoplankton (mmol m-3). This is for the time-varying-river scenario.
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across the region. The offshore supply of nutrients tends to dominate in

the outer Hauraki Gulf and the riverine inputs of nutrients tend to

dominate the Firth of Thames region, a result consistent with the

nutrientmass-balance study of Zeldis and Swaney (2018). This result is

also consistent with other coastal regions in which there is a

diminishing effect of riverine-induced eutrophication as the water

moves into the highly variable open ocean waters (Zhang et al., 2007).

By comparing the simulations with and without riverine inputs

(time-varying-river versus time-varying-nobio), we can quantify

what percentage of biological activity comes from riverine input

versus cross shelf exchanges (Figure 11). Most of the system is

dominated by cross-self exchange, but riverine inputs dominate in

a region near the three main rivers in the Firth of Thames. From this

we can identify three regions with differing sources of nutrients and

subsequent biogeochemical dynamics (Figure 11). It follows from

this that the drivers of change will be different for the different

regions. Region 1 (yellow in Figure 11C) is dominated by the riverine

inputs of nitrogen into the system and will be affected by changes in

riverine inputs. This includes changes in land use and changes in

freshwater and nutrient runoff. For example, previous research has

shown that this region has already undergone significant changes due

to the historical increases in nutrient loading its rivers have received

(Snelder et al., 2018; Zeldis et al., 2022). While the time-varying-

nobio scenario presented here is an extreme situation to elucidate the

sensitivity of the region to the riverine forcing, it is not entirely

unrealistic, as the pre-anthropogenic total nitrogen loading was likely

lower than the present-day situation by ~85% (Snelder et al., 2018).

Region 3 (deep blue in Figure 11C) is dominated by exchanges

between the shelf break and the Hauraki Gulf. These exchanges are

driven by local and far-field winds and East Auckland Current

dynamics (Zeldis et al., 2004; Santana et al., 2021) and, as such, are

expected to be more susceptible to biogeochemical conditions

affecting those offshore waters, including changes in weather and

current patterns that alter cross-shelf exchange of nutrients. Region 2

(green in Figure 11C) has influences from offshore and riverine

inputs and will be susceptible to changes in both. These findings

indicate that the 3 regions are subject to varying forcing of
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biogeochemical dynamics, consistent with the regional variation in

carbonate and oxygen dynamics described in the observation-based

studies of Zeldis and Swaney (2018) and Zeldis et al. (2022).

In addition to long-term changes in oceanic flows and land

runoff, regions 1 and 3 have a large variability due to event-scale and

weather driven forcing. For region 3, seasonal and interannual scale

variability in mesoscale winds are known to modulate the

circulation and nutrient dynamics (Sharples and Greig, 1998;

Zeldis et al., 2004; Sharples and Zeldis, 2021). For region 1,

seasonal to interannual variation in runoff of freshwater and

nutrients, potentially driven by climatic variation and land use

management changes will be most important (Zeldis and Swaney,

2018). As such, these regions are more susceptible to changes in the

frequency and scale of these respective forcings.
4.2 Model representation of organic
sediment fluxes

In this model, detritus that sinks past the bottom grid cell is

instantly remineralized with a portion being lost from the system

due to denitrification. We have followed Fennel et al. (2006) who,

based on empirical data, calculated this denitrification flux to be

75% of the detrital matter reaching the bottom grid cell. However,

in the Hauraki Gulf, it is possible that this denitrification process is

becoming less efficient, leading to less nitrogen loss by this process

(Zeldis and Swaney, 2018). Future simulations that investigate long-

term changes in denitrification efficiency could investigate this.

The instant remineralization assumption was made for coding

simplicity and, whilst it is a common assumption in estuarine and

coastal biogeochemicalmodelling studies (Fennel et al., 2006; Gan et al.,

2014; Li et al., 2020; Yu et al., 2021; Tak et al., 2022), its effect on the

modelling results needs to be carefully considered. This instant

remineralization assumption means that the release of NH4 from the

sediments after a large detrital-deposition event will occur earlier in the

model thanwhatwould be observed in a real system. In themodel, large

detrital deposits occur just after the spring and summer blooms, and
A B C

FIGURE 11

Percentage of surface nutrients (A) and (B) phytoplankton that originated from nutrient loading from rivers in the time-varying-river scenario. The
75%, 50% and 25% contours are shown in black. (C) Schematic of the three regions identified in the text. Biological dynamics are dominated by
riverine processes in the yellow region, offshore processes in the blue region and both in the green region.
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there is an increase in modelled NH4 in summer and autumn,

particularly in the near bottom layers. However, in the observations

the NH4 maxima occur during the summer and winter months,

suggesting that the timing of the modelled bottom NH4 peak in

autumn is affected by the instant remineralization assumption. It

follows that the seasonal cycle of denitrification (Figure 9) could also

be offset from that which is occurring in the real system. Accordingly,

we have refrained from further investigations of seasonally resolved

estimates of nitrogen fluxes for this region in this study. Whilst these

model/data differences do not invalidate the results presented here, the

instant remineralization assumption needs to be considered for future

applications of this model.

There are more complex benthic parameterizations and models

that can be used to represent benthic fluxes (e.g., Moriarty et al.,

2017), but without the data to constrain and assess these it is unclear

if they will improve the representation of the system. Future work

should focus on collection of data to understand the behavior of

sediment and denitrification fluxes for this system.

4.3 Estimates of seasonal averages from
sparse observations

The observational dataset used here was a long-term, spatially

resolved survey where discrete seasonally resolved samples have been

used to create climatologies for the Hauraki Gulf. In this work, two

modelled climatologies have been used to understand the

uncertainties introduced by sampling bias in the observed

climatology (Figures 3–5 and Section 3.13). We created a modelled

climatology that has been subsampled (temporally and spatially) to

represent a similar sampling regime as the observed climatology and

compared this with a modelled climatology created using all available

model outputs. We found that there were differences between them,

which suggests that the sampling regime used to collect the real-world

observations is biased by event scale processes, or that the model has

far greater variability than seen by the observations. These

uncertainties need to be considered when interpreting the processes

captured in the modelled and observed climatologies.

Themost notable difference between themodelled subsampled and

the full climatology comparisons is in the summer where the modelled

subsampled climatology has an along-transect gradient in chlorophyll

and homogeneously mixed NO3 whereas the modelled full climatology

has subsurface maxima in chlorophyll and NO3. This suggests that the

interannualvariability inbiologicalproperties insummeris largeenough

that our sampling regime does not fully capture this variability. Zeldis

et al. (2022) shows that there is interannual variability in the onset of the

subsurface bloom with the onset occurring anytime between summer

and autumn. We suggest that more intensive sampling around this

period will better enable us to understand and represent this process in

our models and observational climatologies.
4.4 Model and data comparisons

With the potential uncertainties introduced in the sampling

methods in mind, the model performance was assessed against

those data. Three variables were compared over four seasons, giving
Frontiers in Marine Science 17
12 different comparisons. Ten of these comparisons were shown to

reproduce features analogous to those observed or had large

uncertainties in the observational sampling methods. Two of the

comparisons showed little difference between the two different

modelled climatologies, but a big difference between the modelled

climatologies and observations. The low differences between true

and subsampled modelled climatologies suggest that observational

sampling techniques were not adding biases to the climatology, and

these differences occur due to systematic model errors. The

comparisons under question were for winter NH4 and autumn

chlorophyll. Winter NH4 is likely due to the above-mentioned

biases introduced with a simplified representation of sediment

processes. The model does not capture a subsurface chlorophyll

bloom in autumn. Zeldis et al. (2022) shows that this autumn

subsurface chlorophyll bloom is driven by a stratification of the

water column. Whilst the model’s temperature and salinity perform

well against the observed timeseries in autumn, the coarse

resolution of these data in the vertical means that the assessment

of the modeled vertical stratification is also imperfect due to the

coarse vertical resolution. As such, we suggest that the vertical

stratification and other factors such as parameterizations involving

phytoplankton growth, zooplankton grazing and chlorophyll to

mass ratios in phytoplankton during autumn need to be further

investigated to understand the modelled autumn chlorophyll.

Figure 2 shows that the maximum errors in modelled

temperature occur in late winter/early spring which suggests that

heat fluxes are not well represented during this time. In addition to

this, Figure 3 shows that modelled spring nitrogen is well mixed

throughout the water column whereas observations show that

surface nitrogen is depleted. Combined, this suggests that the

model is not capturing water column dynamics such as

stratification during this time. We suggest that future work

should also investigate atmospheric fluxes during spring to better

capture this process.

In Figure 8 we show that there is about a 4 mg m-3 change in

chlorophyll between the time-varying river and no river

simulations. However, the model underestimated the chlorophyll

by about 1-2 mg m-3 in autumn. Autumn makes up 25% of the

model outputs so we estimate that the modelled autumn bias could

add up to 15% to these results.

Other sedimentary processes that are not captured by the

model, or covered by the observations, include those occurring on

the tidal-flat and shallow (<5m deep) areas about 2-4 km offshore

near the three main rivers in the inner Firth of Thames. Whilst there

is no evidence that missing this process is creating a wide-spread

modelled overestimation of phytoplankton growth, future work

investigating this process could help inform the model’s estimation

of phytoplankton growth in the Firth of Thames region.
5 Summary and future work

The results indicate that both observational and modelling

estimates of the Hauraki Gulf system have their benefits and

drawbacks. Here we combine the two to understand the

limitations of each and provide a better overall picture of the
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dynamics of the Hauraki Gulf. The biogeochemical model expands

on previous observation and mass-balance modelling studies of the

biogeochemistry of the region (Zeldis and Swaney, 2018; Zeldis

et al., 2022) by adding spatial and temporal resolution to the

description. From this we have ascertained that there are three

main biological regions in the Firth of Thames: riverine dominated,

offshore exchange dominated and an intermediate transition zone

incorporating much of the Hauraki Gulf. However, there is also a

large temporal variability in this system.

The model was used to assess the observed sampling regime to

ensure that it was not biased by event-scale variability. It was found that

the sampling regime was mostly adequate to remove biasing due to

event scale processes, however more data needs to be collected during

the summermonths to better understand the biases during these times.

The representation of fluxes between the sediments and the water

column is a process that should be considered for observational studies

combined with future model development. When combined, models

and observations can provide complementary views of the system and

can assist in informing each other’s methodologies and interpretation

of results. It forms a basis for investigations of environmental impacts

and stressors in the region, including assessing the relative impacts of

terrestrial and oceanic forcing of the system and informing limit setting

for catchment nutrient runoff.
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