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Abstract 
Bias and inflation in genomic evaluation with the single-step methods have been reported in several studies. Incompatibility between the 
base-populations of the pedigree-based and the genomic relationship matrix (G) could be a reason for these biases. Inappropriate ways of 
accounting for missing parents could be another reason for biases in genetic evaluations with or without genomic information. To handle these 
problems, we fitted and evaluated a fixed covariate (J) that contains ones for genotyped animals and zeros for unrelated non-genotyped ani-
mals, or pedigree-based regression coefficients for related non-genotyped animals. We also evaluated alternative ways of fitting the J covariate 
together with genetic groups on biases and stability of breeding value estimates, and of including it into G as a random effect. In a whole vs. 
partial data set comparison, four scenarios were investigated for the partial data: genotypes missing, phenotypes missing, both genotypes and 
phenotypes missing, and pedigree missing. Fitting J either as fixed or random reduced level-bias and inflation and increased stability of genomic 
predictions as compared to the basic model where neither J nor genetic groups were fitted. In most models, genomic predictions were largely 
biased for scenarios with missing genotype and phenotype information. The biases were reduced for models which combined group and J 
effects. Models with these corrected group covariates performed better than the recently published model where genetic groups were encap-
sulated and fitted as random via the Quaas and Pollak transformation. In our Norwegian Red cattle data, a model which combined group and J 
regression coefficients was preferred because it showed least bias and highest stability of genomic predictions across the scenarios.

Lay Summary 
Our study dealt with strategies on how to reduce biases (inflation and level-bias) and improve a parameter related to accuracy (stability) of 
genomic predictions of breeding values that combine genotyped and non-genotyped animals, which are denoted as single-step genomic pre-
dictions. We tried to remedy incompatibilities between the pedigree- and the genomics-based relationships matrices by fitting a covariate (J) 
that corrects for base-population differences that may occur between both relationship matrices. We also evaluated alternative ways to combine 
the J covariate and genetic group effects to account for missing parental information, which often occurs in practical breeding schemes. We 
found that fitting J either as fixed or random reduced level-bias and inflation and increased stability of genomic predictions as compared to the 
basic model where neither J nor genetic groups were fitted. Level-biases and inflation of breeding value estimates were reduced, and stability 
of genomic predictions improved for models which combined group and J effects. A model which fits group regression coefficients minus the 
part that could be explained from pedigree was recommended because it showed least bias and highest stability across the scenarios and has 
theoretical justification.
Key words: genetic groups, inflation, J factor, level-bias, Norwegian Red cattle, single-step genomic BLUP
Abbreviations: EUPG, encapsulated unknown parent groups; GBLUP, genomic best linear unbiased prediction; GEBV, genomic estimated breeding values; 
GPed-only, only genotypes and pedigree information were used; GPPed, genotypes, phenotypes, and pedigree information were used; NoPed, no pedigree 
information (missing pedigree) was used; Ped-only, only pedigree information was used; PPed-only, only phenotypes and pedigree information were used; SNP, 
single nucleotide polymorphisms; SSGBLUP, single-step genomic best linear unbiased prediction; ssSNPBLUP, single-step SNP best linear unbiased prediction

Introduction
Unbiased predictions of breeding values are crucial in selec-
tions across heterogeneous groups of selection candidates 
(e.g., different ages or genotyped and non-genotyped) and 
for accurate estimation of genetic trend. Genomic predictions 
with the single-step genomic BLUP (SSGBLUP) approach are 
expected to yield unbiased genomic estimated breeding value 

(GEBV) as it combines all available data from genotyped and 
non-genotyped animals in one analysis (Legarra et al., 2009; 
Aguilar et al., 2010; Christensen and Lund, 2010). This inte-
gration should allow information on unselected animals to be 
included, with all relationships tracing back to a conceptual 
unselected base-population. The SSGBLUP method assumes 
that genomic relationships (G) and pedigree relationship 
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(A) matrices refer to the same base-population. However, 
this assumption may not hold in practice as A and G refer 
to different base-populations. Incompatibility between the 
base-populations of the A and G matrices could be one of the 
reasons for biases observed in SSGBLUP genomic predictions. 
To handle this problem, VanRaden (2008) suggested the use 
of base-population allele frequencies when computing G to 
achieve compatibility of G and A. However, base-population 
allele frequencies are rarely available in practice since base 
animals are not genotyped (Powell et al., 2010; Christensen, 
2012) though such frequencies can be estimated as in Gengler 
et al. (2007) and Aldridge et al. (2019).

Several studies have discussed this problem and proposed 
solutions for the SSGBLUP procedure (Meuwissen et al., 
2011; Vitezica et al., 2011; Christensen, 2012; Legarra et al., 
2015) or for the ssSNPBLUP model (Fernando et al., 2014; 
Fernando et al., 2016; Hsu et al., 2017). Fernando et al. 
(2014) proposed to fit a fixed covariate (J) that contains ones 
for genotyped animals and zeros for non-genotyped animals, 
whose genotypes could also not be imputed (i.e., those that 
are not related to genotyped animals), and otherwise sums of 
the regression coefficients used for genotype imputation. Hsu 
et al. (2017) fitted the J factor in the ssSNPBLUP model using 
simulated data and observed an increased accuracy when J 
was included in the model for populations under selection. 
They showed that estimating the effect of this covariate 

(
µg

)
 

implicitly estimates the (base) allele frequency by which the 
marker genotype codes should be centered. The latter is thus 
estimated from the data by estimating this intercept. The 
covariate Jµg of Fernando et al. (2014) and Hsu et al. (2017) 
is very similar to the covariate α in Vitezica et al. (2011) and 
Chen et al. (2011). The difference is that in the first case it is 
fitted as fixed and explicitly estimated, and in the second case 
it is random and absorbed into G.

In a simulation study, Bermann et al. (2021) extended the 
J covariate from Hsu et al. (2017) to the SSGBLUP approach 
and fitted it as a fixed effect. Vandenplas et al. (2021) fitted 
the J covariate as a fixed effect for milk and temperament in 
Dutch and Belgium dairy cattle using the ssSNPBLUP model. 
The J covariate could be fitted as a fixed variable in the 
SSGBLUP model (Bermann et al., 2021) and would account 
for a possible genetic difference between the non-genotyped 
and genotyped animals (Vitezica et al., 2011; Fernando et al., 
2014; Hsu et al., 2017; Bermann et al., 2021). However, it 
does not correct for any differences in the variance of genetic 
relationships that may result due to differences in base-pop-
ulations, which was addressed by Legarra et al. (2015). The 
J covariate also accounts for part of the genetic difference 
between genotyped and non-genotyped animals that can be 
explained by genotype imputation. Due to the latter, the J 
covariate can affect biases and accuracy of prediction (Fer-
nando et al., 2014; Hsu et al., 2017). Thus, the J factor cor-
rection may improve genomic predictions of the ssSNPBLUP 
(Hsu et al., 2017) and the SSGBLUP (Vitezica et al., 2011; 
Bermann et al., 2021) models using simulated data, and we 
want to confirm and quantify these improvements here in 
Norwegian Red cattle data using SSGBLUP.

Another reason for bias and inflation in single-step genomic 
predictions (and in pedigree-based BLUP) could be due to 
inappropriate corrections for missing parents (genetic groups) 
that could come from several founder populations. The 
genetic groups account for genetic differences among those 
founder populations and ignoring them in genetic evaluations 

would result in biased predictions (Kennedy, 1981; Quaas, 
1988). Several studies modeled genetic groups in single-step 
genomic evaluations context (Misztal et al., 2013; Bradford 
et al., 2019; Tsuruta et al., 2019) using different strategies 
that have recently been summarized by Masuda et al. (2021) 
who also proposed a new strategy for modeling group effects. 
Effects of genetic groups on bias and accuracy in those studies 
varied based on sources of the genetic groups (either from A 
or combined relationship matrix H), amount of information 
available in defining genetic groups, strategies used to model 
them and trait heritability. Genetic groups can also be fitted 
together with the J factor in genomic evaluations (Tsuruta 
et al., 2019; Bermann et al., 2021; Vandenplas et al., 2021). 
Alternative ways of combining the genetic groups with the J 
factor were envisaged and evaluated here.

Hence, the objective of this study was to evaluate alterna-
tive approaches to fitting genetic groups and J factor on biases 
and a parameter related to accuracy (stability) of SSGBLUP 
evaluations in Norwegian Red cattle. Our results are thus 
applicable to breeding value evaluations where both genetic 
group and J factor corrections are required, which is the case 
in many situations. In addition, we compared fitting the J fac-
tor and genetic group effects as fixed or as random effects as 
proposed by Vitezica et al. (2011) and Masuda et al. (2021).

Materials and Methods
Animal Care and Use Committee approval was not obtained 
for this study because the data were obtained from an existing 
database supplied by GENO SA (https://www.geno.no).

Theory
Fernando et al. (2014) and Hsu et al. (2017) described the 
theoretical background for deriving and fitting of the J covari-
ate that implicitly adjusts for the allele frequencies of the gen-
otype data in the ssSNPBLUP model. As the ssSNPBLUP is 
equivalent to the SSGBLUP model, this approach towards 
adjusting of genotypes can be applied to both methods (Hsu 
et al., 2017). Bermann et al. (2021) derived SSGBLUP equa-
tions that are equivalent to the method proposed by Hsu et 
al. (2017). Our procedure to calculate the J factor follows 
the Fernando et al. (2014) approach and is briefly described 
below.

Let M2 denote the matrix of genotypes for genotyped indi-
viduals and M̂1 denote the matrix of imputed genotypes for 
individuals that are not genotyped using A matrix-based 
regression coefficients, i.e., M̂1 = A12A−1

22 M2 with denoting 
the block of the A12A matrix that pertains to non-genotyped 
(1) and genotyped animals (2), and A22 denoting the pedigree 
relationships between the genotyped animals. The model for 
the genotypic values of non-genotyped individuals, g1 and 
genotyped individuals, g2 is given by Equation 4 of Hsu et 
al. (2017) as

g = 1µ+ Jµg +Mα+ ε,

where g = [g′1g
′
2]

′M is a matrix of imputed 
Ä
M̂1

ä
 and 

observed (M2) genotypes; α is a vector of marker genotype 
effects; ε is a vector of imputation residuals for non-gen-
otyped animals: ε is the part of the genotypic value that 
cannot be predicted from imputed marker genotypes (due 
to imputation inaccuracies) and is predicted using pedigree 
relationships in SSGBLUP; µ is the overall mean and equals 
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the expected genetic value of non-genotyped animals with-
out pedigree relationships to genotyped animals; µg is the 
intercept of the regression of the marker genotypes, i.e., it 
is the average genotypic value of an hypothetical animal i 
with genotypes at all markers, Mi, equal to the mean geno-
type (E (Mi)), i.e., µg = α′E (Mi) (Hsu et al., 2017) and the 
J covariate is

J =

ñ
J1
J2

ô
=

ñ
A12A−1

22 1
1

ô
, which can be obtained efficiently, 

using partitioned inverse results, by solving the easily 
formed very sparse system, where A11J1 = −A12J2 yielding 
J1 = −(A11)

−1
A12J2 (Fernando et al., 2014). In case of mil-

lions of non-genotyped descendants of genotyped animals (as 
in dairy cattle), the J covariate is readily computed using the 
method proposed by Tribout et al. (2019). It may be noted 
that the sign of J is switched here relative to Hsu et al. (2017), 
but this does not affect the regression model.

Phenotype, genotype, and pedigree data
Phenotypes on first lactation milk yield were provided by 
GENO SA (https://www.geno.no) from their national routine 
genetic evaluations on 3,390,184 Norwegian Red cows, with 
lactation data from 1979 and onwards. Descriptive statis-
tics of lactation milk yield are presented in Table 1. A pedi-
gree containing 4,624,098 animals that linked animals with 
records (cows) and bulls was also available. Genotype data 
were also provided by GENO SA on 30,729 animals (cows 
and bulls), of which 10,989 animals had phenotypic records. 
The genotype data consisted of 30,300 single nucleotide poly-
morphisms (SNP) markers on 29 autosomes for Norwegian 
Red cattle. Prior to 2015, animals were genotyped on Affyme-
trix 25K and Illumina BovineSNP50K (v1 and v2) and from 
2015 genotyping has been done on a customized 50K Affy-
metrix chip (see (Nordbø et al., 2019) for details). Markers 
with Mendelian inconsistency across chips were removed and 
the final SNP set is the overlap of high-quality SNP between 
the 50K chips. Missing genotypes were imputed with FImpute 
v2.2 (Sargolzaei et al., 2014). Among genotyped animals, 674 
young cows with records were selected for validation. The 
young cows selected for validation could have progeny, but 
their progeny did not have phenotypic information to avoid 
including information from such close relatives. Different 
scenarios were considered for the validation animals where 
their phenotypes, or genotypes, or both phenotypes and gen-
otypes, or pedigree information was missing (see “Evaluation 
of models” section for detailed descriptions of scenarios).

The J factor and genetic groups
Values for the J factor were derived for millions of animals 
in the pedigree using the aforementioned formula in the 

Julia computing environment (Bezanson et al., 2017). New 
J values were also calculated after setting parents of vali-
dation animals to missing in the pedigree (for missing ped-
igree scenario). The J factor was also modified as J* = 1-J 
(i.e., genotyped animals had zero J values) which was used  
to modify genetic group (Q) contributions when it was  
necessary.

Missing parents were grouped by year of birth and by the 
following classes: the missing parent is a missing on-farm bull 
or a missing AI sire or a missing dam. This resulted in 115 
groups which were fitted as fixed covariates or as a random 
variable following Masuda et al. (2021)’s EUPG (encapsu-
lated unknown parent groups) method. New Q contributions 
were also calculated after setting both parents of animals in 
the validation group to missing. This aimed to investigate 
effects of missing pedigree on genomic predictions. Figure 1 
presents distribution of animals with or without phenotypes 
per genetic group. Different Q variants or combination of J 
and Q (thereof: Q*, Q + and Q-Q+, see below) were created 
using either the J or J* covariate, and the Q variants and J 
covariate were illustrated using an example pedigree (see Sup-
plementary Appendix A).

Combing J and genetic groups
Let us first consider, a situation where the breeding value eval-
uation consists of two populations A and B, without much 
missing pedigree. We fit the population effects by a genetic 
group correction. However, the differences between geno-
typed and non-genotyped animals may be different in pop-
ulations A and B. Hence, we would need to fit two J factors: 
one for each population. With more complicated genetic 
group structures, the fitting of the J factor per genetic group 
becomes more complicated but approaches to this problem 
are developed below.

Second, consider a single population where all animals are 
genotyped, and GBLUP is applied. This requires construct-
ing the G matrix based on the genotypes, but pedigree is 
not required. Hence, there can be no missing pedigree, and 
no genetic group corrections due to missing pedigree are 
required. This suggests that in SSGBLUP genetic group cor-
rections should be applied to pedigree relationships only and 
not to G (Masuda et al., 2021). The Q* and Q-Q + approaches, 
described below, attempt to correct non-genotyped animals 
for genetic group and J factor effects whilst avoiding such cor-
rections for genotyped animals. Since the Q* and Q-Q + cor-
rections have 0 coefficients for genotyped animals (see below), 
the relationships among genotyped animals remain G even, 
e.g., after absorption of the Q-Q + effects or Quaas and Pollak 
(QP) transformation.

One way to achieve this is to fit a group times J* effect, 
noting that fitting J* is equivalent to J and J* has zero coeffi-
cients for genotyped animals. To fit this Q times J* effect, we 
fit a Q* matrix whose columns are obtained by multiplying 
the columns of Q by J* on an element-by-element basis. Since 
Q* has zero coefficients for the genotyped animals (e.g., Sup-
plementary Appendix Table A1), fitting Q* does not correct 
genotyped animals for genetic groups.

The Q + matrix was obtained by assuming that the 
genetic groups also affect the mean of the marker geno-
types E

(
Mi(k)

)
, and thus, µgk = α′E

(
Mi(k)

)
 for group k. 

Hence, every group k obtains its own regression coefficient, 
which µgk was estimated following Hsu et al. (2017). For 
the genotyped animals (2), regression is thus on Q+

2 = Q2,  

Table 1. Number of records (N) and descriptive statistics of J covariate 
and lactation milk yield in tons (T)

Item1 N Mean SD Min Max 

Milk yield, T 3,390,184 6.58 1.39 0.56 19.70

J1 4,593,369 0.79 0.29 −0.01 1.68

J2 30,729 1 0 1 1

1J1 and J2 are part of the J covariate vector that pertain to non-genotyped 
and genotyped animals in pedigree, respectively.
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i.e., the usual genetic group contributions (which replaces 
J2 = 1 in the J factor), and for the non-genotyped animals 
(1), these coefficients are imputed in the same manner as J1, 

i.e.,. Q+
1 = A12A−1

22 Q
+
2 . Hence, Q+ =

ñ
Q+

1

Q+
2

ô
=

ñ
A12A−1

22 Q2

Q2

ô
, 

where Q+
1  and are the blocks of the Q+

2  Q + covariates for 
non-genotyped and genotyped animals, respectively. The 

Q−Q+ =

ñ
Q1 − A12A−1

22 Q2

0

ô
 matrix was obtained by tak-

ing the difference between the original group Q and modified 
group Q + contributions. The effect of this is that genotyped 
animals do not get a group correction (as in Q*), and non-gen-
otyped get only a group correction as far as their genotypes 
cannot be predicted from the genotyped animals. The deriva-
tion of the Q-Q + correction follows that of the derivation of 
the J factor but applied to genetic groups (see Supplementary 
Appendix B).

Alternative models for data analysis
We considered several SSGBLUP models for comparing dif-
ferences in level-bias, inflation, and stability of genomic 
predictions. The models differ in whether J or Q (or the Q 
variants: Q*, Q + and Q-Q+) were fitted or not. A summary 
of the models is given in Table 2. All the methods fitted the 
general model:

y = Xb+Wh+ Zu+ Z (t) + e,

where y is a vector of 1st lactation milk yields; b is a vector of 
fixed effects of year × month of calving, age × lactation num-
ber, and days open; h is a vector of random herd-year effects; u 
is a vector of random animal effects; t denotes model options 
for fitting J or Q or variants of Q effects, which are described 
below; e is a vector of random residual effects. X, W, and Z are 
design matrices that relate records to the corresponding effects.

Figure 1. Distribution of animals with or without phenotypes per genetic group.

Table 2. Summary of model options (t), numbers (#), acronyms, and descriptions

# Option(t)1 Acronym Brief description 

1 — SSGBLUP_N A base model that fitted neither J nor Q.

2 Jµg SSGBLUP_J J was fitted as a fixed covariate.

3 u SSGBLUP_Jr J was fitted as random variable via G modification.

4 Qg SSGBLUP_Q Q was fitted as fixed covariates.

5 Qg +Jµg SSGBLUP_QJ Q and J fitted in the model as fixedcovariates.

6 Qg SSGBLUP_QJr Fixed Q was fitted with random J covariate.

7 Q∗g∗ SSGBLUP_Q* The Q matrix was modified to Q* using J*=J-1.

8 Q∗
01g

∗
01 SSGBLUP_Q∗

01 Q* was obtained using J values limited to 0 to 1.

9 (Q−Q+) g− SSGBLUP_Q-Q+ The Q-Q+ fits group effects corrected for the part that can be explained by genotypes.

10 (Q−Q+)0g
−
0 SSGBLUP_Q-Q+

0 Minimum value of Q−Q+ is set zero

11 Qg SSGBLUP_
EUPG

Q was QP transformed and fitted as random variable following Masuda et al (2021) method.

1u is a vector of random animal effects, which implicitly account for J effects; µg is effects of J covariate; g, g∗, g∗01, g
−, or g−0  is a vector of genetic group Q, 

Q*, Q-Q+, (Q−Q+)0, or Q∗
01 estimates, respectively.
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In this study, eleven model options t were fitted and eval-
uated under different scenarios. For the first model, the 
model option t does not exist as this model is a base model 
for comparison that fitted neither J nor Q (SSGBLUP_N). 
This model is not relevant in practice as corrections for 
genetic groups and base population differences are needed. 
In SSGBLUP_N, GEBV are the same as the animal solu-
tions. For the second model, t= Jµg and J was fitted as a 
fixed covariate with µgeffect, and the model is denoted as 
SSGBLUP_J. In the SSGBLUP_J model, GEBV are defined 
as û+ Jˆµ g. For the third model, t = u and J was implic-
itly fitted as a random variable (SSGBLUP_Jr) following 
Vitezica et al. (2011)’s method, i.e., the mean difference 
between the A22 and G matrices was added to all elements 
of the G matrix. The first Zu term in the above general 
model is not needed for the SSGBLUP_Jr model. Here, 
GEBV = û, which implicitly accounted for the J effect. 
For the fourth model, t = Qg and Q was fitted as fixed 
covariates (SSGBLUP_Q) with group effect g. This model 
is relevant as it fits genetic groups, but it failed to cor-
rect for genetic base differences between A and G. Here,  
GEBV = û+Q“g .

In addition to fitting J and Q separately, we have fit-
ted Q and J jointly in the same model in several ways. 
In the fifth model, t = Qg+ Jµg, where Q and J were fit-
ted simultaneously as fixed covariates (SSGBLUP_QJ). 
Here, J and Q were assumed independent and have sepa-
rate effects. GEBV = û+Qĝ+ Jˆµ g. For the sixth model, 
t = Qg, where Q was fitted as fixed covariate together 
with an implicit random J covariate (SSGBLUP_QJr). 
GEBV = û+Q“g , and here, the ûimplicitly accounted 
for the J effect by modifying the G matrix. For the sev-
enth model t = Q*g*, where the Q matrix was modified 
to Q* and fitted as fixed covariates (SSGBLUP_Q*) with 
g* effects. Here, GEBV was defined as û+Q∗ĝ∗. The J 
values are generally between 0 (for non-genotyped ani-
mals whose genotyped cannot be predicted) and 1 (for 
genotyped animals), but we observed values beyond this 
range (Table 1). So, in the eighth model (SSGBLUP_Q∗

01)  
where t = Q∗

01g
∗
01, J values were truncated to be between 0 

and 1 (negative J values were set to 0 while J values greater 
than 1 were set to 1), and then Q* was obtained as in 
the seventh model but using the truncated J values. Here, 
GEBV = û+Q∗

01ĝ
∗
01, where ĝ∗01 are estimated group effects.

The ninth model was to fit t = (Q−Q+) g−. The 
Q-Q + fits group effects corrected for the part that can be 
explained by the genotype data (SSGBLUP_Q-Q+). Here, 
GEBV= GEBV = û+ (Q−Q+) ĝ−, where ĝ− are predicted 
group effects. Minimum values of Q-Q + are expected to be 
non-negative but negative values were observed in practice. 
Hence, effects of imposing restrictions on Q-Q + values to 
non-negative number (Q-Q + values less than zero were set to 
0) were evaluated in the tenth model 

(
SSGBLUP_Q−Q+

0

)
.  

For this model, t = (Q−Q+)0g
−
0 . Here, GEBV was defined 

as û+ (Q−Q+)0ĝ
−
0 , where ĝ−0  were predicted group effects. 

Finally, Q was QP transformed and fitted as random 
variable following Masuda et al. (2021)’s EUPG method 
(SSGBLUP_EUPG). Here, GEBV = û, which also include 
genetic group effects. The EUPG method first includes the 
group effects into the A matrix by the QP transformation 
resulting in A∗

Σ, and next uses the single-step procedure to 
calculate H∗ (see below for details), instead of the other 
way around, i.e., first calculate H−1 and next include group 

effects [as in Misztal et al. (2013)]. Thereby, EUPG assumes 
that genomic relationships improve upon pedigree rela-
tionships that include group effects, instead of improving 
upon pedigree relationships before including group effects 
(Masuda et al., 2021).

All the SSGBLUP models were used as implemented in 
DMU (Madsen and Jensen, 2013) without using the G-AD-
JUST option except for SSGBLUP_EUPG model where for 
computational reasons, MiX99 (Lidauer et al., 2019) was 
used for prediction. Genomic breeding values were predicted 
using variance components (σ2

a = 0.250, additive genetic 
variance;σ2

h = 0.346, herd-year variance; and σ2
e = 0.699,  

residual variance) and heritability (h2 = 0.263). This is a single 
lactation version of the variance components used in GENO’s 
routine evaluation, where the variance explained by perma-
nent environment variance is transferred to the residual vari-
ance.

Genomic relationships and inverse of unified 
relationship matrix
The SNP markers were used to construct the G matrix as in 
VanRaden (2008) using the program Gmatrix v2 (Su and 
Madsen, 2014) i.e., G = MM′∑

j
2pj(1−pj)

, where M is a matrix 

of standardized genotypes with elements Mij denoting the 
number of 1 alleles of animal i at marker j expressed as a 
deviation from its mean, 2pj. The allele frequency pj was cal-
culated based on observed genotypes. To make G invertible, 
a value of 0.01 was added to its diagonal elements. For the 
SSGBLUP_Jr, SSGBLUP_QJr, and SSGBLUP_EUPG models, 
the G matrix was scaled to correct for genetic base differ-
ences between genotyped and non-genotyped individuals as 
G∗ = G+ 11′a, where a is a constant value that was calcu-
lated as the mean difference between A22 and G (Vitezica et al., 
2011). The inverse of the combined relationship matrix was 
implicitly constructed by DMU (Madsen and Jensen, 2013) as 

H−1 =

ñ
A11 A12

A21 A22 +GRM−1 − A−1
22

ô
 (Legarra et al., 2009; 

Aguilar et al., 2010; Christensen and Lund, 2010), where 
GRM is the genomic relationship matrix, which is based on 
either G or G*. The inverse of numerator relationship matrix is 

A−1 =

ñ
A11 A12

A21 A22

ô
. For SSGBLUP_EUPG, we constructed 

the H−1 following Masuda et al. (2021)’s EUPG method using 

their Equation (6) as H∗ = A∗ +




0 0 0

0 G∗−1 − A∗
22 0

0 0 0


.  

The A∗
Σ is inverse of the numerator relationship matrix 

including random genetic group effects using the QP trans-
formation (Quaas and Pollak, 1981) and was computed 

asA∗
Σ =

ñ
A−1 −A−1Q

−Q′A−1 Q′A−1Q+Σ−1

ô
, where Ʃ is the additive  

relationship among group effects. Following Masuda et al. 
(2021), we assumed that Ʃ is the identity matrix. The G∗−1 
is inverse of the scaled G matrix (G∗). The H∗ matrix and 
all other matrices required for construction of H∗were com-
puted in Julia (Bezanson et al., 2017). The H∗ was provided 
to MiX99 (Lidauer et al., 2019) for genomic prediction in 
GBLUP setting, and results from the analyses with H∗ were 
compared to those with H-1 where groups were fitted as fixed 
covariates.
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Evaluation of the models
Inflation, level-bias, and stability of GEBV from the alterna-
tive models were estimated using the linear regression (LR) 
method (Legarra and Reverter, 2018; Macedo et al., 2020a). 
The LR method estimates these parameters based on two sub-
sets of GEBV that are estimated with “partial” (less infor-
mation) and “whole” (more information) datasets for the 
same individuals. This method relies on the assumption that 
cov

(
ûw, ûp

)
= Var

(
ûp
)
, where ûp and ûw denote the GEBV 

based on the partial and whole data set, respectively. Reverter 
et al. (1994) showed that this assumption is valid when 
additional phenotypes become available when moving from 
the partial to the whole data set. Supplementary Appendix 
C shows that the (Cov

(
ûw, ûp

)
= Var

(
ûp
)
 assumption also 

holds when extra genotypes or extra pedigree information 
become available when moving from the partial to the whole 
data set.

In this study, four partial datasets (scenarios) were obtained 
by masking phenotypes (GPed-only scenario), or genotypes 
(PPed-only scenario), or both phenotypes and genotypes 
(Ped-only scenario), or pedigree info (NoPed scenario) for 
674 young validation animals. The whole dataset contains 
all available genotypes, phenotypes, and pedigree informa-
tion (GPPed). Information considered or excluded in each 
scenario is summarized in Table 3. The GPed-only scenario, 
where only genotype and pedigree information were used, 
is mimicking the prediction of genotyped bulls and heifers/
cows without phenotype. The PPed-only scenario, where 
only phenotypes and pedigree data were used, is mimicking 
the prediction of non-genotyped animals with phenotypes. 
The Ped-only scenario, where only pedigree information was 
used, is representing animals without any phenotypic and 
genotypic information, which is the case for many animals 
in the pedigree. In the NoPed scenario in which parents of 
the validation individuals were set to missing, J, Q, and Q 
variants (Q*, Q + and Q-Q+) were re-calculated. In this case, 
analyses were conducted using the genotype, phenotype, and 
new J or Q contributions, and the pedigree with missing par-
ents.

Using the LR method, we calculated an estimator for 
inflation (b̂p), for level-bias 

Ä
∆̂p

ä
 and stability of GEBV Ä

ˆρ w,p

ä
. A summary of the estimators is given below (see 

Legarra and Reverter, 2018; Macedo et al., 2020a, b for 
details).

Inflation (b̂p)
The estimator of inflation of GEBV was measured as the 
regression of ûw on ûp, i.e.,b̂p =

cov(ûp, ûw)
var(ûp)

. The expected 

value of b̂p is 1. Values of b̂p < 1 indicate over-dispersion and 
b̂p > 1 indicate under-dispersion of GEBV.

Level-bias (∆̂p)
The estimator of level-bias was measured as the difference in 
means between the ûp and ûw and was scaled by the genetic 
standard deviation of milk yield, σa=0.5, which is common 
for all models as ∆̂p =

mean(ûp−ûw)
σa

. In the absence of bias, the 
expected value of ∆̂p is zero.

Ratio of accuracies or stability (ρ̂w,p)
Ratio of accuracies (Legarra and Reverter, 2018) or stability 
of GEBV (Kluska et al., 2021) was measured as the correla-
tion between ûp and ûw. The stability of GEBV measures con-
sistency between GEBVs from two subsequent evaluations 
(Kluska et al., 2021). This estimator estimates the inverse 
of relative gain in accuracy due to addition of information 
to partial datasets, i.e., relative increase in accuracy from ûp  
to ûw or in stability of the GEBV when moving from partial to  
whole data sets.

Results
Descriptions and effects of the J covariate
Table 1 shows descriptive statistics of J covariate for all ani-
mals in pedigree. There were marginal differences between the 
two sets of J values computed with and without setting par-
ents of validation animals to missing as far as the values for 
all animals in pedigree were concerned, but there were some 
differences between the two sets for the validation animals. 
Although genotyped animals have a J value of 1 and non-gen-
otyped animals unrelated to the genotyped animals have a J 
value of 0, not all J-values were within the range between 0 
and 1. In our data, 444,017 animals have J > 1 while 18,750 
animals have J > 1.1. Looking at the most extreme values, 81 
animals have J > 1.3 and the largest J was 1.676. Most of 
these 81 animals are old bulls, born before 1978 except three 
of them that were born in 2013 and 2014 with 5 to 8 off-
spring. These old bulls may have many genotyped offspring 
or have many genotyped descendants. Few animals had neg-
ative J values: 88 animals have J < −0.0001 and the smallest 
J is −0.014. These 88 animals are all old cows, born mostly 
before 1974 (the youngest born in 1989). These cows might 
have been mated to those old bulls and are dams (granddams) 
of some of the oldest genotyped bulls.

Estimates of the J covariate effects 
(
µg

)
 from the differ-

ent genomic prediction models (Table 2) under the various 
scenarios (Table 3) are given in Table 4. The effects of the J 
covariate differed between the models but were similar across 

Table 3. Information included (x) or excluded (−) in the analysis for 
the 674 animals constituting the validation population in the scenarios 
considered

Scenario Phenotypes Pedigree Genotypes 

GPPed x x x

GPed-only − x x

PPed-only x x −

Ped-only − x −

NoPed x − x

Table 4. Regression coefficient estimates of J covariate effects from the 
different genomic prediction models under various scenarios

Model Scenario1

GPPed GPed-only PPed-only Ped-only NoPed 

SSGBLUP_J 0.834 0.833 0.830 0.829 0.833

SSGBLUP_QJ 2.619 2.620 2.614 2.614 2.543

1Scenarios are as described in Table 3.
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scenarios within a model. Compared to the estimates in the 
SSGBLUP_J model, higher estimates of J effects were found 
when Q was fitted together with the J factor. This indicates 
that fitting J together with genetic groups would have larger 
impact on the GEBV than fitting the J covariate alone.

Trends for genetic group effects
Trends for genetic group effects are shown in Figures 2–4, 
which were adjusted by the first group prediction in each 
model and prediction scenario. We show only results for 
the most promising models and omitted some models due 
to similarities of the results. In Figures 2–4, the jumps in 
trends for genetic group effects around levels 43 and 80 
are due to sorting of the groups by year within each cat-
egory of missing parents, which is a missing on-farm bull 
or a missing AI sire or a missing dam. Models with the 
Q-Q + contributions overestimated trends for group effects 
in the scenario with missing pedigree (NoPed in Figure 2a). 
In the other scenarios, genetic group effects were margin-
ally overestimated. By setting the minimum values of the 
Q-Q + contributions to zero, the differences in genetic group 
predictions that were observed in Figure 2a for the scenario 
with missing pedigree were greatly reduced and the model 

achieved similar trends in all the scenarios (Figure 2b). Like 
other models, the model with Q* gave increasing trends 
for group effects but had group estimates above one for all 
group levels in the last two categories of missing parents 
(Figure 3). The model with truncated Q* values (i.e., setting 
J values between 0 and 1, then using them to compute Q*) 
achieved very similar results as the model with Q* (results 
not shown). The model with QP transformed Q that fitted 
random group effects gave similar genetic group predictions 
(Figure 4). Genetic groups predictions were nearly unbiased 
for all models across scenarios, in the sense that the miss-
ing data hardly affected the trend estimates. The exception 
was in the missing pedigree scenario where trends for group 
effects were slightly overestimated (plots for NoPed are on 
top of the other scenarios for Figures 2–4). The models 
achieved similar trends for genetic group effects in all the 
scenarios.

Inflation of GEBV
Estimates of inflation ( b̂p) in GEBV for the alternative pre-
diction models under the different scenarios are presented in 
Table 5. For a given scenario, differences between the mod-
els were small, and the models achieved similar inflation. 

Figure 2. Trends for the original Q-Q+ (SSGBLUP_Q-Q+) (a) and restricted Q-Q+ (where minimum value of the Q-Q+ set to zero: SSGBLUP_Q−Q+
0 ) (b) 

effects estimated using the partial datasets (where phenotypes (GPed-only), or genotypes (PPed-only), or both phenotypes and genotypes (Ped-only), or 
pedigree information (NoPed) of the 674 cows masked) and whole dataset (GPPed).
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In the scenarios with genomic information, fitting J either 
as fixed or random together with or without Q resulted 
in GEBV with similar inflation. However, in the scenarios 
with missing genomic information, GEBV were relatively 
more inflated when J was fitted as random together with or 
without Q compared to fitting it as fixed variable. Unlike 
other models where J and Q were fitted in alternative forms, 
models with Q* or Q-Q + achieved the lowest inflation in 
the scenario with missing pedigree (Table 5). The model 
with QP transformed Q (SSGBLUP_EUPG) performed sim-
ilarly to models with Q* or Q-Q+. Imposing restrictions on 
J
(
SSGBLUP_Q∗

01

)
 or Q−Q+

(
SSGBLUP_Q−Q+

0

)
 values 

had marginal effects on inflation except for the Q-Q + model 
where inflation was reduced to 1.001 in the NoPed scenario 
(Table 5).

When comparing scenarios across the models, inflation 
was virtually absent for genotyped young animals (on aver-
age, b̂p = 1.006 for the GPed-only and NoPed scenarios) 
compared with estimates for non-genotyped young individu-
als (0.957 for the PPed-only and Ped-only scenarios). Hence, 
inflation of GEBV is reduced by genotyping individuals. For 
example, inflation was reduced by 0.04 points on average 

due to genotyping animals with only pedigree information 
(GPed-only vs. Ped-only) while phenotyping them increased it 
by −0.02 points (PPed-only vs. Ped-only). Therefore, inflation 
was reduced by 0.06 points on average due to genotyping rel-
ative to phenotyping animals that only had pedigree informa-
tion (GPed-only vs. PPed-only). The most inflated GEBV were 
observed in the situation where both phenotypes and pedi-
gree information (PPed-only) of the young animals was used 
for prediction. Also, in the scenarios with missing genotypic 
information, GEBV were inflated since b̂p was less than one.

Level-biases of GEBV
Table 6 shows scaled mean differences between breeding 
values (level biases) from whole and partial datasets analy-
ses for the different models. In the scenarios with genomic 
information (GPed-only and NoPed), effects of fitting the J 
factor as random together with or without Q on level-biases 
were similarly to fitting it as a fixed covariate. However, in 
the scenarios with missing genotypic information (PPed-only 
and Ped-only), fitting the J factor as a fixed covariate together 
with or without Q resulted in less biased GEBV compared to 
treating it as a random variable (Table 6). Therefore, treating 

Figure 3. Trends for Q* (SSGBLUP_Q*) effects estimated using partial datasets (where phenotypes (GPed-only), or genotypes (PPed-only), or both 
phenotypes and genotypes (Ped-only), or pedigree information (NoPed) of the 674 cows masked) and whole dataset (GPPedd).

Figure 4. Trends for the QP transformed genetic groups (SSGBLUP_EUPG) effects estimated using partial datasets (where phenotypes (GPed-only), 
or genotypes (PPed-only), or both phenotypes and genotypes (Ped-only), or pedigree information (NoPed) of the 674 cows masked) and whole dataset 
(GPPedd). Note: Trends for genetic group effects shown in Figures 2–4 were adjusted by the first group prediction in each model and prediction 
scenario.
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the J factor as a fixed covariate is recommended to reduce 
level-bias.

In the scenario with missing phenotypes (GPed-only), the 
differences in level bias between the models were marginal 
and the models achieved similar level biases, which were not 
significantly (P > 0.05) different from zero. However, in the 
remaining scenarios, the differences in level bias between 
most models were considerable and the level biases were sig-
nificantly (P < 0.05) different from zero. Some models such 
as SSGBLUP_Q and SSGBLUP_QJ performed better in the 
first three scenarios in which the level biases were both not 
significantly different from zero and between the scenarios 
for a given model. In the fourth scenario (NoPed), however, 
level-bias was higher for those and another model (e.g., 
SSGBLUP_QJr) where Q was fitted. Such higher level-bi-
ases were greatly reduced when there was a correction for 
the part of the genetic group that could be explained from 

the genotypes in the form of Q* or Q-Q+ in the scenario 
with missing pedigree. Fitting QP transformed Q as random 
resulted in higher estimates of level-bias than in the models 
with Q* or Q-Q+. Imposing restrictions on J or Q-Q+ val-
ues further reduced level-biases for models with Q* or Q-Q + 
(Table 6). Among these competent models, the models with 
Q-Q+ (either with original or truncated values) were per-
forming slightly better than corresponding models with Q*. 
Moreover, Q-Q+ has theoretical justification (see Supplemen-
tary Appendix B).

For most models, GEBVs were more biased in the Ped-
only than in the NoPed scenario (Table 6). However, this 
is not true when average biases across models were calcu-
lated due to the extremely high bias estimates for two mod-
els (SSGBLUP_QJ and SSGBLUP_QJr), which is reflected 
in these averages. Hence, GEBVs were mostly biased in the 
scenario with missing pedigree (∆̂p = 0.201 on average) and 

Table 5. Regression coefficients (as measure of inflation) of GEBV from the whole dataset on GEBV from the partial datasets (scenarios) for validation 
animals and their standard errors (in parenthesis) using the alternative models

Model Scenario1

GPed-only PPed-only Ped-only NoPed 

SSGBLUP_N 0.997(0.008) 0.921(0.028) 0.932(0.037) 1.003(0.003)

SSGBLUP_J 1.007(0.008) 0.946(0.025) 0.973(0.034) 1.005(0.003)

SSGBLUP_Jr 1.007(0.008) 0.942(0.026) 0.960(0.034) 1.005(0.003)

SSGBLUP_Q 1.009(0.008) 0.928(0.025) 0.946(0.034) 0.991(0.004)

SSGBLUP_QJ 1.001(0.007) 0.970(0.025) 0.990(0.033) 1.022(0.009)

SSGBLUP_QJr 1.001(0.007) 0.955(0.028) 0.966(0.037) 1.022(0.009)

SSGBLUP_Q* 1.007(0.008) 0.947(0.025) 0.971(0.034) 1.004(0.003)

SSGBLUP_Q∗
01 1.008(0.008) 0.945(0.025) 0.970(0.034) 1.004(0.003)

SSGBLUP_Q-Q+ 1.006(0.008) 0.947(0.026) 0.968(0.034) 1.003(0.003)

SSGBLUP _ Q-Q+
0

1.008(0.008) 0.943(0.025) 0.965(0.034) 1.001(0.029)

SSGBLUP_EUPG 1.006(0.008) 0.947(0.026) 0.962(0.035) 1.005(0.003)

Average 1.005(0.008) 0.945(0.026) 0.964(0.034) 1.006(0.006)

1Scenarios are as described in Table 3.

Table 6. Level-biases and standard errors (in parenthesis) of GEBV estimated as mean differences (in genetic standard deviations) between GEBV from 
whole and partial (scenarios) datasets using the alternative models

Model Scenario1

GPed-only PPed-only Ped-only NoPed 

SSGBLUP_N −0.041(0.008) 0.197(0.026)  0.139(0.029) −0.021(0.003)

SSGBLUP_J −0.024(0.008) −0.125(0.024) −0.178(0.028) −0.016(0.003)

SSGBLUP_Jr −0.024(0.008) −0.145(0.024) −0.201(0.028) −0.017(0.003)

SSGBLUP_Q 0.031(0.008) 0.033(0.023) −0.022(0.027) 0.181(0.004)

SSGBLUP_QJ 0.040(0.008) −0.081(0.024) −0.082(0.028) 1.119(0.010)

SSGBLUP_QJr 0.039(0.008) −0.137(0.026) −0.152(0.030) 1.100(0.010)

SSGBLUP_Q* −0.022(0.008) −0.099(0.023) −0.149(0.027) −0.014(0.009)

SSGBLUP_Q∗
01 −0.023(0.008) −0.086(0.023) −0.137(0.027) −0.014(0.009)

SSGBLUP_Q-Q+ −0.023(0.008) −0.089(0.024) −0.141(0.028) −0.012(0.003)

SSGBLUP _ Q−Q+
0

−0.023(0.008) −0.070(0.023) −0.121(0.028) −0.009(0.003)

SSGBLUP_EUPG −0.033(0.008) −0.131(0.023) −0.187(0.028) −0.082(0.003)

Average −0.009 (0.008) −0.067(0.024) −0.112(0.028) 0.201(0.005)

1Scenarios are as described in Table 3.
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followed by the scenario where only pedigree information 
was used for prediction (∆̂p = −0.112). The GEBVs were 
least biased in the scenario where only relationship matrixes 
(both A and G, i.e., GPed-only) were used for prediction 
(∆̂p = 0.009).

It may be interesting to consider animals without pheno-
types nor genotypes (Ped-only) and to study the effect on 
level-biases when either phenotyping or genotyping these ani-
mals. This is revealed by comparing the GPed-only with Ped-
only scenarios, versus the PPed-only with Ped-only scenario. 
Reduction in level-biases due to genotyping of animals with 
only pedigree information ranged from 0.191 to -0.180, with 
an average of 0.102 points (GPed-only vs. Ped-only). The cor-
responding values for phenotyping of such individuals ranged 
from -0.001 to 0.058, with an average of 0.045 points (PPed-
only vs. Ped-only). Therefore, level-biases are more reduced 
by genotyping than by phenotyping the animals (by 0.057 
points on average).

In most models, the sign of the level-biases was negative 
indicating that GEBV means for validation animals in par-
tial datasets were lower than those in whole datasets. Hence, 
GEBVs generally moved upwards when more data become 
available.

Stability of GEBV
The stability of GEBV that measured as the correlation 
between GEBV from whole and partial datasets is presented 
in Table 7. Generally, differences in stability between the 
models were small (Table 7), and the models achieved similar 
stability of GEBV in each of the scenarios. In the scenarios 
with genomic information, there was no difference in stability 
of GEBV whether fitting J as fixed or random. In the sce-
narios with missing genomic information, however, fitting J 
as a fixed covariate particularly together with Q (SSGBLUP_
QJ) improved the stability significantly (P < 0.05, based on 
Fisher’s z-transformation of correlation coefficients) com-
pared to fitting it as a random in the corresponding model, 
SSGBLUP_QJr. The models with Q* or Q-Q+ achieved rela-
tively a higher stability of GEBV. Fitting QP transformed Q as 
random achieved similar stability as in the models with Q* or 

Q-Q+. Imposing restrictions on J or Q-Q+ values had marginal 
effects on stability of GEBV except for the Q-Q+ model where 
the stability was improved in the Ped-only scenario.

There were significant (P < 0.001) differences in stability of 
GEBV between the scenarios within a model except between 
GPed-only and NoPed scenarios. On average, the estimates 
were highest in the scenario with missing pedigree informa-
tion (ˆρ w,p = 0.99), and lowest for the scenario where only 
pedigree information (ˆρ w,p = 0.73) was used. Stability of 
GEBV was improved on average by 0.246 points (33%) due 
to genotyping of animals with only pedigree information 
(GPed-only vs. Ped-only). However, it was improved only 
by 0.08 points (11%) due to phenotyping of these individ-
uals (PPed-only vs. Ped-only). Hence, stability of GEBV was 
improved on average by 0.163 points (20%) due to genotyp-
ing over phenotyping of animals with only pedigree informa-
tion (GPed-only vs. PPed-only).

Discussion
In this study, the J factor and Q contributions were derived 
and fitted as a fixed or random variable to evaluate their 
effects on inflation, level-bias, and stability of GEBV in the 
SSGBLUP model using milk production data from Norwe-
gian Red cattle. Estimates for level-bias, inflation, and sta-
bility of GEBV were obtained using the LR method (Legarra 
and Reverter, 2018) and with evaluation models that fitted 
different sources of information (scenarios) with different 
strategies to model genetic groups and to overcome base-pop-
ulation differences between A and G.

Effects of J covariate on genomic predictions
The effect of the J covariate can be explained from differ-
ent perspectives. If all animals are genotyped, fitting Jµg is 
like fitting an overall mean, and thus, µg is confounded with 
the overall mean and is redundant. Hence, in GBLUP models, 
where all animals are genotyped, we do not need to fit a J 
covariate as long as we fit an overall mean. If the genotyped 
animals are unrelated to the non-genotyped animals, A12 = 0,  
imputation accuracy is 0 and J =

î
0′1′

ó′
. Here, the imputation  

Table 7. Stabilities or correlations between GEBV from whole and partial datasets (scenarios) for validation animals using the alternative models

Model Scenario1

GPed-only PPed-only Ped-only NoPed 

SSGBLUP_N 0.979 0.784 0.701 0.997

SSGBLUP_J 0.980 0.821 0.741 0.997

SSGBLUP_Jr 0.980 0.817 0.733 0.997

SSGBLUP_Q 0.979 0.815 0.728 0.995

SSGBLUP_QJ 0.982 0.829 0.757 0.974

SSGBLUP_QJr 0.982 0.798 0.713 0.975

SSGBLUP_Q* 0.981 0.821 0.740 0.997

SSGBLUP_Q∗
01 0.980 0.822 0.740 0.997

SSGBLUP_Q-Q+ 0.981 0.818 0.736 0.997

SSGBLUP _ Q−Q+
0

0.981 0.819 0.756 0.997

SSGBLUP_EUPG 0.981 0.816 0.731 0.997

Average 0.980 0.815 0.734 0.993

1Scenarios are as described in Table 3.
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residual ε models the full genetic value of the non-geno-
typed animals using pedigree relationships in SSGBLUP 
and accounts for a possible genetic difference between the 
non-genotyped and genotyped animals, which may be due to 
differences between the founder populations of the A and G 
matrices. Thus, Jµg can account for a difference in genetic base 
between A and G, and as such is also relevant for SSGBLUP 
models. This could be important in selected populations as 
differences in means between base populations differing in 
time may be large in selected populations. In the more com-
mon situation where genotyped and non-genotyped animals 
are related, the non-genotyped animals are modeled by a 
combination of marker effects (the part that can be predicted 
from the marker genotypes), and a pedigree-based animal 
effect, ε. The J covariate here accounts for the fraction that 
can be explained by the markers using A, which is A12A−1

22 1. 
The above arguments are also relevant for SSGBLUP models, 
i.e., the SSGBLUP model should also correct for differences in 
genetic level that may arise due to base population differences 
between the G and A matrices.

Fitting J either as fixed or random in the SSGBLUP model 
generally reduced level biases and inflation and increased sta-
bility of GEBV compared to the basic model where neither J 
nor Q was fitted (SSGBLUP_N). This agrees with reports from 
simulation studies that fitted equivalent models in SSGBLUP 
(Vitezica et al., 2011; Bermann et al., 2021) and ssSNPBLUP 
(Hsu et al., 2017) methods. However, effects of the J factor 
on inflation of GEBVs were very marginal in the study by Hsu 
et al. (2017).Vitezica et al. (2011) indicated that implicitly 
fitting J as a random variable is equivalent to explicitly fitting 
it as a regression coefficient whose covariate is J. However, 
results from the current study indicate that fitting the J factor 
as random variable was less effective than fitting it as a fixed 
covariate especially in the situation where validation animals 
have no genotypes (PPed-only) or both missing genotypes 
and phenotypes (Ped-only). In contrast, Bermann et al. (2021) 
reported that fitting J as fixed performed worse than fitting it 
as random. These authors however indicated that the bias is 
likely to be lower in real livestock data as the selection pres-
sure and accuracy of prediction are lower in livestock than in 
simulated data. Moreover, the discrepancy is partly attributed 
to differences in data structure (type and size), as well as to 
how J was fitted as fixed (QP transformed or not). Fitting J 
as random together with Q also resulted in more biased and 
lower stability of GEBVs than fitting it as fixed together with 
Q. In addition to improving genomic prediction, fitting the J 
factor as fixed effect is flexible and hence it can be combined 
with other effects such as the Q matrix in different alternative 
forms as was explored in this study.

The reason(s) behind the slightly better predictions 
observed in models with fixed J than in models with random 
J may relate to indirect dependency of the scaling parameter 
for G (alpha in Vitezica et al., 2011) on base population allele 
frequency that may not be estimated accurately (Misztal et 
al., 2020), whereas the fixed version of Vitezica et al. (2011)’s 
method showed not to depend on base allele frequency (Ber-
mann et al., 2021). The impact of the scaling parameter should 
be small in genomic prediction for genotyped animals when 
more genotypes are available. However, the scaling parameter 
may be more severe for non-genotyped animals because the 
scaled G changes the relationships between genotyped and 
non-genotyped animals in H matrix (Legarra et al., 2009). 
This is evident in this study where J was fitted as random 

especially in the scenarios with missing genotype information 
i.e., in the models with scaled G, the non-genotyped animals 
(those in PPed-only and Ped-only scenarios) had poor pre-
dictions compared to corresponding values when their geno-
typic information was considered in the analyses (GPed-only 
and NoPed). Moreover, it may be complicated to obtain good 
scaling parameter alpha, which involve A22, in populations 
with incomplete pedigree that may trace back to several base 
populations and genetic structure (Bermann et al., 2021). 
Thus, it appears that the absorption of alpha into SSGBLUP 
in the presence of genetic groups may be more difficult than 
for populations with complete pedigrees.

Effects of combining J and genetic groups on 
genomic predictions
In the alternative ways of combining the J factor with Q, J 
was either fitted simultaneously with Q assuming indepen-
dent and separate effects or combined with group contri-
butions. Fitting J simultaneously with Q (SSGBLUP_QJ) 
increased the level-bias compared to the model with Q alone 
(SSGBLUP_Q) especially in the last three scenarios of Table 
6. This indicates that effects of the J and Q corrections do 
not complement each other as there might be confounding 
issues when they are fitted simultaneously in the same model 
assuming separate effects. Moreover, in the scenario with 
missing pedigree, genomic predictions were more biased and 
less stable for the models where Q was fitted alone or simul-
taneously with J than predictions from models without Q 
fitted. Such biased predictions in the scenario with missing 
pedigree can be related to the large number of genetic groups 
used in this study, which might lead to inaccurate estimates 
of group effects. With large number of groups, the number 
of animals and phenotypic information for each group can 
be insufficient to accurately estimate group effects, and miss-
ing pedigree may amplify bias in group effects (Tsuruta et 
al., 2014). These authors showed that combining groups with 
small amount of information helped to reduce GEBV biases 
in the Holstein population. In setting parents of the validation 
animals to missing, the relationship between genotyped and 
non-genotyped animals might become zero (i.e., A12 = 0) and 
in such situation, H−1 will not contribute to the estimation of 
group effects (Tsuruta et al., 2019). Truncation of the data 
set, e.g., only considering data after the year 2000, may also 
reduce the number of genetic groups, and has been found to 
reduce prediction biases (Cesarani et al., 2021; Hidalgo et al., 
2021; Hollifield et al., 2021; Macedo et al., 2022).

Biased predictions in scenarios with missing pedigree may 
also be due to fitting genetic group effects in the presence of 
genomic information, resulting in double counting effects 
(Masuda et al., 2021). That means the genetic group levels are 
explained twice in the form of group effects and in the form 
of genotypic information. Hence, when J was used to mod-
ify Q contributions that resulted in Q*, or Q-Q+, genomic 
predictions were generally improved compared with predic-
tions from models where J and Q were fitted simultaneously 
or separately. Among the models with Q variants, the models 
with Q-Q+ (either with original or truncated values) were per-
forming slightly better across all scenarios at least as far as 
level-bias is concerned.

Supplementary Appendix D shows the QP transforma-
tions of the Q-Q + and Q* models. It may be noticed that the 
QP transformation of Q-Q+ is the same as the “Altered QP” 
method (Masuda et al., 2021) where groups are included into 
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A−1 and A−1
22  but not into G−1. The only difference is whether 

group effects were fitted explicitly as regression coefficient 
(Q-Q+) or included into A−1 and A−1

22  via the QP transforma-
tion (Altered QP). Tsuruta et al. (2019) applied the SSGBLUP 
models with the Altered QP and full QP (when group effects 
included into G−1 and A−1

22  in addition to A−1) to real and 
simulated data. These authors obtained reduced inflation 
and improved accuracy in the model with Altered QP com-
pared to full QP in simulated data and found similar results 
when real data was used. In addition, they observed less bias 
in genetic trends for both data types. In agreement with our 
results, Masuda et al. (2019) also observed a reduction in 
inflation of GEBV with the Altered QP compared with the full 
QP for type and production traits in US Holstein. Cesarani et 
al. (2021) showed that the model with Altered QP yielded in 
more accurate and unbiased evaluations than a model where 
groups were included only into A−1.

Recently, using simulated data, Masuda et al. (2021) eval-
uated different strategies to model genetic groups in the 
SSGBLUP method including the EUPG model that we also 
included in this study using real data. In this study, when phe-
notype was missing, models with corrected group covariates 
(e.g., with Q-Q+) performed similarly to the EUPG model with 
random QP transformed group effects. This agrees with the 
results of Masuda et al. (2021) who found similar predictive 
ability (correlation between true breeding values and GEBV) 
and inflation values in models with Altered QP and EUPG. 
However, the EUPG model gave a more biased GEBV than the 
models with Q* and Q-Q+, especially when genomic informa-
tion was masked in the analyses. On other hand, when the G 
matrix for the EUPG model was not scaled, such biases were 
basically removed and become like the ones in the models 
with Q* and Q-Q+ (results not shown in tables). In this study, 
it seems that scaling the G matrix in EUPG model introduced 
bias which might be related to inaccurate computation of the 
scaling parameter in population with missing pedigree, as dis-
cussed above. The Altered QP method (Q-Q+ in this study) 
underestimated group predictions in comparison to the EUPG 
model (Masuda et al., 2021), but such underestimation was 
not observed in this study. The model with truncated Q-Q+ 
values performed slightly better than other models across 
scenarios particularly with regard to level-biases. Masuda et 
al. (2021) also reported that the EUPG method performed 
essentially the same as the metafounder approach (Legarra et 
al., 2015) which has been recommended as the best method 
for modeling missing parents in the SSGBLUP models as it 
provided accurate and unbiased predictions compared with 
other methods for modeling group effects (Bradford et al., 
2019; Kudinov et al., 2020; Macedo et al., 2020b).

Fitting the J covariate and genetic groups seems a relatively 
simple way of correcting for differences in genetic means of 
base populations, which may differ per genetic group. How-
ever, this only corrects for the differences in genetic means, 
and not for other effects that may arise due to differences 
in base populations. For example, some base populations 
may be more inbred than others, resulting in a higher level 
of genetic relationships within this group and a smaller vari-
ance of relationships (since relationships are closer to their 
maximum). Also, some base populations of genetic groups 
may be more related to each other than others, resulting in 
increased relationships between all their descendants. The 
concept of metafounders (Legarra et al., 2015) corrects for 
all these effects, but is more complicated to implement and 

requires the estimation of a relationship matrix among the 
metafounders/genetic groups.

Conclusions
The effects of the J covariate differed between the models but 
were similar across scenarios within a given model. Trends for 
genetic group effects were similar for all models, and genetic 
group predictions were nearly unbiased in all models across sce-
narios except for NoPed scenario. Fitting J as a fixed covariate 
together with or without Q improved genomic predictions when 
genotypes were missing but performed similarly to fitting it as 
a random covariate together with or without Q when genomic 
data was included. Level-bias and inflation were reduced, and 
stability of GEBV were improved for models which fitted Q* or 
Q-Q+. Imposing restrictions on Q* and Q-Q+ further reduced 
level-biases but had marginal effects on inflation and stability of 
GEBV. These models yielded in less level-biases than the model 
with random QP transformed group effects (EUPG). Any of the 
models with Q*, Q-Q+ (with or without restricting their values 
to the 0-1 range) may yield generally unbiased breeding values 
and genetic group trends. However, models with Q-Q+ were rec-
ommended because they showed least bias and highest stability 
of GEBV across the scenarios [particularly when the minimum 
(Q-Q+) value was set to 0].

Supplementary Data
Supplementary data are available at Journal of Animal Science 
online.
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