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A B S T R A C T

Power system stabilisers (PSSs) are commonly used in synchronous generators for damping low-frequency
oscillations. However, many of these machines have been replaced by converter-interfaced generators (CIGs),
such as those used in solar power plants. This means that CIG-based power plants should also contribute to
oscillation damping. Moreover, CIGs may use both active and reactive power for power oscillation damping
(POD). However, their combined use has been seldom studied in the literature. Moreover, only a few articles
have addressed the adaption of POD controllers when the power system changes (e.g., after a fault). In
this paper, a POD controller for CIG-based power plants is proposed that is suitable for operation in power
systems exposed to reconfiguration. This controller takes advantage of both active and reactive power injection
to maximise the damping of the power system. This controller is based only on local measurements so
communication systems are not required. Theoretical developments were validated in a laboratory using real
power converters including a 75 kVA grid emulator where the two-area benchmark model is emulated and four
15 kVA CIGs operating in parallel connection. The applicability of the proposed controller was also explored
for the IEEE 39-bus system.
1. Introduction

Low-frequency oscillations are an inherent phenomena in electrical
networks with interconnected synchronous generators (SGs). These
oscillations appear as a result of interactions between generators (or
groups of them), with their frequency and magnitude determined by
the SGs parameters, their control loops and the power system topol-
ogy [1]. Commonly, the SG control system includes an additional
control loop called power system stabiliser (PSS) that is designed to
damp low-frequency oscillations [2]. However, the massive integration
of renewable energy sources results in SGs being replaced by converter
interfaced generators (CIGs) [3]. In their basic configuration, CIGs are
controlled as power sources that extract the maximum power from the
renewable sources and, therefore, they do not offer ancillary services
such as power oscillation damping (POD). This operating mode was
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adequate for the relatively small share of renewable energy sources
in the system. However, as the number of these sources is rapidly
increasing, new regulations requesting CIG-based power plants to have
POD capabilities are imposed [4].

Some early ideas for damping oscillations using CIGs were intro-
duced in the 80’s. In [5] the operation of conventional PSS control was
replicated by the control system of wind turbines. Structure similar to
the PSS is applied to photovoltaic (PV) [6] and more advanced wind
power plants [7]. In these cases, the damping action is achieved by
using only active power. Therefore, the damping action effectiveness
is linked with the designated amount of active power. However, this
has an economical impact since the power delivered to the network
is below maximum point during the steady-state operation. The most
feasible solution that was recently presented allocates the power for
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142-0615/© 2023 The Author(s). Published by Elsevier Ltd. This is an open access ar
c-nd/4.0/).

https://doi.org/10.1016/j.ijepes.2023.109010
Received 19 September 2022; Received in revised form 14 December 2022; Accept
ticle under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-

ed 27 January 2023

https://www.elsevier.com/locate/ijepes
http://www.elsevier.com/locate/ijepes
mailto:njegos.jankovic@imdea.org
https://doi.org/10.1016/j.ijepes.2023.109010
https://doi.org/10.1016/j.ijepes.2023.109010
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijepes.2023.109010&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


International Journal of Electrical Power and Energy Systems 149 (2023) 109010N. Jankovic et al.
Fig. 1. Single-line diagram of the network studied in this article and the CIG control system. It consists of a power plant with 𝑛 CIGs.
POD dynamically when the oscillation starts [8]. This improves the
feasibility, however, the active power injection is likely to be reduced
during oscillatory events that may create additional frequency issues in
addition to those that triggered the low-frequency oscillation.

Another approach to oscillations damping is to inject both active
and reactive power [9,10]. This option is of interest for power plants
based on CIGs since reactive power is less restricted provided that the
ratings of power conversion stages are not surpassed. This approach
has been applied in recent years and it has shown that the damping
capability of the power plant increases [11–13]. These solutions show
that by introducing the reactive power damping action, the system
stability margins improve significantly. However, negative interaction
between two control loops can occur. Namely, Rimorov et al. [14]
addressed this issue showing that the interaction between control loops
in active and reactive powers can deteriorate the damping performance.
Thus, the authors propose the coordinated design of POD controllers in
both loops. However, the proposed procedure requires an optimisation
algorithm to be run. Moreover, the effect of the system topology recon-
figuration (e.g., due to faults, disconnections, etc.) was not explored,
yet it is known electrical networks are prone to changes in their
topology and, consequently, in their dynamics. As POD controllers are
designed for the system with certain grid topology, these changes may
lessen the overall system damping.

Wide-Area Measurement Systems (WAMS) are used for exchanging
information regarding the system topology [15], and this information
can be used then to recalculate the controller parameters online [16]
or by using a predefined bank of controllers [17]. The system would
be, therefore, maintained well-damped even if the system topology
changes [18]. However, these strategies rely on communication sys-
tems, adding a significant complexity to the system and jeopardising
its reliability. This is a critical issue for POD controllers since they
act instantaneously in the presence of an oscillation. Moreover, the
event that triggers the oscillation (e.g., the disconnection of a line)
might cause a system reconfiguration. This means that POD controllers
would require retuning and centralised controllers would require extra
time to react in this situation. Due to the aforementioned reasons, POD
controllers based on local measurements are considered to be more
robust.

Non-adaptive POD controllers are commonly used to damp oscilla-
tions and some works propose adaptation mechanisms for them [19,
20]. For example, Beza et al. [21] use recursive least squares to
adjust the parameters of POD controllers if changes in the network
are detected. In [22], the parameters are updated based on demand
predictions using an additional neural network. Other methods such are
fuzzy logic [23] and Kalman filter [24] have also been explored. In this
case, the update of the controller parameters improved the damping ac-
tion under different operating conditions. In summary, these alternative
options provide adequate damping of oscillations. However, they are
quite complex and require knowledge of advanced engineering tools
(e.g., artificial intelligence techniques). Moreover, their implementa-
2

tion at the device level would require important engineering efforts.
For that reason, the development of adaptive POD strategies suitable
for implementation at the device level is of interest.

In this paper, a POD controller for CIG-based power plants is pro-
posed. This controller takes advantage of active and reactive power
injection capability of the power plant and it is adapted whenever a
change in the electrical system topology is detected. These changes
are detected by observing the frequency of the oscillation. It is first
shown that most common grid topology modifications (e.g., discon-
nection of a line and variation in the equivalent system inertia) are
directly linked to the frequency of the oscillation. The link between
the oscillation frequency and the parameters of the POD controller
is extracted via an off-line analysis and then used for the real-time
operation. The adjustment of the POD controller parameters following
the established relationship significantly improves the system damping
when the change in the network topology occurs. The fundamental
developments of the work are validated by using both theoretical anal-
ysis and a laboratory set-up comprising four 15 kVA power converters
operating as CIGs. The dynamics of the electrical system are emulated
by using a 75 kVA grid emulator running a benchmark model that is
typically used for inter-area oscillation studies [1]. Furthermore, an
off-line analysis is conducted for the IEEE 39-Bus network, A similar
link between the oscillation frequency and the phase to be compensated
is established.

2. System overview and methodology

2.1. System description

Fig. 1 shows the electrical and control system diagrams of the
network studied in this work. It can be divided into two main parts.
The first part is depicted in Fig. 1(a) and represents a model of a
transmission network formed by four generation units (𝐺1 to 𝐺4).
This model is widely used as a benchmark for inter-area oscillation
studies [1]. Each generation unit includes a synchronous generator
with a governor and an exciter. The unit 𝐺2 includes a PSS. With this
configuration the system is stable, but it has a poorly damped inter-area
oscillation. In the left part of Fig. 1, an additional power plant has been
connected to the area formed by 𝐺1 and 𝐺2 via the point of connection
(POC). It consists of 𝑛 CIGs in parallel connection that have the identical
electrical elements and control systems.

Fig. 1(b) shows the power stage and control system of one CIG. The
power stage consists of a primary energy source on the dc side, a three-
phase voltage source converter (VSC) and an 𝐿𝐶 filter. The CIG control
system includes inner and outer control loops. The inner control loop
regulates the VSC output current (𝑖1). This controller is implemented in
a synchronous reference frame (SRF) and includes two proportional–
integral (PI) controllers and a phase-locked loop (PLL) synchronised
with the POC voltage (𝑣𝑃𝑂𝐶 ). The outer control loop calculates the
current reference for the inner control loops by using the established
technique shown in [25]. The active and reactive power references (𝑝∗

∗
and 𝑞 ) consist of two terms. The first one is sent by the grid operator
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Fig. 2. POD controller block diagram, including the dynamics of the plants.
or generated internally (superscript ‘‘𝑟’’), while the second adds an
oscillatory component that is used to damp oscillations (superscript
‘‘𝑑’’). A frequency estimator is used to estimate the POC frequency (𝜔̂𝑔).
The frequency estimator is introduced, although the POC frequency can
be obtained from the PLL. This is done to avoid any type of coupling
between the dynamics of the PLLs [26]. Finally, the POD controller
calculates 𝑝𝑠 and 𝑞𝑠 according to 𝜔̂𝑔 .

2.2. POD controller overview

Fig. 2 shows the block diagram of the POD controller proposed in
this work and the transfer functions that link active and reactive power
with the estimated network frequency (𝑃𝑃 (𝑠) and 𝑃𝑄(𝑠), respectively).
The POD controller can be divided in two parts. The first part is
depicted in Fig. 2(a) and includes the controllers for both active and
reactive power. The high-pass filter eliminates the steady-state value
from the estimated frequency so that the POD controller acts only
at the oscillatory frequency. Then, the lead–lag compensators (to be
called 𝐶𝑃 (𝑠) and 𝐶𝑄(𝑠)) generate the power references (𝑝𝑠 and 𝑞𝑠) to
compensate the open-loop phase of the plant and then maximise the
damping effect. The POD controller also includes proportional gains
(𝐾𝑃 and 𝐾𝑄) and saturators.

2.3. Real-time adaptation of POD controllers

Fig. 2(b) shows the part of the POD controller in which the phases to
be compensated by the lead–lag compensators are calculated. First, an
algorithm based on the fast Fourier transform (FFT) is applied to the
estimated POC frequency in order to determine the frequency of the
oscillation (𝜔𝑜). Then, the phases to be compensated (𝜙𝐶𝑃 and 𝜙𝐶𝑄)
are calculated using the predefined functions 𝑓𝑃 (𝜔𝑜) and 𝑓𝑄(𝜔𝑜). These
functions are obtained using offline simulations, in which the network
model is examined under different operating conditions in order to find
the relationships between 𝜔𝑜, 𝜙𝐶𝑃 and 𝜙𝐶𝑄. It is worth noting that the
relation between 𝜔𝑜 and the compensation phases is not unique nor
perfectly defined since it depends on several variables of the electrical
system. However, it will be shown that these variables are clearly
linked, and basic adaptation rules (e.g., a linear relationship) will
greatly improve the effectiveness of POD. The development, analysis
and implementation of this technique represent the main contribution
of this work.

2.4. POD controller design methodology

Fig. 3 shows the main steps used to design and operate the proposed
controller. The procedure can be divided into two parts. The first one
is shown in Fig. 3(a) and represents the offline analysis of the power
system. The main goal is to determine the phases to be compensated
by the POD controllers according to the network topology. First, the
possible alternative network reconfiguration are identified (faults, dis-
connections, etc.). A subset of variations in which the system remains
3

Fig. 3. Procedure for the design and operation of the POD controller. (a) Offline model
analysis and (b) online operation.

stable is selected. In the case of an unstable system, time-domain sim-
ulation results would not be reliable. Then, for each configuration, the
system oscillation frequency (𝜔𝑜) is calculated using simulation. Once
this frequency is known, the phases to be compensated (𝜙𝑃𝑃 and 𝜙𝑃𝑄)
are calculated. This process is repeated for all network configurations
considered. With the data for all the cases obtained, the challenge is
to find the relationships between 𝜔𝑜, 𝜙𝑃𝑃 and 𝜙𝑃𝑄. Then the functions
𝜙𝑃𝑃 = 𝑓𝑃 (𝜔𝑜) and 𝜙𝑃𝑄 = 𝑓𝑄(𝜔𝑜) are fitted.

The online operation of the POD controller is depicted in Fig. 3(b).
First, the grid frequency is estimated from the POC voltage mea-
surements. This signal is analysed and the oscillation frequency (𝜔𝑜)
extracted by using a FFT algorithm. After 𝜔𝑜 is estimated (called 𝜔̂𝑜),
it is inserted in the previously calculated functions 𝜙𝑃𝑃 = 𝑓𝑃 (𝜔𝑜)
and 𝜙 = 𝑓 (𝜔 ). Finally, the lead–lag compensators are adjusted to
𝑃𝑄 𝑄 𝑜
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Fig. 4. Vector diagram representation of 𝐺(𝑗𝜔𝑜).

compensate these phases. In this paper, the analysis is carried out in
a simulation model implemented in MATLAB/SimPowerSystems [27],
following acausal modelling principle. However, the same analysis can
be carried out from the small-signal model. This procedure is repeated
after a certain period of time. It can be seen that the tools used for the
real-time implementation are readily available in microprocessors that
are commonly used to control CIGs. Therefore, this strategy is suitable
for the implementation on standard converter controller platforms.

3. POD controller design

In this section, the POD controller design objective is defined. It
helps to understand how active and reactive powers affect the system
damping. Finally, active and reactive power limits are discussed.

3.1. Design objective

The design objective is to maximise the damping effect of the CIG at
𝜔𝑜. To formulate this objective using a standard notation, the open-loop
(𝐺(𝑠)) and closed-loop (𝐹 (𝑠)) transfer functions are defined [28]. From
Fig. 2:

𝐹 (𝑠) = 𝐺(𝑠)∕(1 + 𝐺(𝑠)), (1)

where 𝐺(𝑠) is the transfer function from point A to point D in Fig. 2. As
the signals involved would be of a specific frequency (𝜔𝑜), the design
criteria selected is to maximise the closed-loop gain at 𝜔𝑜. This can be
written as:

max |𝐹 (𝑗𝜔𝑜)| = max |𝐺(𝑗𝜔𝑜)∕(1 + 𝐺(𝑗𝜔𝑜))|, (2)

where

𝐺(𝑗𝜔𝑜) = 𝐴𝐺𝑒
𝑗𝜙𝐺 . (3)

Condition (2) can be simplified as follows:

max |𝐹 (𝑗𝜔𝑜)| = max𝐴𝐺∕|1 + 𝐴𝐺𝑒
𝑗𝜙𝐺

|. (4)

The value of 𝐴𝐺 is the system gain so it is considered as constant
in real applications, it will be limited by practical design criteria).
hen, it is clear that the maximum value in (4) is obtained for 𝜙𝐺 =
. This means that the lead–lag compensator must compensate all
he phase introduced by the rest of the elements at 𝜔𝑜. This criteria
oes not actually guarantee the maximum damping for the closed-loop
igenvalues of the system. However, it greatly improves the system
amping with a clear physical meaning, so it is commonly used in the
iterature [1]. Furthermore, for the system with several modes with
he same frequency, the criteria defined in (4) would contribute to the
verall damping of those modes. On the other hand, if the system has
everal poorly damped modes in the low-frequency range, the criteria
rom (4) needs to be extended. This is of interest for future work.
4

𝑃

3.2. Controller definitions

The open-loop transfer function includes the active and reactive
power action, and it is defined as:

𝐺(𝑠) = 𝐺𝑃 (𝑠) + 𝐺𝑄(𝑠), (5)

where

𝐺𝑃 (𝑠) = 𝐻(𝑠)𝐾𝑃𝐶𝑃 (𝑠)𝑃𝑃 (𝑠), (6)

𝑄(𝑠) = 𝐻(𝑠)𝐾𝑄𝐶𝑄(𝑠)𝑃𝑄(𝑠). (7)

he transfer functions 𝐺𝑃 (𝑠) and 𝐺𝑄(𝑠) represent the relation between
he active and the reactive power injections, and the frequency (in
ig. 2, from point A to B, and from point A to C, respectively). From
ow on, subscript 𝑃 refers to active power while subscript 𝑄 refers to
eactive power, 𝐶(𝑠) means phase compensator and 𝑃 (𝑠) means plant.
he transfer function 𝐻(𝑠) represents a high-pass filter.

The lead–lag compensators are defined as:

𝐶𝑃 (𝑠) =
(

1 + 𝑠𝑇1
1 + 𝑠𝑇2

)𝑛𝑝
, (8)

𝐶𝑄(𝑠) =
(

1 + 𝑠𝑇3
1 + 𝑠𝑇4

)𝑛𝑞
, (9)

where 𝑇1−4 are time constants, and 𝑛𝑝 and 𝑛𝑞 represent the number of
compensators.

The high-pass filter is defined as:

𝐻(𝑠) = 1∕(1 + 1∕(𝑠𝑇𝜔)), (10)

here 𝑇𝜔 is used to control the filter bandwidth.

.3. Lead–lag controller design

The lead–lag compensator is designed to adjust the phase 𝜙𝐺, which
an be calculated as follows:

𝐺𝑒
𝑗𝜙𝐺

⏟⏟
𝐺(𝑗𝜔𝑜)

= 𝐴𝑃 𝑒
𝑗𝜙𝑃

⏟⏟⏟
𝐺𝑃 (𝑗𝜔𝑜)

+ 𝐴𝑄𝑒
𝑗𝜙𝑄

⏟⏟⏟
𝐺𝑄(𝑗𝜔𝑜)

, (11)

here 𝐴 will be used from now on to represent the magnitude of
complex number, while 𝜙 will represent its phase. Fig. 4 shows a

raphical representation of (11) in the form of a vector diagram. It can
e seen that the design criteria 𝜙𝐺 = 0 can be met by choosing any
ombination of 𝐺𝑃 (𝑗𝜔𝑜) and 𝐺𝑄(𝑗𝜔𝑜) that results in Im

{

𝐺(𝑗𝜔𝑜)
}

= 0.
owever, from Fig. 4, it is clear that for a fixed value of 𝐴𝐺, |𝐹 (𝑗𝜔𝑜)|

s maximised if:

𝐺 = 𝜙𝑃 = 𝜙𝑄 = 0. (12)

his mathematical condition yields a result that is evident: the active
reactive) power controller should compensate for the phase of the ac-
ive (reactive) power plant. Furthermore, it means that the controllers
n the active and reactive power loops are designed independently.
onetheless, the positive combined control action of both controllers

elays on the superposition theorem of linear control systems [28].
As in (11), the frequency response of 𝐺𝑃 (𝑠) and 𝐺𝑄(𝑠) at 𝜔𝑜 is

btained:

𝐴𝑃 𝑒
𝑗𝜙𝑃

⏟⏟⏟
𝐺𝑃 (𝑗𝜔𝑜)

= 𝐴𝐻𝑒𝑗𝜙𝐻
⏟⏞⏟⏞⏟
𝐻(𝑗𝜔𝑜)

⋅𝐾𝑃 ⋅ 𝐴𝐶𝑃 𝑒
𝑗𝜙𝐶𝑃

⏟⏞⏞⏟⏞⏞⏟
𝐶𝑃 (𝑗𝜔𝑜)

⋅𝐴𝑃𝑃 𝑒
𝑗𝜙𝑃𝑃

⏟⏞⏞⏟⏞⏞⏟
𝑃𝑃 (𝑗𝜔𝑜)

, (13)

𝐴𝑄𝑒
𝑗𝜙𝑄

⏟⏟⏟
𝑄(𝑗𝜔𝑜)

= 𝐴𝐻𝑒𝑗𝜙𝐻
⏟⏞⏟⏞⏟
𝐻(𝑗𝜔𝑜)

⋅𝐾𝑄 ⋅ 𝐴𝐶𝑄𝑒
𝑗𝜙𝐶𝑄

⏟⏞⏞⏞⏟⏞⏞⏞⏟
𝐶𝑄(𝑗𝜔𝑜)

⋅𝐴𝑃𝑄𝑒
𝑗𝜙𝑃𝑄

⏟⏞⏞⏞⏟⏞⏞⏞⏟
𝑃𝑄(𝑗𝜔𝑜)

, (14)

here subscripts 𝐶𝑃 and 𝐶𝑄 refer to the compensators, while 𝑃𝑃 and
𝑄 refer to the active and reactive power plants, respectively.
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Fig. 5. Phase angle that needs to be compensated by the active-power POD (𝜙𝐶𝑃 ) when
the oscillation frequency changes (𝜔𝑜). Variation of (squares) inertia and (circles) line
impedance values. (green) Line representing 𝑓𝑃 (𝜔𝑜).

Fig. 6. Phase angle that needs to be compensated by the reactive-power POD (𝜙𝑃𝑄)
hen the oscillation frequency (𝜔𝑜) changes. Variation of (squares) inertia and (circles)

ine impedance values. (green) Line representing 𝑓𝑄(𝜔𝑜).

.4. Controller limits

Recalling that 𝑝𝑟 and 𝑞𝑟 are the active and reactive powers requested
y the operator, the active and reactive power limits of the CIG can be
alculated as follows:

𝑝𝑙 = 𝑘 ⋅ 𝑝𝑟, (15)
𝑙 =

√

𝑆2
𝑛 − (𝑝𝑙 + 𝑝𝑟)2 − 𝑞𝑟, (16)

where 𝑘 ∈ [0, 1) is a predefined active-power margin available from the
rimary source to provide damping services. In this section, the method
o adapt the POD controller is described. First, an offline simulation
s conducted and the adjustment characteristic is defined. Then, the
rocedure to update the POD controller parameters is introduced.

.5. Controller gain

The controller proportional gains 𝐾𝑃 and 𝐾𝑄 are designed following
he two-step method. First, the system performance is analysed for dif-
erent values of the proportional gain. This allows for determining the
ain value for which the damping of the system reaches a maximum.
hen, to determine the final value of the controller gains, the system
erformance is verified using transient analysis. This approach is a
ompromise between improving the controller damping performance
nd ensuring robustness for different operating points.

. POD controller adjustment

The lead–lag design criteria obtained in (12) can be applied to (13)
nd (14). Then, the following results are obtained:

𝜙𝐶𝑃 = −𝜙𝐻 − 𝜙𝑃𝑃 , (17)

𝐶𝑄 = −𝜙𝐻 − 𝜙𝑃𝑄. (18)

his result means the compensators would compensate for the phase
f the plant plus the phase of the high-pass filter (i.e., the open-
5

oop phase). The phase that needs to be compensated can be in the i
ange ±180 degrees. However, the maximum phase shift introduced by
ne lead–lag is limited to ±90 degrees. Therefore, the compensator is
ormed as a linear connection of two identical lead–lag compensators.
his can be defined as:

𝑝 = 𝑛𝑞 = 2. (19)

The design of the gain of the compensator is simpler compared to
he phase. Here, only the gain introduced by the high-pass filter is
ompensated. Then:

𝐶𝑃 = 𝐴𝐶𝑄 = 1∕𝐴𝐻 . (20)

ith these specifications selected, the lead–lag parameters are calcu-
ated by using standard formulas [29].

.1. Off-line analysis

.1.1. Network reconfiguration aspects
In [30], it was found that changes in the impedance of the tie-line

etween areas have high impact on the frequency of the inter-area
scillation. This scenario happens when one line is disconnected after
fault. Another aspect that affects the frequency of the oscillation

s variations in the system inertia. This scenario typically takes place
hen available renewable sources replace conventional generators in

he generation mix that are then disconnected. Furthermore, the net-
ork reconfiguration causes the change in the POD controller plant,
odifying the plant phase at oscillation frequency. Thus, the POD

ontroller settings become inaccurate, deteriorating the damping per-
ormance. The impact of the network reconfiguration on the plant
hase is addressed in following sections.

.1.2. Analysis of active and reactive power dynamics
The aim of this section is to find the relationships between the

scillation frequency (𝜔𝑜) and the phases that will be addressed by
he lead–lag filters (𝜙𝑃𝑃 and 𝜙𝑃𝑄), within the frequency range of
nterest [31]. Changes in the interconnecting lines (𝑙1, 𝑙2, and 𝑙3 in
ig. 1) and reductions in the inertia of generators will be applied. For
ach modification in the system topology, the following steps need to
e taken:

1. First, the network model is modified. Then, a three-phase fault is
applied and cleared in the area formed by generators 𝐺3 and 𝐺4,
at point F in Fig. 1. The system response includes the inter-area
oscillation, in which the frequency of the oscillation should be
detected. For that purpose, the zoom-FFT algorithm is used [32].

2. Then, the challenge is to find the angle to be compensated, and
for that purpose the phase of the plant at 𝜔𝑜 (𝜙𝑃𝑃 and 𝜙𝑃𝑄)
should be calculated. The system is perturbed by using the CIG
power references, depicted as points P and Q in Fig. 1. The
disturbance signal is a sinusoidal of frequency 𝜔𝑜 that is ap-
plied in the active and reactive power references, consequently.
When the simulation reaches steady-state, the angle between
the sinusoidal disturbance input and the output is measured,
thus obtaining 𝜙𝑃𝑃 and 𝜙𝑃𝑄 (in two separate simulations). This
process is programmed in a script so it does not require manual
actions.

Figs. 5 and 6 show the estimated phases for the aforementioned
etwork changes. Both phases mainly decrease when the impedance
f the tie-line increases (circles) and when the system inertia decreases
squares). In Fig. 6, the linear relationship between 𝜙𝑃𝑄 and 𝜔𝑜 is clear.
here is also a relation between 𝜙𝑃𝑃 and 𝜔𝑜, although it is not as clear
s for 𝜙𝑄𝑃 . It can be seen that the modification in tie-line resulted in
linearly descending angle 𝜙𝑃𝑃 , while modification in the generators
nertia resulted in a non-linear relation between 𝜙𝑃𝑃 and 𝜔𝑜.
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Fig. 7. Electric diagram of the laboratory facilities. (green) Grid emulator and (blue)
VSCs used as CIGs.

4.1.3. Fitting the phase-frequency functions
The results obtained in the previous section are used here to fit

𝑓𝑃 (𝜔𝑜) and 𝑓𝑄(𝜔𝑜). For simplicity, a linear function has been considered
here, although different curves may be used here:

𝑓𝑃 (𝜔𝑜) = 𝑚𝑃 ⋅ 𝜔𝑜 + 𝑠𝑃 , (21)

𝑓𝑄(𝜔𝑜) = 𝑚𝑄 ⋅ 𝜔𝑜 + 𝑠𝑄, (22)

where 𝑚 and 𝑠 refer to the slope and constant values of the straight line.
For fitting the values, any method can be used (e.g., minimum squares).
The resulting functions are depicted in Figs. 5 and 6, in green.

4.2. Real-time operation

The calculation of functions 𝑓𝑃 (𝜔𝑜) and 𝑓𝑄(𝜔𝑜) require only basic
mathematical operations. Therefore, these functions can be simply im-
plemented in local controllers. The practical implementation is shown
in Fig. 2(b). Firstly, the frequency of the oscillation is estimated by
using the zoom-FFT algorithm. This algorithm was selected for its
precision and low computational requirements, which makes it suitable
for real-time implementations. Nonetheless, the oscillation frequency
can be estimated using other estimation techniques. Also, such in-
formation could be extracted from ambient data, by analysing the
frequency content of measured currents and voltages. Furthermore,
the proposed implementation is suitable for systems with oscillations
in the low-frequency range. If the system faces oscillations at higher
frequencies, the proposed method could be connected with methods
used for detecting subsynchronous oscillations [33].

Once 𝜔𝑜 is estimated, it is used to calculate compensation angles,
𝜙𝐶𝑃 and 𝜙𝐶𝑄. Finally, the parameters of the lead–lag compensators are
adjusted to achieve new compensation angles following the procedure
described in Section 3.3. It should be noted that the phase introduced
by additional elements in the loop should also be compensated by the
lead–lag compensators (e.g., if additional low-pass filters are applied).
Also, the adjustment of the control parameters leads to a sudden
increase or decrease in the power references. However, the limiters 𝑝𝑙

and 𝑞𝑙 would ensure that the final command signals do not exceed the
allowed limits.

5. Experimental validation

5.1. Experimental setup description

The proposed POD controller performance was experimentally val-
idated in a laboratory [34]. Fig. 7 shows a single-line diagram of
the laboratory facilities. The nominal network voltage was 400 V and
the nominal frequency 50 Hz. The two-area power system depicted
in Fig. 1(a) was emulated by using one 75 kVA VSC. This converter
includes fast internal controllers so it can readily emulate grids [34].
6

The CIGs were emulated by using four 15 kVA VSCs connected to the
grid via their 𝐿𝐶𝐿 filters. Each of these CIGs included an adaptive
POD controller. The CIGs did not have communication links between
them. All the CIGs were connected to the same busbar (the POC),
which is the output of the grid emulator. The dc sides of all converters
were maintained constant at 680V by using uncontrolled rectifiers. The
switching and sampling frequencies for the 75 kVA and 15 kVA VSCs
were 8 kHz and 10 kHz, respectively (see [34] for more details). The
laboratory measurements were scaled up so that 1 kVA in the laboratory
was seen as 75 MVA in the emulated power system. For the internal
current controllers of the CIGs, the settling time was set to 5 ms and
the overshoot to 10 %. PLLs used in each CIG for the synchronisation
were designed assuming a settling time of 80 ms and 10 % overshoot.
The zoom-FFT algorithm was adjusted to operate in the frequency range
between 0.1 and 2 Hz.

5.2. Experimental results

5.2.1. Active power, reactive power and combined POD controller
In this section, the proposed POD controller was tested without the

adjustment mechanism applied and was designed following the proce-
dure described in Section 3. For this scenario, the oscillation frequency
of the system was 0.64 Hz. The frequency responses of 𝑃𝑃 (𝑗𝜔𝑜) and
𝑃𝑄(𝑗𝜔𝑜) were measured by perturbing the system at 𝑓𝑜. Then, from
(17) and (18) the compensation angles were calculated. The active
and reactive power limits (𝑝𝑑 and 𝑞𝑑) were equal and set to 0.12 pu.
Equal limits were selected in order to compare the effectiveness of
active and reactive power. Then, the controller proportional gains were
calculated so that they do not saturate when a transient takes place.
More advanced criteria can be used for the design of the gains, but this
is not explored here.

Fig. 8(a) shows the transient response of the grid frequency for
three test cases. In (blue) only active power is used, in (red) only
reactive power, and in (green) both powers are used simultaneously.
In addition, the injected active and reactive power during the transient
from one CIG are shown in Fig. 8(b) and Fig. 8(c), respectively. In
all three cases, the system damping improved compared to the case
without the POD controller (in grey). It can be seen that the best
damping was achieved for the case in which both powers active and
reactive are used. This can be verified in Fig. 9, where the most critical
eigenvalues (those related to the inter-area oscillation) obtained in the
experimental verification are shown. These eigenvalues were identified
by applying a pseudo-random binary signal (PRBS) to the command
of the power references and then by estimating the system model and
its eigenvalues. In (grey), the critical eigenvalue without any POD
controller is shown, in (blue) with the POD controller only acting
with active power, in (green) only with reactive power, and in (red)
with both power components. Without the POD controller, the critical
eigenvalues had a natural frequency of 4.05 rad/s and a damping factor
of 0.016. For the POD controllers based only on active and reactive
power, the eigenvalues clearly move away from instability. However,
the combined action of both power components gave the best results,
and a damping factor of 0.067 was obtained.

5.2.2. Network reconfiguration
In order to validate the benefits of the proposed adaptive mech-

anism, a representative scenario in which an inter-area oscillation
appears was selected. In this scenario, the inertia constant of generators
𝐺1 and 𝐺3 was reduced by 10 %, while the reduction was 15 %
for generators 𝐺2 and 𝐺4 (see Fig. 1). Furthermore, the proportional
gain of PSS in 𝐺2 was reduced by 33 % in order to make the system
marginally stable after the disconnection of a line. The main objective
of this change was to demonstrate the benefits of the proposed control
technique. This scenario can be explained using Fig. 10(a). In this
scenario, the system was initially stable and the CIG-based power plant
was designed to provide the maximum damping by using both active
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Fig. 8. Laboratory results. (a) Frequency deviation, (b) active and (c) reactive power
injected by the CIGs. The meaning of colours is marked in the legends.

Fig. 9. Critical eigenvalue identified in the laboratory for the POD controller options.
grey) No POD controller, (blue) only active power, (green) only reactive power and
red) active and reactive power.

nd reactive power injection. Eventually, tie-line 𝑙3 (see Fig. 1) was
isconnected at 𝑡1 = 1 s and then the system was very close to instabil-
ty. This happens because the system dynamics changed significantly
nd the original POD controller cannot guarantee adequate system
amping. This change in the system topology also caused a change in
he oscillation frequency.

During the first three oscillation periods the FFT algorithm was
stimating the oscillation frequency, and the new value was determined
fter approximately 6 s (Fig. 10(b)). Then, the compensation angles
pdated according to 𝑓𝑃 (𝜔𝑜) and 𝑓𝑄(𝜔𝑜) (instant 𝑡2). These curves were
alculated according to the realistic elements included in the laboratory
additional delays and filters, etc.) so they have differences compared
o those shown in Figs. 5 and 6. It can be observed that the angles of all
he CIGs were not updated at the same time. This happens because they
re operated independently and, therefore, their controllers are not syn-
hronised (Fig. 10 (c, d)). After instant 𝑡2, the transient response shows
hat the sustained oscillation was clearly damped due the action of the
daptation mechanism. The adjustment can also be seen in the active
nd reactive power references, in Fig. 10(e) and (f), respectively. In
7

f

Fig. 10. Transient response of (a) the grid frequency, (b) active and (c) reactive power
when one line is disconnected and the adaptive mechanism is applied. (d) Compensation
angles calculated in real time. (e) Active and (f) reactive power references.

both references, the adjusted parameters resulted in a sudden decrease
in the signal amplitude. Fig. 11 shows the system eigenvalues for the
aforementioned scenario. In (light blue), the system damping before the
event is shown. It can be seen that the system was well damped. Then,
in (dark blue), the line was disconnected and the mode moved towards
the imaginary axis, while the oscillation frequency clearly decreased.
Finally, in (red), when the controller was updated, the system became
well damped again. For completeness, in (yellow, green) the system
eigenvalues in the original and final states are shown, but without any
POD controller. It can be seen that in these cases the system was not
well damped.

5.2.3. POD adjustment robustness
To explore the robustness of the proposed method with respect to

the selection of functions 𝑓𝑃 (𝜔𝑜) and 𝑓𝑄(𝜔𝑜), the values of the slopes
ere intentionally modified. Fig. 12 shows the damping of the most

ritical eigenvalue for the variations of the slope, 𝛥𝑚 = 𝑚∕𝑚𝑠 (the same

or 𝑃 and 𝑄), where 𝑚𝑠 was the original slope. It can be seen that for
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Fig. 11. System eigenvalues for the system reconfiguration. (light blue) Initial state,
(dark blue) after the line disconnection and (red) once the controller is adapted.
(yellow, green) Initial and final states without POD controller.

Fig. 12. Laboratory measurements. Damping of the most critical eigenvalue when the
slope of the adjustment characteristic is modified.

Fig. 13. Damping of the most critical mode (1) without POD controller, POD controller
design (2) with the proposed method, and (3) for the maximum damping.

variations between 1.5 and 0.5, the damping still remained larger than
0.04. However, the damping rapidly decreased if 𝛥𝑚 was lower than
0.5. The effect of the slope and the selection of the curve is relevant,
and its selection greatly depends on the system topology. Therefore,
exploring this for different power system topologies is of interest for
further research.

5.3. Comparison with other methods for POD controller design

In the literature, the POD controllers are often designed with a
focus on maximising the damping factor of the critical mode. To do
so, either a single-objective [35] or multi-objective [36] optimisation
functions can be defined. These objectives are defined as minimising
the mode with the largest damping factor value [37] or maximising the
8

Fig. 14. Single-line diagram of IEEE 39-Bus with (blue) additional CIG.

mode with the lowest damping ratio [38]. Also, these objectives can be
merged to define the expected values for both the damping ratio and
factors of dominant modes [39]. Fig. 13 shows the damping factor of
the critical mode for three cases. Case 1 represents the case without
the POD controller, while the POD controller is included in Case 2 and
Case 3. In Case 2, the POD controller was designed with the procedure
presented in this work. Then, in Case 3, the controller was designed for
the maximum damping factor. It can be seen that if the POD controller
compensates the open-loop phase shift the achieved damping factor is
not at the maximum. However, it is very close to it while the analytical
solution is easy to obtain.

6. Analysis on larger system

Fig. 14 shows the single-line diagram of a modified IEEE 39-Bus
system. The first modification is the reduction of the proportional gains
of all PSS in the system by 30 %. The second modification is the
connection of the CIG to the Bus-29 via a step-up transformer. Then, the
system was observed from the CIG active and reactive power references
for different modifications. These modifications included changes in the
line impedance, inertia of generators, as well as disconnection of one
line at a time. During this procedure the changes in both oscillation
frequency (𝜔𝑜) and plant phases (𝜙𝐶𝑃 and 𝜙𝐶𝑄) were examined.

Fig. 15 and Fig. 16 show results of the analysis for the active and
reactive power loops, respectively. Since the power system included
several modes, the frequency responses included three peaks around
0.4, 0.8 and 1.1 Hz. A similar trend can be seen for both (red) increase
in line impedance and (blue) decrease in the inertia of generators. For
both sets of modifications, the phase to be compensated decreased as
the frequency of oscillations increases. Furthermore, the changes in
(yellow) network topology have resulted in a wider range of changes
in 𝜔𝑜. Nonetheless, these modifications result in the same trend for
compensation angles in both active and reactive power loops.

7. Conclusion

In this paper, a POD controller for CIGs that uses both active
and reactive power has been presented. This controller maximises the
capability of CIGs to damp oscillations and offers parameter adaptation
when a change of the network dynamics is detected. Possible network
changes are analysed off-line and the value of each oscillation fre-
quency is linked then with the angle that needs to be compensated by
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Fig. 15. Analysis for IEEE 39 Bus network: Phase angle that needs to be compensated
by the active-power POD controller (𝜙𝐶𝑃 ) when the oscillation frequency (𝜔𝑜) changes.

Fig. 16. Analysis for IEEE 39 Bus network: Phase angle that needs to be compensated
by the active-power POD controller (𝜙𝐶𝑄) when the oscillation frequency (𝜔𝑜) changes.

the active and reactive power controllers. The information from the off-
line analysis is then applied in real-time to adapt the POD controller.
Theoretical derivations were validated using the laboratory setup, in
which four 15 kVA CIGs were connected to a 75 kVA grid emulator that
reproduced the dynamics of a two-area power system. Furthermore, a
theoretical analysis was conducted for the IEEE 39-Bus system, showing
a similar relationship between the oscillation frequency and angle that
needs to be compensated.

Results have shown that each oscillation frequency is linked with
an angle that can be compensated by using active and reactive power
controllers. These links may vary depending on the elements that cre-
ated the change of topology or network parameters (line disconnection
or inertia variation), and the most relevant cases must be included in
the offline analysis. Also, theoretical results have shown that the best
strategy to damp oscillations is that each POD controller (for active and
reactive powers) compensates for the phase lag of its open-loop transfer
function. Experimental results were in good agreement with the the-
oretical studies. The main question regarding this method would be
how would it perform in different systems, since the relation between
compensation angles and oscillation frequency greatly depends on the
system topology. This is of interest for further study and research.
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