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Abstract 

We present our pathway through participation in the blind Kumamoto exercise, particularly the Step 1 of site char-
acterization. The combination of passive and active seismic imaging techniques is used to image the velocity profile 
beneath the KUMA site. The estimation of the broadband Rayleigh wave dispersion curve is based on cross-corre-
lations of ambient seismic noise and analysis of active seismic shots. We calculate correlations from the entire time 
series (only vertical components) of each seismic array after classical pre-processing of ambient noise data. Then, a 
passive seismic section is constructed using all available stations pairs and stacking the cross-correlation traces with 
similar interstation distances. The obtained passive seismic section is analyzed using a high-resolution Radon trans-
form to obtain the dispersion image of Rayleigh waves traveling through the KUM-LL, KUM-M and KUM-SM arrays. 
Then, the information is merged and interpolated to obtain the final broadband dispersion curve. In addition, active 
source seismic data are used with the high-resolution Radon technique to constrain the model at shallow depths 
(< 30 m). Then, a broadband dispersion image is constructed with significant energy from 0.9 Hz to 45 Hz. The final 
dispersion curve is inverted using the non-linear neighborhood algorithm. Using just the fundamental mode Ray-
leigh wave, a first model with normal velocity variation in depth is obtained that corresponds well with the preferred 
model provided by the organizing committee. The addition of a mHVSR curve in a joint inversion better constrains the 
deeper part of the model (> 1 km). After comparison of the submitted dispersion curve to the theoretical dispersion 
curve for the preferred model (Step 4 of the blind test), the authors note that there was a clear misinterpretation in 
the fundamental mode of their submitted results, especially at frequencies higher than 5 Hz. Using both fundamental 
(only visible in the passive data set) and first overtones of Rayleigh waves (only visible in the active seismic data set) 
a refined velocity model could have been inferred, but we decided to keep our first submitted result. This detailed 
interpretation should be further studied as dispersion images from forward and backward hammer shots are quite 
different, which may indicate strong variations in the geometry and/or shear-wave velocities of the first meters of the 
subsurface.

Keywords  Seismic interferometry, Ambient noise, Site characterization, Surface waves

*Correspondence:
E. Diego Mercerat
diego.mercerat@cerema.fr
Full list of author information is available at the end of the article

http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s40623-023-01785-9&domain=pdf
http://orcid.org/0000-0003-3154-584X


Page 2 of 14Diego Mercerat and Dylan Mikesell ﻿Earth, Planets and Space           (2023) 75:31 

Graphical Abstract

Introduction
Microtremor array methods are used to extract informa-
tion about subsurface geological structure from ambi-
ent seismic vibrations. These so-called ambient seismic 
vibrations (or noise) must be measured synchronously 
at the different stations within the array. A popular tech-
nique to extract subsurface information relies on a noise 
cross-correlation technique and is becoming widely 
adopted within the geophysical and earthquake engi-
neering communities. The technique has been proven 
by several applications in different areas of the world 
and in different geological environments, from global to 
regional scales, and even at local scales (e.g., Shapiro et al. 
2005; Bensen et  al. 2007). Ambient noise cross-correla-
tion studies in urban environments have also been used 
to obtain the geometry of the bedrock-sediment inter-
face, as well as shear wave velocity profiles of the sedi-
mentary layers within densely populated cities located in 
sedimentary basins (Saygin et  al. 2016, Ma and Clayton 
2016, Vassallo et al. 2019, Pacheco et al. 2022). Many of 
the previous ambient noise studies used data from tem-
porary seismological networks, specifically deployed for 
characterization of the seismic response of each city in 
the framework of seismic hazard studies.

Here we propose to apply similar techniques to the 
microtremor data set for the blind site characterization 

exercise in the Kumamoto plain, Japan. The blind test 
organizing committee has provided the participant teams 
several ambient noise array observations carried out in 
the Kumamoto city center, around the KUMA site. The 
arrays were designed for classical FK-based and/or SPAC-
based techniques (see Garofalo et al. 2016; Foti et al. 2018 
for reviews of a similar blind exercise to benchmark dif-
ferent techniques). The main drawback of the ambient 
noise cross-correlation technique is the fact that ubiq-
uitous and persistent noise sources, generally ocean 
generated, are relatively low frequency (< 1  Hz). Urban 
generated noise sources such as traffic, wind on build-
ings or trees, and other vibration sources, excite higher 
seismic frequencies (between 1 and 20  Hz) that in turn 
are not well-correlated over large distances. However, for 
short distances (< 1 km) they may still observe coherent 
behavior up to tens of Hertz in urban environments (Dı́az 
et al. 2017). To counter the high-frequency deficiency of 
the cross-correlated noise traces, we combine the ambi-
ent noise cross-correlation analysis with active seismic 
data. The active seismic data from hammer shots can be 
used to estimate the high-frequency portion of the sur-
face wave phase-velocity spectrum using standard tech-
niques, such as multichannel analysis of surface waves 
(MASW, Park et al. 1999).
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The data were collected by the local organizing com-
mittee of ESG6 and contains surface recordings of ambi-
ent noise in nested-triangular arrays for microtremor 
measurements (see Figure 1) and in-line arrays for active 
source measurement with varying inter-receiver spac-
ings. A detailed summary of the data set is found in the 
companion paper by the organizing committee in this 
special number (Matsushima et al. 2022; Chimoto et al. 
2022). In the following sections we present the a-priori 
knowledge of the field conditions available from the lit-
erature, as well as summarize the methods used in our 
analysis. The techniques presented in this work merge 
data from different arrays to significantly increase the 
usable frequency band to gain depth resolution in the 
investigation. Dispersion analysis of surface waves is 
done by direct picking in the phase velocity vs frequency 
dispersion images. Other studies have proposed similar 
approaches using group velocity dispersion curves, but 
their determination requires extra care about filtering 
in different frequency bands to pick envelope maxima 
(Pastén et al. 2016). In addition, we demonstrate that the 
combination of the phase velocity information with the 
horizontal-to-vertical spectral ratio (HVSR) data pro-
vides more accurate results of deeper velocity contrasts 
that are invisible when only considering the dispersion 
information. Finally, we discuss the inversion algorithm 
and operations used to estimate the shear-wave veloc-
ity profile. We interpret the resulting shear-wave veloc-
ity profile in terms of addition information obtained by 
combining both active and passive seismic data sets, and 
we compare our results to the “preferred model” pro-
vided by the organizers and the average dispersion curve 
from all participants in the blind study.

Kumamoto site
The Kumamoto site under investigation here is located 
within the Kumamoto plain, a sedimentary basin 22 km 
long and 8 km wide located in southwestern Japan. The 
plain is surrounded by the volcanoes Mount Kinbo and 
Mount Aso. Two rivers, Shirakawa and Midorikawa, cut 
through Kumamoto city and empty into the Ariake sea 
in western Japan. In terms of geology, the plain is com-
posed of alluvial deposits, andesites, and pyroclastic flow 
deposits (Tsuno et al. 2017). The site is located in down-
town Kumamoto, close to the strong motion station 
KUMA, situated at 32.77 N, 130.69 E at an elevation of 
9.4 m above sea level.

From borings of the nearby KiK-net station KMMH16 
(Chimoto et  al. 2016), located 12  km to the east of the 
KUMA site, the geological column is composed by sandy 

deposits, intercalated by volcanic ash and tuff layers. The 
bedrock depth is estimated to be 600  m or more. Chi-
moto et  al. (2016) estimate from microtremor observa-
tions that the soil column in the Mashiki town region, 
located to the east of the Kumamoto plain, less than 1 km 
from the KMMH16 KiK-net station, is composed of two 
sedimentary layers with shear wave velocities Vs = 100–
150  m/s of very low surface thickness and Vs = 200–
300  m/s with a depth not exceeding 30  m. This second 
layer lies over a layer of stiffer material considered as the 
"engineering bedrock" and having a Vs = 500 m/s. From 
these previous studies, the bedrock depth of the basin is 
expected to be greater than 400–500 m in the Kumamoto 
area.

Dispersion image estimation
Multichannel analysis of surface waves (MASW) is an 
array-based data processing method used to extract 
phase velocity dispersion information from Rayleigh 
and Love waves (e.g., Song et al. 1989). The basic idea is 
that one transforms the data recorded in the time-offset 
domain (t − x) to the frequency–velocity domain (f − v) to 
estimate the phase velocity at each frequency. This trans-
form can take many forms. Shen et al. (2015) present an 
overview of the different methods and compare the reso-
lution in each. One of the preferred transform methods 
is the τ − p transform, also known as the linear Radon 
transform (Trad et  al. 2003 and the references therein). 
The High-Resolution Linear Radon Transform (HRLRT) 
was first introduced for surface wave dispersion imag-
ing by Luo et  al. (2008). The advantage of the HRLRT 
approach is that it helps separate overlapping surface 
wave modes by improving resolution in both the fre-
quency and velocity domains. A lot of work has gone into 
using HRLRT dispersion images (e.g., Luo et  al. 2015). 
An alternative to the HRLRT was presented in Mikesell 
et  al. (2017), whereby they frame the problem as image 
deblurring and avoid the need for the matrix precondi-
tioning required by methods, such as the HRLRT. This 
alternative approach uses the power spectra of the Radon 
domain adjoint and the array response function to per-
form image deblurring on the MASW dispersion image. 
The non-negative least-squares inversion improves the 
resolution of surface wave dispersion images and pro-
motes a sparse dispersion image. The algorithm is fast, 
the convergence occurs within tens of iterations, and 
the approach does not require estimation of the optimal 
damping parameter as in the HRLRT approach. Finally, 
the method is robust to random noise in the data and 
works well at low frequencies.
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Analysis of ambient noise data
The technique to estimate the dispersion curve of the 
blind Kumamoto exercise is based on cross-correla-
tions of ambient seismic noise followed by the MASW 
analysis. The 1-h-long ambient signals were recorded in 
nested triangle arrays, each composed of seven 3-com-
ponent Tokyo Sokushin, SE-321 velocimeters with a 
10  s natural period and a sensitivity of 5  V/kine. The 
datalogger was an LS-8800 (Hakusan Corp) with 24-bit 
precision and a dynamic range of 128  dB recording 
at 200  Hz sampling frequency. The nested triangular 
arrays have different min and max interstation offsets 

(Table  1). In Step 1 we considered the apertures of 
KUM-S and KUM-SS too small to retrieve useful infor-
mation, particularly given the KUM-S array had an 
overlapping aperture to the active seismic geophone 
array (Table 1), and therefore, it would not, in principle, 
offer new independent data. As we discuss later though, 
the inclusion of KUM-S data is relevant for the final 
interpretation, likely due to the difference in the source 
of seismic energy compared to the active source data 
(i.e., urban noise vs. hammer blows).

We applied classical processing (Bensen et al. 2007) to 
the ambient noise data. This included for each 1-h-long 
signal, mean and trend removal, tapering and fourth-
order Butterworth bandpass filter between 0.05 and 
20 Hz, spectral whitening over that same frequency band, 
and one-bit signal binarization. The vertical component 
of ten second lag cross-correlations were then calculated 
and linearly stacked over the whole period to approxi-
mate the impulse response between two stations (2 h for 
KUM-LL, KUM-M and KUM-SM arrays). The impulse 
responses were then sorted by interstation distance. An 
example for KUM-M is presented in Fig.  1a. A passive 
seismic section was constructed using all 21 cross-corre-
lation traces available. We averaged (stacked) the cross-
correlation traces with similar interstation distances, 
disregarding azimuthal variations and thus assuming a 

Table 1  Data sources; passive KUM nested arrays and active 
seismic line minimum and maximum inter-station distances

Array xmin (m) xmax (m) Used in 
steps 1 
and 4

KUM-LL 481 962 Yes

KUM-M 122 243 Yes

KUM-SM 39 78 Yes

KUM-S 10 20 No

KUM-SS 1 2 No

Active 1.5 34.5 Yes

Fig. 1  Ambient noise correlations. a Cross-correlations signals of the KUM-M array. b Binned and symmetrized cross-correlations. c Dispersion 
image from the data in b calculated with the (low-resolution) Radon transform. d The same as in c but calculated using the deblurring technique 
(Mikesell, et al. 2017). In c and d, the resolution and aliasing limits are shown by dotted and dashed straight lines, respectively



Page 5 of 14Diego Mercerat and Dylan Mikesell ﻿Earth, Planets and Space           (2023) 75:31 	

1D layered medium. Interstation distances differing by 
less than 10% to the mean interstation distance are con-
sidered the same, and therefore, they are binned and 
stacked to increase the signal-to-noise ratio. The traces 
are then symmetrized, meaning the negative time of the 
correlation is folded over and averaged with the positive 
time (Fig. 1b). For the case of nested triangular arrays, as 
used in this benchmark, there are five different intersta-
tion distances to be grouped and stacked. An example 
can be seen in Fig. 2 with red lines.

The surface-wave dispersion along these linearized 
arrays is then computed using the classical (low-reso-
lution) Radon transform (Fig.  1c), as well as a deblur-
ring technique (Mikesell et  al. 2017) to obtain a higher 
resolution dispersion image of Rayleigh waves traveling 
across the array (Fig. 1d). Manual picking of the disper-
sion curves is performed on each image resulting from 
the KUM-LL, KUM-M and KUM-SM arrays within the 
resolution (maximum resolved wavelength) and alias-
ing (minimum resolved wavelength) limits defined by 
λmax = xmax/2 and λmin = 2 xmin, respectively. Finally, the 
information is merged and interpolated by cubic splines 
to obtain a final broadband dispersion curve using the 
three ambient noise array results (Table 1) and the active 
seismic results (next section).

Analysis of active seismic data
The active-source seismic data consist of one seismic 
line of 24 vertical geophones (4.5 Hz natural frequency) 
located close to the strong motion station KUMA. The 
geophone spacing is 1.5  m and the maximum offset 
is 34.5 m and the hammer shots at each end of the line 
(Fig. 3). The sample frequency is 1000 Hz, and the data 
recording is 2 s. Classical MASW (Park et al. 1999) is car-
ried out after stacking most of the shot gathers (Table 2). 
Even though we stacked multiple active-source ham-
mer shots, the data were collected in an urban environ-
ment and not all coherent noise (e.g., automobile noise) 
was suppressed via stacking. High resolution disper-
sion images are calculated with the image deblurring 
technique (Mikesell et  al. 2017). There is a cosine taper 
applied to the first and last 1% of the data before MASW. 
The maximum offsets of the geophone line constrain the 
depth of investigation to 15 m to 20 m at most (Garofalo 
et al. 2016). Importantly, these active-source data should 
allow us to characterize only the superficial soil layers, 
which have a strong impact on ground-motion analysis.

We note that the surface waves traveling in the two 
directions across the array are obviously not the same 
(Fig. 3) and is due to either the source or lateral hetero-
geneity beneath the source and the array. In addition, the 

Fig. 2  Survey geometry. a Stations in the KUM-LL array (red circles). The short side is 481 m, and the long side is 962 m. b Sampling schemes of 
nested-triangle arrays with the different groups of interstation distances (red colors) that are binned and stacked in this ambient noise study. On the 
top-right of each triangular array, the number of different interstation distance pairs is shown (i.e., 3, 9, 3, 3, and 3 for the longest path)
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MASW results (Fig.  4) show dispersion images provide 
different results depending on the direction. This suggests 
that there may be strong lateral differences close to the 
surface that may be at odds with the 1D layered medium 
hypothesis, at least for high frequencies (> 10  Hz) and 
short wavelengths (< 20 m). There are obvious differences 
in the forward and reverse MASW images in terms of 
modes and lateral coherence across frequency. Thus, we 
needed to choose which MASW image to interpret or 
how to interpret both. We took the one consistent feature 
in both images as the fundamental mode Rayleigh wave 
and picked this from 17.5 to 42.9  Hz. This is the curve 
used in the Step-1 and Step 4 active-source component 
of the broadband dispersion curve. After merging several 

Fig. 3  Active source data. a Stack of 8 sledgehammer shots in the forward direction (Table 2). b Stack of 9 sledgehammer shots in the reverse 
direction. Trace normalization is applied to enhance the surface wave arrivals at large offsets for visualization only

Table 2  Files used; active shot files used in the stack

The other shots had significant urban noise

Forward Reverse

708.txt 720.txt

709.txt 721.txt

711.txt 724.txt

712.txt 725.txt

713.txt 726.txt

714.txt 727.txt

715.txt 728.txt

716.txt 729.txt

730.txt

Fig. 4  Active source MAS; high-resolution MASW images computed with the deblurring method (Mikesell et al. 2017). The Step 4 active-source 
dispersion curve was picked using the area, where forward and reverse shot record MASW images appeared to agree
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dispersion curves from passive (KUM-LL, KUM-M, 
KUM-SM) and active data, a broadband Rayleigh disper-
sion curve from 0.9 Hz up to 45 Hz (Fig. 5) is obtained 
for the KUMA site. A small portion of a higher mode is 
picked from one shot gather downline, though it was not 
used for the submitted results in Step 1 and Step 4.

Inversion of Rayleigh wave dispersion
At the end of Step 1 the organizing committee asked 
each participating team to submit one dispersion curve 
and their best inversion result (Vp and Vs profiles). At 
that time our Rayleigh wave phase velocity dispersion 

curve inversion was performed using the Neighborhood 
Algorithm (NA) available in the dinver tool, part of the 
Geopsy open-source software package (Wathelet et  al. 
2020). Assuming a 1D horizontally layered medium for 
the site, we performed 1D NA inversions of the broad-
band phase velocity dispersion curve. Since little baseline 
information was available within the framework of the 
Kumamoto blind test (Step 1), a general parameteriza-
tion was used. We explored simple two-, three-, five-, 
and ten-layer models, but the best results came from the 
five-layer model of constant shear-wave velocities. Com-
pressional wave velocities were linked to the constant 
shear-wave layers (to get similar layer depths for both Vp 
and Vs profiles) and the density was fixed at 2000 kg/m3 
for the sedimentary layers (first four layers) and 2200 kg/
m3 for the lowermost layer (volcanic bedrock). In Fig. 6, 
we compare our Step 1 Vs profile to the preferred model 
provided by the organizing ESG6 committee at the later 
stage (Step 4). The results are quite consistent, especially 
for the first hundreds of meters. Comparable values of 
Vs30 are found: Vs30 = 202  m/s and Vs30 = 159  m/s for 
the model obtained in this work and the preferred model, 
respectively. However, discrepancies can be clearly seen 
in the near-surface layers (less than 30 m) and at depths 
larger than 180 m. For the near surface, it is noted that 
the Vs values of the first layers are overestimated with 
respect to the preferred model. For the basin depth, 
considered when Vs > 1500  m/s (volcanic basement), we 
obtained a depth around Z = 460  m, while in the pre-
ferred model this interface is located at Z = 579 m.

Fig. 5  Dispersion curve; Broadband fundamental mode Rayleigh 
wave phase velocity dispersion curve created by combining different 
arrays and MASW analysis (blue dots). Small portion of higher mode 
energy is picked from one shot gather downline, though not used in 
the inversion for Step 1 and Step 4

Fig. 6  Velocity model. a Shear-wave velocity model for KUMA site from the inversion of the broadband fundamental mode dispersion curve (Fig. 5) 
for Step 1 (blue) and for Step (red) compared to the preferred model (yellow) provided by the ESG6 organizing committee for comparison. In Step 4 
the HVSR data were used. b Zoom of the top 50 m of the shear-wave velocity model. c Predicted HVSR curves for the Step 1 (blue) and Step 4 (red) 
models, plus the HSVR data (black). d Predicted broadband fundamental mode dispersion curves, same color scheme as c 
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Joint inversion of mHVSR and Rayleigh wave dispersion 
data
After the distribution of extra information from the 
Kumamoto site by the organizing committee of the ESG6 
blind test (Step 4) and considering that the sedimentary 
basin is quite deep (bedrock depth > 1  km), we decided 
to include mHVSR (microtremor horizontal-to-vertical 
spectral ratio) data calculated from the array measure-
ments. Do this extends the usable frequency band to 
lower frequencies enables imaging the basin to much 
greater depths. We used data from KUM-LL stations, 
and it must be stressed that the longest resolved wave-
length for dispersion analysis from the largest micro-
tremor array KUM-LL is around 1 km and the minimum 
frequency is 0.8–0.9  Hz. After analysis of the mHVSR 
curves (Fig.  6c), a low frequency peak (around 0.3  Hz) 
can be clearly observed in almost all curves of the sta-
tions of each microtremor array KUM-LL, KUM-M and 
KUM-SM (Fig.  10). The main frequency peak that had 
been observed at the time of Step 1 was near 1.2 Hz. In 
the Step 1 inversion, data from mHVSR ratio were not 
available and thus was not used. The usable frequency 
band was 0.9–45  Hz from the broadband dispersion 
curve, with an estimated depth of investigation around 
the 300–400 m depth.

Using jointly the mHVSR curve from 0.1 to 15 Hz and 
the broadband Rayleigh phase velocity dispersion data, a 
Vs profile closer to the preferred model supplied by the 
ESG6 organizing committee was obtained, especially in 
the deeper part (> 500  m) of the model. As the results 
submitted for Step 1 were not far away from the preferred 
model, we decided to keep the first 4 layers the same, 
and only focus on matching the low frequency peak by 
including one or two deeper layers, beyond 500 m depth, 
to better fit the mHVSR curve (Fig.  6c). Using the HV 
inv code (Garcı́a-Jerez et  al. 2016), a global optimiza-
tion is carried out by a Monte Carlo sampling technique 
and giving similar weights to the mHVSR and the Ray-
leigh phase velocity dispersion curves, a satisfactory fit is 
rapidly obtained. It must be noted, that the fit to the dis-
persion curve at low frequencies (0.8 to 1 Hz) is slightly 
degraded from the previous inversion of Step 1. Regard-
less, we decided to keep this new “best model” as the low 
frequency peak is now present in the mHVSR predicted 
data, which was not the case in the Step 1 results. This 
low frequency peak is related to the deepest interface 
(basin depth) around 1.4 km depth. The model obtained 
is what we submitted for as our Step 4 results to organ-
izing committee.

Revisiting results after P–S logging data released
A ground structure investigation was carried out by the 
OYO Corporation Water and Disaster Engineering Busi-
ness Division at the site KUMA from 1 to 23 November 
2019. The exact location is less than 10  m apart from 
the center of the KUM-# arrays and the active seismic 
line. This included PS logging from the surface down to 
39  m depth at a 0.5  m depth interval. This provided P- 
and S-wave velocities that made up part of the preferred 
model (Table 3). Using the preferred model furnished by 
the organizers after the first results were submitted (Step 
1) we computed the theoretical Rayleigh wave phase 
velocity dispersion curves using Herrmann (2013). We 
overlaid these on the forward and reverse active-source 
MASW dispersion images (Fig.  7). Prior to computing 
the MASW images we also processed the shot records 
more. We applied a velocity-based window operation 
from 50 to 600 m/s to remove energy outside this velocity 
window. We also removed the two nearest offsets in each 
direction to avoid near field effects; thus, this changes the 
array resolution parameter λmax to 28.5 m.

Both the revised forward and reverse MASW images 
indicate that the originally interpreted fundamental 
mode (m0) is actually the 2nd overtone (m2). The observa-
tion that the MASW images are not the same, especially 

Table 3  Velocity model; preferred model based on OYO ground 
investigation provided by the organizing committee

Layer No. Vp (m/s) Vs (m/s) Density (g/cm3) Thickness (m)

1 280 95 1.5 1.7

2 490 100 1.5 3.8

3 1020 190 1.6 2.2

4 1160 120 1.5 1.8

5 1550 190 1.6 10.5

6 3470 200 1.7 3.7

7 2160 230 1.7 1.3

8 2160 210 1.7 3.5

9 1150 260 1.7 2.5

10 1440 290 1.7 4.0

11 1600 400 1.85 8.96

12 1600 450 1.85 11.84

13 1700 500 1.9 16.65

14 2100 600 1.9 51.07

15 2400 900 2.05 138.67

16 2600 1100 2.15 317.82

17 4000 2100 2.4 929.16

18 5500 3100 2.6 475.57

19 5500 3200 2.65 –
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regarding the location of modal energy is a direct result 
of the lateral variation beneath the source and array. In 
the forward direction the first and second higher modes 
are excited, but not the fundamental mode. Interestingly, 
the modes are not excited with the same energy in the 
reverse direction (e.g., the weak m1 in the reverse direc-
tion) and it appears that a 3rd overtone is excited in the 
reverse direction (m0). Furthermore, above the λmax/2 
line the modes no longer follow the predicted curves in 
either the forward or reverse direction.

There are a few possible reasons that the fundamen-
tal mode (m0) is not observed in the active-source data. 
The first relies on the fact that the frequency content of 
the shot gathers using a sledgehammer source is con-
centrated from 15 to 60 Hz. At this frequency range the 
energy “jump” from fundamental to higher modes could 
have already taken place. The other is that the funda-
mental mode is horizontally polarized in the frequency 
range of the active source, and thus the energy is weakly 
present (or not present at all) on the vertical component 

Fig. 7  High-res MASW; Forward (a) and reverse (b) direction high-resolution MASW images computed with the deblurring method (Mikesell 
et al. 2017). In addition, the two near-offset traces (1.5 and 3.0 m) were removed from the shot records (Fig. 3) prior to applying the MASW. A 
velocity-based window is also applied to time series from 50 to 600 m/s to remove energy outside this velocity range prior to MASW. Solid curves 
are predicted modes for “preferred model” (Table 3)

Fig. 8  Blind test summary; Comparison of the theoretical dispersion curves for the preferred model and the mean dispersion curve from all 
submitted data to this blind experiment
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geophones. Rayleigh waves are surface seismic waves that 
propagate with an elliptical motion due to the interac-
tion of P and SV waves (Rayleigh 1885); thus, their energy 
is split on the vertical and radial component of a three-
component geophone or seismometer. Under many geo-
logic conditions, fundamental and higher modes can 
be difficult to identify, isolate, and measure (Gao et  al. 
2016;  Ivanov et  al. 2011; Dal Moro et  al. 2015; Boaga 
et al. 2013). This case study is another example, where the 
use of multicomponent seismic recordings would have 
been quite useful to not only measure dispersive phase 
velocities, but also to potentially identify the modes cor-
rectly. Recording the in-line (radial) component during 
the active source experiment would be useful to answer 
this question for Rayleigh waves. In addition, the higher 
modes might disappear on the vertical component data, 
because at a certain frequency, they also become more 
horizontally polarized with most of their energy on the 
in-line component.

Given this discrepancy in our mode identification, we 
wanted to check how all participant teams performed 
in terms of mode identification. We plot the mean dis-
persion curve from all submissions provided by the 
organizing committee (Step 4) with associated standard 
deviations. We overlay the preferred model dispersion 
curves (m0, m1, m2) and indicate the number of submit-
ted velocity points at each frequency (Fig. 8). Considering 
the full frequency range (left-hand side), we see that the 
mean fundamental mode dispersion curve falls between 
the fundamental and first higher mode. For frequencies 
above 3  Hz we need to zoom into the plot (right-hand 
side). Above 3  Hz there is quite a divergence from the 
predicted fundamental mode, with all models departing 
from the fundamental mode around 7  Hz and jumping 
to the first overtone and then to the second overtone by 
around 15 Hz. Looking at the preferred model (Table 3), 

we see that the top 4.5 m of the model is around 100 m/s, 
which is the velocity that the fundamental mode has 
above 10  Hz. No group in this blind study submitted a 
velocity below 135 m/s, with the average around 150 m/s. 
This means the velocity in the top 4.5  m was overesti-
mated in the best inversion by around 30% and even 
more if we consider the average velocity value. If we con-
sider the low velocity layer starting at 7.7  m, the error 
effects even a greater portion of the important near-sur-
face building and engineering environment.

Apart from the active source data, we also revisited the 
shorter array KUM-S, that had not been used in Step 1 
to see if the urban noise sources excited the fundamen-
tal mode. The maximum aperture of KUM-S is on the 
order of the active seismic line. As we can clearly observe 
in Fig. 9, the fundamental mode in our submitted Step 4 
results (open circles) was picked following the 2nd over-
tone m 2 in the active seismic data, above 17.5 Hz. This 
misinterpretation caused an overestimation of the shear-
wave velocities of the first soil layers and consequently in 
the estimated Vs30 value. Interestingly, the fundamental 
mode was excited in the urban environment, likely by 
lower frequency sources. Thus, in summary, there was 
a complete misinterpretation of the fundamental mode 
at frequencies higher than 5 Hz, in not only our results, 
but possibly in many other participating teams. The use 
of both active (MASW) and passive array data (KUM-S), 
particularly of similar apertures, enables us to recognize 
and correctly identify the Rayleigh waves modes, even 
without using P–S logging information. In Fig. 9 the mis-
interpreted fundamental mode submitted at the end of 
Step 1 is obvious. If this dispersion image had been used 
at that time, the mode jump close to 7 Hz (from funda-
mental to 1st overtone) and at 10  Hz (from 1st to 2nd 
overtone) would have been more obvious, and we would 
have been aware of the potential for misinterpretation. In 
addition, we see that in the KUM-S data, the fundamen-
tal model energy is present between λmax/2 and λmax, but 
above λmax the energy does not follow the predicted fun-
damental mode.

Conclusion
In this paper, we present the compelling pathway we fol-
lowed during the Kumamoto blind exercise. A combi-
nation of ambient noise cross-correlation, MASW, and 
mHVSR techniques are used to define a shear-wave veloc-
ity profile beneath the KUMA site from the ground sur-
face to the bottom of the deep basin of Kumamoto plain. 
Using ambient noise data from nested triangular arrays 

Fig. 9  Passive MASW; Theoretical Rayleigh wave phase velocity 
dispersion curves (black curves) on top of KUM-S MASW image. The 
misinterpreted results submitted at Step 1 (blue circles) are also 
shown
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of different apertures, each one composed of seven seis-
mic stations, a broadband Rayleigh wave dispersion curve 
is obtained using classical cross-correlation techniques 
of ambient noise data. This curve is combined by classi-
cal MASW analysis of the active seismic line of vertical 
geophones. All MASW dispersion images are deblurred 
using a non-linear least square technique to facilitate the 
manual picking in the v–f domain. The comparison of the 
dispersion curve with the one calculated based on the 
preferred model, provided afterwards by the local ESG6 
organizing committee, confirms that the results were in 
good agreement, at least for the first hundreds of meters. 
It is noted that for deeper interfaces is harder to obtain 
reliable results, especially due to the limited maximum 
array aperture (around 960  m for KUM-LL). The pro-
posed technique demands that interstation distance must 
be of the order of two to three maximum wavelengths to 
be analyzed (in this case around 300 m maximum wave-
length). This maximum wavelength limit constrains the 
depth penetration to image deep geological structures 
with only surface waves dispersion data. In addition to 
the broadband dispersion curve, single-station informa-
tion contained in the HVSR curve was found to be useful, 
because a low frequency peak was present up at the site. 
Joint inversion of the mHVSR and the Rayleigh wave dis-
persion data allowed us to increase the depth penetration 
and image the basement unit (> 1.4  km). The possibility 
offered by the organizing committee to have access to the 

P–S logging results from a nearby borehole, allowed us to 
revisit the submitted results and identify the misinterpre-
tation of higher mode Rayleigh waves as the fundamen-
tal mode. We suspect that we were not the only group to 
have committed the mistake. As a solution, we propose to 
use both active and passive multicomponent seismic data 
to correctly identify the surface wave modes, which may 
be not excited in both data sets equally or solely on the 
vertical component. More generally, passive seismics can 
be used at low frequencies (< 5 Hz), while active seismics 
provides energy at much higher frequencies (> 10  Hz). 
Finally, the natural recommendation of this exercise is to 
record both horizontal and vertical components in active 
seismic experiments to have access to the polarization of 
Rayleigh waves over the whole frequency band.

Appendix
In this appendix, the microtremor HVSR curves for each 
station of the arrays are shown  Fig.  10. They are calcu-
lated from 1 h of ambient vibrations, windows of 50  s 
length (Hanning taper) and Konno-Ohmachi smoothing 
(40%) before the spectral ratio. The mHVSR amplitude 
represents the mean horizontal energy. The principal 
peak is around 1.2 Hz at all stations, independently of the 
array, but a lower frequency peak is also clearly observed 
around 0.3 Hz.
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Fig. 10  Passive mHVSR; Mean mHVSR curves at each station of the arrays KUM-LL (a), KUM-M (b) and KUM-SM (c). Left column: individual curves; 
right column: mean of each array (solid line) and one standard deviation (dashed lines)
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Abbreviations
HVSR	� Horizontal-to-vertical spectral ratio
mHVSR	� Microtremor horizontal-to-vertical spectral ratio
MASW	� Multichannel analysis of surface waves
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