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Cataract surgery is one of the most frequent and safe Surgical operations
are done globally, with approximately 16 million surgeries conducted each
year. The entire operation is carried out under microscopical supervision.
Even though ophthalmic surgeries are similar in some ways to endoscopic
surgeries, the way they are set up is very different. Endoscopic surgery oper-
ations were shown on a big screen so that a trainee surgeon could see them.
Cataract surgery, on the other hand, was done under a microscope so that
only the operating surgeon and one more trainee could see them through
additional oculars. Since surgery video is recorded for future reference, the
trainee surgeon watches the full video again for learning purposes. My pro-
posed framework could be helpful for trainee surgeons to better understand
the cataract surgery workflow. The framework is made up of three assistive
parts: figuring out how serious cataract surgery is; if surgery is needed, what
phases are needed to be done to perform surgery; and what are the prob-
lems that could happen during the surgery. In this framework, three training
models has been used with different datasets to answer all these questions.
The training models include models that help to learn technical skills as well
as thick data heuristics to provide non-technical training skills. For video
analysis, big data and deep learning are used in many studies of cataract
surgery. Deep learning requires lots of data to train a model, while thick
data requires a small amount of data to find a result. We have used thick
data and expert heuristics to develop our proposed framework.Thick data
analysis reduced the use of lots of data and also allowed us to understand
the qualitative nature of data in order to shape a proposed cataract surgery
workflow framework.
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Chapter 1

Introduction

1.1 Background

One in seven Canadians is predicted to experience the onset of at least one
of glaucoma, retinal disorders or cataracts, at some point in their lives.Given
that the majority of vision loss and eye problems in Canada are preventable,
these are frightening statistics. In reality, 75% of the nation’s prevalent eye
issues can be successfully addressed or avoided. A change in lifestyle, early
detection, and treatment are frequently the keys to good eye health. Regular
eye exams from an ophthalmologist are essential because so many eye dis-
orders and major visual issues do not have any symptoms when they first
appear [9].

An intensive cataract surgery training is important for new surgeon or
students to perform cataract surgery. For a long time, ophthalmology train-
ing was based on Halsted’s method. In this type of training, the trainee
should: spend a lot of time caring for patients under the direct supervision of
a qualified surgeon; learn the science behind the disease that needs surgical
treatment; and develop the skills to do operations that get more complicated
as they go on. Also, only people who had completed a predetermined num-
ber of procedures were considered able to accomplish surgery successful. But
this method is time taking and trainee spends lots of time and energy to learn
procedure because learning based only on the number of procedures done
and direct practice with the patient which has some limits and risks. One of
these problems is that the level of skill gained isn’t always the same because
there are different ways to learn, and one of the risks is that a patient might
be treated by a surgeon who doesn’t know what they’re doing. There are
different ways to teach cataract surgery For example, many new trainees use
the animal eye model, in which pig or rabit’eyes use used, to understand the
workflow of cataract surgery. In many countries , this type of practice is not
admissible. Killing animals is not permitted and is frowned upon in many
Islamic countries. Using our cataract framework based on machine learning
, training could be easy for a new surgeon to understand cataract surgery
workflow. Fig 1.1 shows the difference between normal and cataract eye. We
can see in Normal eye light is focused sharply while in cataract eye, light is
scattered or blocked by cloudy lens [7].
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FIGURE 1.1: Normal and Cataract eye [34]

1.1.1 Why Doing Analytics on Cataract?

The surgery is one of the most common microscopic procedures in the area of
ophthalmology. The purpose of this kind of surgery is to replace the human
eye lens with an artificial one. The whole operation is conducted under mi-
croscope[4]. Currently, the recorded video is utilized for documentation and
training purpose after surgery. It also involves analyzing surgical recordings
to evaluate surgical proficiency. Another advantage of recording cataract is
that they allow video analytic to be used to improve cataract surgical work-
flow. This video can be deleted after some time but using this video, we can
make useful for a new trainee or surgeon. As part of surgical training in
ophthalmology, doctors learn how to do cataract surgery very well. Surgical
educators provide a training plan for ophthalmologists who are just going to
start training [2]. The processing is very lengthy, and some surgeons do not
show interest because of the length of training.

Al can be used to improve training for cataract surgery by identifying the
different parts of the surgery on videos taken during surgery[16]. Videos
of cataract surgery are often available to teachers and students, but they
are not very useful for training right now. Al can be used to make tools
that can easily break up videos of cataract surgery into its different parts so
that automated skill testing and feedback can be done afterward[13]. Exper-
tise in cataract surgery is important for public health. The cataract surgery
videos are available at large scale. Surgical videos vary greatly in terms of
image quality, objects in the field, and movement artifacts[43]. Surgeon ex-
perience is also important. Experienced surgeon perform surgery well and
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complete surgery less than an average time. Other hand less experience per-
forming surgery under supervision could take longer time than average time
of surgery.

1.1.2 Identify Actions In a Video To Analyze It

Action recognition is the process of recognizing different actions from a series
of two-dimensional frames of video. Action recognition is mostly a change
from classifying a single image to classifying a series of images in a video.
[35]. Frames are also images. Sequences of frames turns into small clip of
videos. When we work with video data set, we create frames(images) to
perform any deep learning task.

1.1.3 Why Segmenting Cataract Surgeries Videos is Advan-
tageous?

Video analytics take video in real time and turn it into data that can be used
to make decisions. They automatically make information that describes what
is going on in the video and are used to find and follow objects in the video
stream, which could be people, vehicles, or other items. Based on this infor-
mation, actions are taken, Simple IP video is turned into business intelligence
with the help of video analytic. Video analytic is a much better way to find
incidents that are relevant to what we are looking for than watching video.
The video classification method is now became very effective method to rec-
ognize various real world activities such as video summarize, traffic prob-
lems and facial recognition.Video analytic is also widely used in health care
making surgical workflow easy and smooth. Using video analytic procedure
will make our framework more effective for example recommend next suit-
able cataract surgery phases based on current predicted phase [40].

It is now common practice in the field of ophthalmology to record every
surgery and keep the videos for documentation or educational purpose. On
average, the surgery takes 5 to 10 minutes to finish. Some surgeons have a
extensive experience and can do their tasks in even less time than the av-
erage. Because this surgery is done under a microscope, only the surgeon
and one other person with extra glasses can see it. This makes it hard for
trainee surgeons to learn, which is especially frustrating because ophthalmic
surgery is one of the hardest kinds of surgery and requires special opera-
tion techniques and psycho motor skills that need to be trained intensively.
The average surgical video duration is 3 to 5 min. Such a small duration
video is not beneficial for understating entire surgical workflow. Segmenting
the whole cataract video is very important to make it more understandable
and more focused. The surgeon-in-training needs to carefully understand
each phase of a cataract such as sequence of cataract ,next recommended
phases , what complexity could be possible.
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1.1.4 Importance of Analyzing the Phases of Cataract Surg-

eries

There are ten phases of cataract surgery. To complete the surgery, the surgeon
must complete these ten phases. In each phase, different tiny tools are used.
Understating each phase would allow students to become experts in cataract
surgical workflow. The sequence of these phases is as follows:

Incision: Surgeon uses a sharp blade to cut through the cornea, which
gives instruments access to the inside of the eye. After the paracente-
sis, a "clear cornea incision" less than three mm wide is created. This
incision is big enough to fit the phaco handpiece [30].

Viscous agent injection: Ophthalmic viscoelastic agent gel is injected
into the anterior chamber while performing surgery to preserve the
depth of the chamber, shield the corneal endothelium, and maintain
vitreous stability [30].

Item textbfRhexis: The front of the lens capsule has been opened. The
central radial cut is the first thing the surgeon does. After the cut, a
tear is made, which lets the anterior capsule fold over itself. This tear is
grabbed, and a flap is moved in a circle around it.[30].

Hydrodissection:Fig 1.2 shows Hydrodissections. The surgeon injects
electrolyte solution and epinephrin under the rhexis to separate the
lens’s periph- eral cortex from the capsule. This makes it easier for the
nucleus to turn and hydrates the outer cortext[30].

Irrigation and aspiration:Fig 1.3 shows irrigation/ aspiration phase. In
this process doctor Uses irrigation fluid to keep the anterior chamber
clean,and remove excess anterior chamber material[30].

Phacoemulsification:Fig 1.4 shows phacoemulsification phase. The an-
terior central cortex is broken up by the ultrasonic power of the phaco
tip. A deep, straight groove is cut through the center of the nucleus,
and the lens is split in two. The lens is turned and cut into small pieces
that can be mixed together. It is important to keep the posterior capsule
whole during this procedure [30].

Capsule polishing: To prevent capsule opacification, the posterior cap-
sule is polished. Lens Implant Setting-Up:In this process surgeon In-
serts the foldable artificial lens. and the lens is slowly unfolding and
being pushed into the capsular bag is the lens [30].

Lens implant setting-up:FIGURE 1.5 shows Lens implantation process.
It is the process to set up IOL carefully.A clear artificial lens implant is
placed into the capsule after the cataract has been removed. For the
rest of the patient’s life, the lens should be positioned such that it is just
behind the pupil [28].
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FIGURE 1.3: Frame Image of Irrigation/Aspiration phase [31]

* Viscous agent removal:In order to preserve the corneal endothelium
during cataract surgery and to make intraocular lens (IOL) implanta-
tion easier, viscoelastic materials are often used [39].The viscous elastic
agent is taken out of the front chamber and the capsule bag [30].

¢ Tonifying and antibiotics: This is the last process in which doctor put
antibiotic which prevent from from endophthalmitis. Electrolyte so-
lution and antibiotics are injected into the wound in the cornea. This
causes the stroma to swell temporarily and the cut to close. A suture is
only needed if it leaks. [30].

FIGURE 1.4: Frame Image of Phacoemulsification phase [31]
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FIGURE 1.5: Frame Image of Lens Implant phase [31]

1.1.5 The importance of ML and Thick Data Analytics in de-
veloping framework

Thick data is made up of qualitative information, like observations, feelings,
and reactions, that shows how people feel in their everyday lives. Thick data
tries to find out about people’s feelings, stories, and models of the world they
live in. Thick data allows us to gain a deeper understanding of a dataset, such
as emotions, experience. While big data is a lot of complicated, unstructured
information, it is large in size, and to extract meaning and support informa-
tion, further preprocessing is needed for unstructured and semi structured
data sources, including text, audio, and video. To perform any deep learn-
ing task, we need a lot of data, which is either very expensive or not readily
available. Thick data uses smaller samples of data to find patterns, whereas
big data uses a lot of data to find patterns at a large scale in deep learning.
We designed our surgical workflow framework using thick data analytics.
The use of transfer learning enables one to avoid the requirement for a large
amount of new data [11] because In transfer learning, a model that has al-
ready been trained on a task with plenty of labeled data. Transfer learning is
one way to reduce the size of the datasets needed for training a deep learning
model. Understanding the depth of insight in our dataset, such as surgeon
experience, and the emotions of trainees such as difficulties, helped us design
our framework perfectly.The surgeon experience heuristic assisted in the cre-
ation of a good dataset, and the model result was better for recommending
next sequence of phase based on current predicted phase.

1.1.6 Problems in training method for Cataract surgery

Cataract surgery training is different around the world. There are different
ways training is provided some of them such as, Human eye, Animal Eye
Models or Synthetic Eye Models. Human cadaver eyes are the best way to
teach eye surgery, but they are hard to find in eye banks and cost signifi-
cantly high. Because of this, many trainee programs look for other ways
for surgery training. which is cheaper and easier to get. In this situation, the
eyes of animals like pigs, goats, sheep, and rabbits can be used for surgical
procedures. In many Western countries, pig eyes are easier to get than rabbit
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eyes. But pig eyes can’t be used in places like Sudan, which is mostly Muslim,
because of religious beliefs. In addition to that there is a lot of motivation and
hard procedure to study how they can be used in labs for training. Also, To
keep the eco system from getting out of balance, many countries don’t let
people kill animals. On the other hand, synthetic eye model was devel-
oped , which have some advantages over biological materials. The problem
with the synthetic eye model is that it is expensive to set up.

To learn a practical procedure of cataract surgery, it's important to un-
derstand what’s going on at each step. To do this, new trainees should first
watch and ask the trainer what’s going on. When a skilled surgeon works,
he or she uses many small tricks or tasks that may not be obvious to some-
one who hasn’t seen it before [4]. Writing down the steps of a procedure in a
notebook can be helpful but not always easy to take notes. It might be pos-
sible that they miss notes while doing training.The old training method of
"see one, do one, teach one" doesn’t work when it comes to surgery.Another
reason is that changes in the surgical training curriculum have forced resi-
dency educators to keep looking for new ways to teach surgical skills. These
changes were made because of tight working schedule for resident , worried
about patient safety, and limited availability of resources in the operating
room[2] [35].

1.1.7 Research Questions

Keeping many problems in cataract surgical training in mind, we created a
machine learning-based cataract surgical framework. We developed frame-
works for surgical workflow analysis in ophthalmic surgery. The frame-
works will accelerate the learning process for students or surgeons, and they
do not need to depend on Animal eye Modal or synthetic Eye Modal.The
framework will describe surgical workflow from beginning.

The framework have three steps.Using this framework we are going to
answer these research questions.

1. First, we need to detect cataracts. If a person has cataracts, what is the
level of the cataracts? e.g., normal, cataract, or severe cataract. Do they
need surgery?

2. How many phases of surgery are there if patients require surgery? Based
on the current predicted surgery phases, how does the model recom-
mend the next sequence of surgery phases? Does surgeon experience
helps to improve model?

3. There could be many complications during surgery, but detecting the
iris and pupil is difficult because the tools used in surgery make the iris
and pupil unstable.
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1.2 Objective

This study aims to expedite the cataract surgery training process. We have
decided to create a framework for the surgical workflow that will assist trainees
in their understanding of the cataract surgical workflow. There are three
steps in the framework, and for each stage, we have employed a separate
data collection and model to represent the surgical process from cataract di-
agnosis through surgery.

To accomplish these task , we have used machine learning and deep learn-
ing procedure. In this framework,there are three steps, and in each step, dif-
ferent datasets and models have been used. Mainly, we have used thick data
analytic using transfer learning to perform each tasks such as severe cataract
detection, phase detection, and surgery complexity. In addition to that, Sur-
geon experience as expert heuristics used to enhance the model accuracy.

1. Step 1: In this step, a classification model was used to detect how bad
the cataract was. We used a set of images with more than 30 images that
show different levels of cataract. There are four labels on the dataset,
such as "Normal," "Cataract," and "Severe Cataract." We used a transfer
CNN learning model, which correctly identified normal, cataract. In
the stage, trainee can understand when patients need surgery, How bad
cataract is?

2. Step 2: This step was completed using the video classification model.
We used the Cataract 101 video dataset for this task. The cataract dataset
contains over 30 videos of cataract surgery performed by both inexpe-
rienced and experienced surgeons. The average video length is 8 to 10
minutes, and some cataract surgery videos are shorter than average be-
cause they were completed by highly experienced surgeons who could
take less time to complete the surgery. In this video, the surgeon follows
all phases of surgery, which is very beneficial for our task. The dataset
of surgery performed by a highly experienced surgeon provided a bet-
ter accuracy rate for the model because the extracted frames of each
phase were more accurate. In this stage, trainee will understand the
sequence of 10 phases of cataract and what type of tools being used.

3. Step 3: In this step, we have used an object detection model to detect
the iris and pupil from cataract images. We have used the ITEC Cat21
dataset for this work. Using this dataset, we solved one complexity of
cataract, which is iris pupil detection. The surgeon must understand
the iris and pupil reaction, as well as their sizes, during surgery. In this
stage, Trainee will focus on complexity during surgery.
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Chapter 2

Related Research Work

Deep learning techniques are widely used to get meaningful information
from image data. For example, pattern or action recognition from video data
for autonomous driving, and intelligent monitoring are some of the common
uses of video analysis There are different ways for deep learning to learn vi-
sual representations from the Data. Convolution Neural Network is being
exploited a lot for action recognition from video or image data. In addition
to that there are several methods have been developed in the field of CNN
for video or images analysis[35].
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2.1 Deep Learning application in Surgery

Deep learning models have millions of neurons that can perform like the
human brain, which means they can visualize like humans or more accu-
rately than a human brain can do Healthcare systems, for example, can be
improved using deep learning techniques, allowing surgeons to provide the
best input possible. This Al technique helps operating rooms make surgeries
safer and more likely to be successful. Recent improvements in deep learning
algorithms for classifying objects and recognizing actions can help medical
imaging in a big way. Deep learning has been used successfully in healthcare
research to find tumors and cancer, monitor patients remotely, help doctors
diagnose patients, and train doctors. [35].

2.1.1 Computer vision applications in Surgery

Computer vision is a field of research that covers ideas related to how com-
puters extract data from digital photos and videos. In comparison to the
human eye, it may help us see more clearly and with a wider field of vision
and also help in examine objects that are challenging for the human eye to
see. Medical image processing is being accelerated while also boosting ac-
curacy thanks to computer vision-based solutions.There are several uses for
computer vision in the medical field already. It has an effect on medical spe-
cialties including dermatology, oncology, radiology, and physiology.Many
different types of diseases can be detected from medical dataset such as Tu-
mor Detection, Cancer Detection, Health monitoring.The computer vision
has revolutionized the medical industry and is used in several medical re-
search projects [6].

2.2 Overview On ML/Deep Learning Research for
Analyzing Cataract Videos:

This chapter provides an overview of the existing literature view on cataract
surgeries Analysis using deep learning and Big data. Most of research has
been done using deep learning, Convolution Neural Network and computer
vision algorithms. To produce meaningful results, deep learning requires
a significant amount of data. However, thick data was crucial in avoiding
massive data. By combining expert heuristics with little amounts of data, we
may create a model that will accomplish our goal..

2.3 Multi-label Classification of Surgical Tools with
Convolutional Neural Networks

In this research work, authors looks at different ways to find surgical tools in
videos using convolutional neural networks. According to Authors ,past few
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years, CNNs have made great improvement in solving vision-based prob-
lems, making them a good selection for this work. Authors used ResNet
model for their research works because ResNet is one of the best models in
solving number of vision problems. Authors used CNNs which classify each
frames. Using a 50-layer deep residual network, Authors developed a model
to identify various surgical instruments in videos of cataract surgery.They
have used ResNet50 model architecture .It contains 48 CNN layers with one
global pool layer and max pool [35]. They made ResNet fined tuned model
for their work by randomly freezing the first few layers which is smartest
way to decrease memory necessity and saved lots of time by training whole
network. Other than Authors also looked for max pooling and global aver-
age pooling by pooling out image features by using fixed weights and First
random number.

Similar to this, to identify surgical instruments, feature vectors derived
from the feature extractor are then passed to either the average pooling or
max pooling layer. ResNet is trained using every sixth picture frame from
each operation video.ResNet is trained using every sixth picture frame video,
which mitigate both the number of redundant frames in the data and the
model’s training time. They also use data augmentation technique on images
taken from video. The authors came to the conclusion that fine-tuned ResNet
performed better than ResNet50 when employed as a fixed feature extractor

2.4 Code-free machine learning model for cataract
surgery phases detection

Initially, the rise of surgical video analysis began with the identification of
surgical tools and phases. Automated tool and phase identification in surgi-
cal images or videos can significantly improve the process of surgical work-
flow analysis . For evaluating surgical workflow, researchers investigated
several feature extraction methods and machine learning models. Some of
these earlier efforts were focused mainly with tool identification and phases
detection in cataracts surgery.Tool identification is a critical step in acquiring
information about tool trajectories and tools use in a surgical video. Phases
detection using tools are done with previous works. The surgical tool study
and phase recognition are then used to teach new trainers or surgeon . I
am going to discuss some research works which has already been done in
cataract surgeries using deep learning and CNN methodology.

This researchers [21] focused at how well automated machine learning
(Auto ML) did at sorting surgical videos into phases of cataract surgery. Two
ophthalmology residents who didn’t know how to code made a deep learn-
ing model in Google Cloud Auto ML Video Classification to classify the 10
different phases of cataract surgery. For model training, validation, and test-
ing, we used two public datasets with a total of 122 surgeries. Ten surgeries
that came from another dataset were checked from the outside. The Auto ML
model did a great job of differentiating, even doing better than custom deep
learning models made by experts.Precision area curve and recall was 0.855.
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At the 0.5 confidence threshold cut-off, the overall performance metrics were:
sensitivity (81.0%), recall (77.1%), accuracy (96.0%), and F1 score (0.79). Dur-
ing the different phases of surgery, the per-segment metrics ranged from 66.7
to 100% for precision, 46.2 to 100% for recall, and 94.1 to 100% for speci-
ticity. The phases that were most accurately predicted were hydro dissec-
tion and phacoemulsification, which were right 100% of the time and 92.31%
of the time, respectively. Throughout external validation, the precision was
54.2% (0.00-90.0%), the average recall was 61.1% (0.00-100%), and the av-
erage specificity was 96.2% (91.0-99.0%). In the end, a code-free Auto ML
model can classify the phases of cataract surgery from videos as well as or
better than models made by experts.

The algorithm was trained and tested with videos of cataract surgery. Fig-
ure 2.1 shows phases of the surgery.The model was trained and tested with
videos from two datasets, Cataract 101 and 21. It is also mentioned from re-
searchers prediction that Viscous agent injection (Phase 2) was the one that
occurred the most, since surgery can be done more than once. All of the

Phase 2 Phase 4 Phase 5
Incision Viscous agent injection Rhexis Hydrodissection Phacoemulsification

- X

Phase 6 Phase 7 Phase 8 Phase 9
Irrigation and aspiration Capsule polishing Lens implantation Viscous agent removal Tonifying and antibiotics

FIGURE 2.1: Ten phases of cataract surgeries from the 101
dataset [21]

videos were encoded as MP4 files with a frame rate of 25 frames per second
and a resolution of 720 x 540 pixels. The Cat-21 dataset had 21 videos and the
Cat-101 dataset had 101 videos, for a total of 122 videos. The videos ran for
a total of 16 hours, 26 minutes, and 11 seconds. The datasets have comma-
separated value (CSV) files that show when each phase starts and ends.

The algorithm was tested on a different dataset outside of the model to
make sure it worked properly. Authors used 10 videos from the CATARACTS
dataset, which can be found at https:/ /ieee-dataport.org/open-access/cataracts
and is open to the public. The original labels looked at tool identification, so
these had to be re-labeled and re-marked. Since no capsule polishing was
done in those videos, authors could only look at the first 9 phases. To make
it look like the other videos, the size was changed to 720 540 pixels.

Authors developed performance metrics of Automated ML which used
in the AI community. These are precision (positive predictive value, or PPV),
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recall (sensitivity), and the area under the precision/recall curve (AUPRC).
AUPRC( The area under the precision-recall curve) is a metric which has
ranges from 0.5 to 1.0.Higher values describes better discriminate perfor-
mancel3. Model also generated F1 score, which represents harmonic mean

and recall.

Overall, the AutoML model did a great job, with an AUPRC of 0.855.
The confidence level was 0.5, the F1 score was 0.79, the recall was 77.1% ,the
precision was 81.0%,and the confidence threshold was 0.5. For all phases, the

average calculated accuracy was 96.0

Figure 2.2 shows whole model performance of each phases. From table it
can be seen that Precision varied from 66.7% for capsule polishing to 100%
for both lens implantation and hydrodissection. The range for specificity was
between 94.1 and 100% whereas the range for recall was between 46.2% and
100%. The rhexis covers lowest sensitivity and F1 score which is only 0.63
and F-1 score hydrodissection phase was 0.89 which highest for any phase.

Overall
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AUPRC
0.855
NR
NR
NR
NR
NR
NR
NR
NR
NR
NR

PPV
81.0%
76.9%
75.0%
100.0%
80.0%
80.0%
78.6%
66.7%
100.0%
90.0%
91.7%

Sensitivity
771%
83.3%
80.8%
46.2%
100.0%
92.3%
68.8%
71.4%
75.0%
69.2%
84.6%

Specificity
98.0%
97.7%
94.1%
100.0%
97.7%
97.7%
97.7%
96.2%
100.0%
99.2%
100.0%

FIGURE 2.2: Performance table for Auto ML [21]

F1 score
0.79
0.80
0.79
0.63
0.89
0.86
0.73
0.68
0.86
0.78
0.88

2.5 Surgical phases extraction using Inception V3
in Real Time

The current work [20] used Al to do a real-time automated analysis of con-
tinuous curvilinear capsulorrhexis (CCC), nuclear extraction, and three ad-
ditional cataract surgical stages. 303 cataract surgery cases from Tsukazaki
Hospital’s clinical database were utilized. Each frame was taken from surgi-
cal recordings at 299 168 and 1 FPS.The collected images were labeled accu-
rately depending on the start and finish timings of each surgical step recorded
by an ophthalmologist.InceptionV3 was used to identify each image’s surgi-
cal phase. The images were then analyzed in chronological order using a
Inceptionv3 to get the moving average of five consecutive outputs. Surgi-
cal phase was the highest-output class. For each surgical step, the start time
was when it was initially recognized, and the end time was when it was last
identified. The performance was assessed by calculating the mean absolute
error between the start and finish times of each significant phase recorded
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by the ophthalmologist and the start and end times provided by the model,.
Correct cataract surgery phase categorization was 90.7% for CCC, 94.5% for
nuclear extraction, and 97.9% for other phases, with a mean of 96.5%. The
ophthalmologist’s start and finish timings differed from the neural network
model’s. CCC’s start and finish timings were 3.34 and 4.43 seconds, whereas
nuclear extraction’s were 7.21 and 6.04 seconds, for a mean of 5.25 seconds.
This study’s neural network model classified the surgical phase using just
the final 5 seconds of video.

2.6 Dataset used in this work

In this study, video recordings of cataract surgery at Saneikai Tsukazaki Hos-
pital which is a social medical care corporation, were used to recognise sur-
gical phases. The videos had a resolution of 1920 X 1080, a frame rate of 30
FPS, a mean duration of about 534 seconds, and a standard deviation (SD) of
about 237 seconds. The average (SD) lengths of each phase were: about 42
(44) seconds for CCC, 133 (85) seconds for nuclear extractions, and 359 (163)
for other phases, Out of the 303 surgical videos, 245 were used for training,
10 were used for verification, and 48 were used as tests.

There were 303 surgical videos with 17 different surgeons. For CCC, three
types of forceps were used, and for nuclear extraction, four types of surgical
techniques were used. For both CCC and nuclear extraction, two types of
lighting were used. [20].

Examples of surgical instruments, lighting methods, and nuclear extraction techniques. (A) Inamura
forceps, (B) lkeda forceps, (€) cystotome, (D) retro illumination, (E) direct illumination, (F) phaco-
prechopper method, (G) phaco-chopper method, (H) divide and conquer method, (1) central-divide
method.

FIGURE 2.3: Surgical instruments, lighting methods, and nu-
clear extraction techniques [20]
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In addition to that Videos were scaled down to 256 168 at 1 FPS so that
surgical phase recognition could be done on each image. In the end, 161,140
images were taken from 303 videos, for a total of 161,140. The surgical phases
were correctly called CCC, nuclear extraction, and others. The labels were
based on the start and end times of each phase of surgery, which was recorded
by an ophthalmologist.Figure 2.4 shows how many image datasets were col-
lected for each phase of surgery, and Figure 2.5 shows three phases of a real
surgery.

Recognition class Training data (images) Validation data (images) Test data (images) Total (images)

ccc 10719 21 1725 12655
Nuclear extraction 33020 976 5995 39991
Others 90023 2376 16095 108494
Total 133762 3563 23815 161140

FIGURE 2.4: Dataset breakdown of cataract surgery phases [20]

Sample images of three surgical phases. (A) CCC (Inamura forceps, retro illumination method), (B)

nuclear extraction, (C) others (intraocular lens insertion).

FIGURE 2.5: images of three surgical phases from the dataset
which was used in this work [20]

2.7 Methodology used in this work

Authors used the Inception V3 modell7, which is a convolution neural net-
work model, used to recognise the 3 phases of surgery. By replacing n X
n convolution with 1 X n convolution and n X 1 convolution, the Inception
module reduced the good amount of computation and also gradient elimina-
tion. The input was a 299X168X3 color image, and the number of neurons in
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the output layer was 3, which is the number of surgical phases to recognize.
The model was trained by starting with trained values for each parameter
from the ILSVRC 2012 data[18].To standardize pixel values between 0 and
1, images were preprocessed, and the preprocessing methods were done ran-
domly to avoid over learning. In training The batch size was used 32, the loss
function used was Multi-class log loss, the the maximum number of epochs
was 300 and optimization function was Momentum SGD with learning rate
0.0001, momentum was 0. This model’s classification results were as follows:
94.5% for nuclear extraction,90.7% for CCC,a mean response rate of 96.5%
and 97.9% for others.The recognition error rates were as follows:nuclear ex-
traction was misidentified as "others"5.5% of the time,CCC was misidentified
as "others" 9.3% of the time,and "others" were misidentified as CCC 0.9% of
the time and nuclear extraction 1.2% of the time. The rate that the model
could not identify the distinction between CCC and nuclear extraction was
less than 0.01%.

2.8 Surgery Tools identification using Yolcat cnn

In this works author [42] took 1156 frames from the 9 main steps of 268
cataract surgery videos and marked 8 different surgical tools, the pupil bor-
der, and the limbus.Researchers pretrained YOLACT which is a real-time ob-
ject detection and segmentation model, on the CaDIS dataset. This is public
dataset for semantic segmentation of videos of cataract surgery. After that
pretrained model was fined tuned on dataset which going to use in this work
.Researchers trained a model to find the accuracy of surgical instruments and
tool tips in real time. Using videos of cataract surgery, the model could be
used to provide an automated feedback system for assessing surgical rate
performance.Object detection was evaluated by the average precision score
(AP), which was calculated by averaging the precision of the bounding boxes
along the precision-recall curve. Segmentation was assessed by intersection-
over-union (IoU), which was calculated by taking the intersection of the pre-
dicted mask and the true mask over their union. The position of the tool
tip was assumed by finding the edge point of the predicted mask that was
closest to the center of the screen. The center of the pupil was estimated by
titting an ellipse to the edges of the pupil mask and finding where the cen-
ter of the ellipse was. Across various object classes, the average AP and IoU
were 0.78 and 0.82, respectively. Blade, weck sponge, and phaco tools had
the best segmentation performance, while the performance of the needle of
instruments was the poorest Fig 2.6. The predicted phaco tip locations” av-
erage error from the ground truth positions was 6.13 pixels. In Figure 2.7 ,
examples are shown. The typical sensitivities and precisions were 81% and
100%, respectively, when true positives were defined as predictions within
10 pixels of the actual location.
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class name average precision intersection-over-union
limbus 1.00 0.82
pupil 0.98 0.90
blade 0.80 0.92
forceps 0.64 0.68
second instrument 0.48 0.70
weck sponge 0.66 0.92
needle or cannula 0.65 0.67
phaco 0.92 0.92
irrigation/aspiration 0.90 0.81
lens injector 0.79 0.88

FIGURE 2.6: segmentation masks” intersection-over-union and
per-class average bounding box accuracy on the test set [42]

2.9 Laparoscopic Video Recognition Tasks using
deep learning model EndoNet

Authors [37]proposed EndoNet to perform various tasks on the pictures of
laparoscopic ivdeo from the m2cai2016 dataset, which is created by fine-
tuning with the AlexNet network and utilizing weights from the ImageNet
dataset [29]. EndoNet was developed to simultaneously identify phases and
find tools in the images. This was accomplished by having the third fully
connected layer output with scores probability for each of seven nodes, each
of which relates to the likelihood that an image includes a certain tool. To
provide features for phase recognition, the output from the first two fully
connected layers is concatenated with another dense layer called fc phase. A
Support Vector Machine (SVM) is used to generate a probability score for the
observed phase using feature vectors learnt from the previous dense layer.
The probability score was passed to 2-level hierarchical HMM from SVM.The
confidence score derived by SVM is used by the HHMM as the input ob-
servations. The forward algorithm of the HHMM is used to make the final
forecast for the phase. By experimenting with various designs based on the
AlexNet basic network configuration, they have expanded their work uti-
lizing the Cholec80 dataset.EndoNet is a model created by fine-tuning the
AlexNet network and utilizing weights from the ImageNet dataset by re-
searchers to execute various tasks on the images taken from laparoscopic
video from the m2cai2016 dataset. EndoNet was developed to simultane-
ously identify phases and find tools in the images of laparoscopic video. En-
doNet was developed to simultaneously identify phases and find tools in the
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second instrument lrrigation/aspiration
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limbus forceps needle or cannula

FIGURE 2.7: Images shows predicted tip positions for cataract
surgical tools,segmentation masks, and anatomical landmarks
[42]

photos. This was accomplished by having the third fully connected layer
provide probability scores for each of seven nodes, where each node denotes
the likelihood that an image includes a certain tool. To provide features for
phase recognition, the output from the first two fully connected layers is con-
catenated with the output from a third dense layer called fc phase. A Support
Vector Machine (SVM) is used to generate a probability score for the observed
phase using the feature vectors learnt from the last dense layer. A 2-level hi-
erarchical HMM is again given the SVM probability score. The confidence
score derived by SVM is used by the HHMM as the input observations. The
forward algorithm of the HHMM is used to make the final forecast for the
phase. By experimenting with various typologies based on the AlexNet basic
network configuration, they have expanded their work using the Cholec80
dataset [35].

2.10 Surgical Tool Detection Using Attention-Guided
Convolutional Neural Network

In this research work Authors[33] Used Faster RCNN to built a modulated
anchoring network for laparoscopic video surgical equipment detection. The
three components of a modulated anchoring network are the modulated fea-
ture module, the anchor box location prediction, and its shape prediction.
The purpose of the anchor position branch is to produce a probability map,
and the map indicates the potential location of any item or instrument’s cen-
ter. The anchor shape prediction branch attempts to determine the shape
of the instrument at the position of the discovered anchor box. To further
compare the features with the shape information of accessible tools in the
operation, a modified feature module combines the shape information of the
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instrument or item provided by the shape prediction branch into a feature
map. A relation module that tries to calculate the relative relationship of
various instruments in every situation of the videos is incorporated in the
network. Authors used ResNet-101 to combined with a Feature Pyramid
Network is used to create the fundamental feature detection network[14]
[15]. Each surgical instrument in a video frame receives bonding box label-
ing from the modulated anchoring network. By creating heat maps for each
surgical instrument, the authors investigated the movement of the devices
that had been observed further. By analyzing tool use patterns using heat
maps and the chronology of how long each instrument is used throughout
a video, it is possible to assess the operational efficiency in surgical videos.
The author demonstrated that Faster RCNN-based networks outperformed
other current methods in terms of tool identification accuracy.

211 Convolutional neural with multi-image fusion
for surgical tool identification during cataract
surgery

Another study recognizing tools from video surgery,Authors[1] using a multi-
image fusion technique to enhance the ability to recognize tools in cataract
videos, which serves as the first stage in completing surgical workflow anal-
ysis. In this work, rather of using a single video frame, each video is repre-
sented by a series of related frames. Authors used convolutional neural net-
work (CNN) which contains few CNN layer. A pooling layer comes before
each convolutional layer. The dropout layer is once again placed after the last
two fully connected layers, which are designed to forecast tool presence. A
group of 16 consecutive video frames are sent into the CNN. The optical flow
between each successive image in a series is calculated, and the results of this
calculation are processed by the first few layers of the CNN. The activation
map for one image is fused to the activation maps of the subsequent succes-
sive images in order to combine information from one image to the next in
a sequence. The activation map of the last image in the series is then fused
once again with the activation map that resulted from the previous two im-
ages. The CNN is first trained on each individual video frame before being
retrained on image sequences to further examine how the model’s perfor-
mance varies for various input data. The authors demonstrated that using
an image sequence is superior to the traditional method of having a CNN
analyze each individual video frame for the purpose of enhancing the tool
detection performance of the CNN.
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212 Thick Data Analytic for Small Training Sam-
ples Using Siamese Neural Network and Im-
age Augmentation

Although deep learning and machine learning have offered solutions to a
range of complicated problems, they need to be trained with a huge quan-
tity of labeled data in order to execute with high accuracy. Collecting large
amounts of data is sometimes not practical in many applications, such as in
healthcare, large data is not available for train model.These problems could
be solved by thick data procedure.lt solves this problem by adding more
qualitative steps, like using experts” heuristics to annotate and add to the
training data.

In this research work,Authors[11] looked into how the heuristics of a hu-
man radiologist can be used to find COVID-19 in a few cases of CT-Scan
images by using clusters of image annotation and augmentation techniques.
To find new COVID-19, a unique structure Siamese network is used to rank
the commonality between new COVID-19 CT Scan images and images that
a radiologist has already identified as COVID. Using a similarity ratio, the
Siamese network takes features from the augmented images and compares
them to the new CT-Scan image to figure out if the new image is COVID-19
positive or not. Author showed in result that proposed model, which uses
augmentation heuristics and is trained on a small dataset, does better than
the advanced models, which are trained on dataset with many samples. The
Author investigated some important questions, like why we need CT scans
to diagnose COVID-19, what "Thick Data" is, and how "image augmentation"
and "Siamese Neural Network" help them learn from small samples.

In this area of research, Authors[11] used thick data heuristics into the CT
image dataset using Siamese neural network to reduce trainee time and pro-
vide better result rather than using traditional deep learning model. When
trying to classify complicated data sets and images like CT scans, there are
a number of problems that can come up. Author mentioned that Traditional
networks take a long time in image classification, and they also need a lot
of data to be able to make accurate conclusions. Even when given a lot of
data, popular neural networks like VGG and ResNet can’t classify images
accurately and consistently for sensitive tasks like finding COVID-19 ina CT
lung scan. To solve this problems they have used Siamese neural network
architecture on a sequential network, which has been said to reduce training
times and the amount of training data needed. To make this network even
stronger, they added thick data heuristics into the CT image dataset.Authors
mark important parts of the images that a radiologist will indeed look for to
diagnose, such as ground glass opacity.Their proposed network is about 3%
better than the top five neural networks for image classification. By using
thick data heuristics, researchers have shown that accuracy is improved, and
also they think that accuracy will continue to rise. Basically , they annotate
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2.13 The promise of big data technologies and chal-
lenges for image and video analytic in health-
care

In this research work, Authors described different types of advantages and
challenges of big data. Data is produced from sources including next-generation
sequencing (NGS) technologies, imaging ,continuous bio metric data moni-
toring with the help of embedded tiny sensors, lab data and clinical data from
electronics health records. Authors addressed that Heterogeneity-related prob-
lems must be addressed in data processing. A system of systems may be
used to handle heterogeneity by separating and analyzing different big data
analysis systems for each data domain. The strategy is to use metadata to
leverage the newly discovered structures in a semantically linked way for
collaborative study and the development of new knowledge.

Big healthcare data research is anticipated to have a significant impact
on the delivery of accurate and timely healthcare services, which will be-
come more preventative and individualized. Predisposition to illness, early
and more precise diagnosis, post-hospitalization tailored rehabilitation, and
healthcare interventions are just a few of the many possible paradigms that
might potentially revolutionize today’s clinical care in the future. The qual-
ity of life of both citizens/patients and their family will be considerably im-
proved by improving the quality of care, and this will provide the ground-
work for cutting healthcare costs and opening up new market opportunities.

Authors describes different types of challenges associated with medical
video analytic, issue with storage, explains the processing paradigms for
large-scale video data sets. Medical video as a Big data is not easy to ana-
lyze so easily. The authors described challenges through Volume, velocity,
variety, veracity ,visualization and value.

Volume:- Digital video clearly meets the volume needs of big data sys-
tems more than anything else. To see this, consider that a standard video
with a resolution of 720X576 (PAL) that needs to be sent at 30 frames per sec-
ond using ITU-R BT 601 requires about 166 mbps. This is the same as 74.7
Gigabytes an hour. Because of this, both storing and sending video requires
compression. In terms of volume we can see that a single medical video
can produce data sizes that are much bigger compared to any of the mod-
ern clinical imaging methods. In fact, medical video data is being measured
in Terabytes or even Petabytes. Such volume of data is very expensive to
process and store.

* Velocity:- Using different kinds of medical video modalities adds va-
riety such as video of ultrasound, and endoscopy, and emergency
videos. Within each modality, there are also important subcategories
and each subcategories all produce ultrasound videos. Trauma videos
and videos of the scene of an emergency are also examples of emer-
gency videos. Clinical video acquisition devices are also very differ-
ent. The employment of various resolutions, frame rates, and video
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compression methods adds variety. Then, there are even more differ-
ences when different teams use different clinical protocol which pro-
duce more variety.

¢ Veracity:- In health care systems, clinical diagnostic quality can be linked
to veracity. Video compression can make it much harder to tell if a video
is real or not because it can introduce large artifacts in diagnostically
important areas. The use of various clinical procedures that have a sig-
nificant impact on the length of the videos and how organs are imaged
makes maintaining veracity even more challenging.

e Variability:- Variation is also a problem. As an example, a lot of the
available video data comes from follow-up video examinations such
as mass screening of a population that results in an only one video cap-
ture, endoscopy clips of a single operation and exam, trauma video files
of an emergency video is spread out all across hospitals and healthcare
data storage.

* Value:- Supporting personalized interventions and making better de-
cisions in emergencies and new situations are two examples of value.
Ultimately, medical video analysis can be very valuable because it can
improve the quality of care while lowering costs. This can be done
by redesigning clinical care paths to be more effective based on what
we’ve learned from using medical video analysis methods. For such a
complicated job to be done well, a number of problems must be solved,
like data privacy and ownership, legal, data storage and data transfer,
normalization and data processing and so on.

* Visualization:- Visualization should make it easier to understand for
both patients and the public, as well as for healthcare professionals.
The challenge is to give each stakeholder information that is specific
to them and has meaning. Also, the generated metadata needs to be
linked to other healthcare data in a way that makes sense, so that it can
be used for further display and analysis.

The author gives an overview of the most important problems with
big data in medical video analytic. The main issue with big data is its
size, which can reach petabytes or terabytes in the future. The process
of handling such large amounts of data is very expensive. Big data
technologies, on the other hand, can be used to make good use of a
lot of computing power and extract useful clinical information from
unstructured video footage, but compressing video without sacrificing
diagnostic quality and processing large amounts of unstructured video
data is a difficult task.
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214 Deep Bayesian networks with LSTM for sur-
gical workflow analysis

In this work Authors [5] examined the performance of an active deep learn-
ing system based on Deep Bayesian Network (DBN) for annotating surgical
videos and images captured in real-time surgery. The suggested DBN for ac-
tive learning is designed using the standard CNN AlexNet.DBN had already
been trained on ImageNet before modified by author. AlexNet is made up
of three fully connected layers and four 2-dimensional convolutional blocks,
each of which is followed by a pooling layer. The base AlexNet is extended
to a DBN for instrument identification in laparoscopic images by adding a
dropout layer after each convolution layer. Each dropout layer of the DBN
is followed by another dropout layer. To recognize surgical tools using im-
ages, a basic AlexNet network with simply a dropout layer is used.A com-
plicated kind of recurrent neural network, such as Long Short Term Mem-
ory, is added at the end of the first completely connected layer in the ba-
sic DBN [5] to perform video-based phase recognition. With the help of the
new Recurrent DBN, the system is now able to view any surgical video from
the viewpoint of successive frames that show the connections between each
frame throughout the whole clip. Video-based surgical phase segmentation
is enabled because to the LSTM layer’s ability to aggregate previously learnt
information from one frame to the next successive frame. Processing a full
video might take some time since surgical videos are sometimes lengthy. In
order to solve this problem, each video is divided into shorter video snippets
with a short length . The Cholec80 dataset’s video frames were processed at
a resolution of 384 x 216 pixels. Adam [10] was used as an optimizer dur-
ing DBN training. On the Cholec80 dataset from the m2cai2016 competition,
they tested their system and demonstrated that the DBN may be effective for
image frame or video frame annotation.

2.15 CNN methodology for Automatic Pupil and
Iris Detection

Techniques for monitoring the eyes that are underpinned by deep learning
are quickly gaining traction in a diverse array of application domains.In this
research Authors[3] investigated the feasibility of using eye tracking meth-
ods in ocular proton therapy applications. They implemented a totally au-
tomated method that is based on two-stage convolutional neural networks
(CNNs): the first stage conducts a rough identification of the eye location,
and the second stage performs a fine detection of the iris and pupil. They
selected 707 images from the video that were recorded during clinical pro-
cedures and OPT treatments that were carried out at institution. 650 images
were utilized for training, and 57 were used for testing in a blind condition.
Estimates of the iris and pupil were compared to manually labeled contours
drawn by a clinical operator. These comparisons were made using the man-
ual data. Quantification was done on different parameters such as: on the
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Szymkiewicz-Simpson coefficient the median was 0.97 and 0.98, on the Dice
coefficient the median was 0.94 and 0.97, on the Hausdorff distance the me-
dian = 11.6 and 5.0 (pixels) and last on the Intersection over Union coefficient
the median was 0.88 and 0.94. This was done in order to make predictions
about the iris and the pupil. It was found that the iris and pupillary areas
were equivalent to the manually labelled ground truths. Their system may
give an automated method for quantitatively analyzing pupil and iris mis-
alignment, and it could be utilized as an extra support tool for clinical activ-
ity. The suggested technique used two cascaded U-Nets from coarse (ROI
U-Net) to find the pupil and iris using a dual stage convolutional neural
network pipeline (Pupil U-Net and Iris U-Net). The pipeline’s initial step
was preliminary eye localization inside the video frame utilizing the U-Net
architecture that was made available for ROI detection (ROI U-Net). The ex-
tracted ROl represented the pupil and iris, and it was passed into the U-Nets
in the second pipeline step (the pupil U-Net and the iris U-Net), which were
developed to provide accurate pupil and iris identification.The objective of
the ROI identification step was to isolate a region of the picture where the
important ocular characteristics—the pupil and iris—should most likely be
present while excluding potential background components like the eyelid,
eyelashes, and retractors. Additionally, by cropping the image, it was pos-
sible to increase pupil and iris resolution while minimizing image noise and
future illuminating inhomogeneities. In fact, the final two U-Nets (iris and
pupil) worked on a higher iris and pupil resolution, resulting in a higher de-
gree of feature extraction accuracy. Between the first and second stages of
the suggested technique, the detection of the ocular center was enhanced by
7%. Several CNN approaches to classifying objects in an image worked bet-
ter when the recognition problem was limited to a certain part of the images.
The ROI extraction in Author s suggested technique,automatically generates
the input picture for the next U-Nets. Due to two primary factors, researchers
decided against building a multi class U-Net and instead chose single class
networks: first one was that they though that this dataset was sufficient for
training single class networks but not multi class networks and The Heav-
ier and deeper networks are needed for feature recognition and discrimina-
tion. They decided to use two quicker and lighter structures rather than one
heavier one because they needed a framework that could be able to do real-
time analysis. Additionally, the suggested method’s architecture is adaptable
enough to allow for the prospective incorporation of other U-Net cascades
intended for various supplemental ocular feature extractions.
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Chapter 3

Theoretical Background for
Cataract Video Analytic

We have used different types of datasets in every step of the framework.
We used an image dataset in the first step for cataract detection, a cataract
video dataset in the second step for phase detection, and a coco like image
dataset in the final step to detect the iris and pupil. There are different types
of deep learning tools we have used to implement our frameworks, e.g., deep
learning, convolutions neural networks, and thick data analytic. We are not
using big data instead we taken help from thick data analytic.

3.1 Thick Data Overview

Thick Data is information that has been obtained using anthropological ap-
proaches and reveals the real feelings that consumers have for the products.
In other words, thick data refers to the qualitative information discovered
from examining global mindsets and human experiences.Thick Data uses
human learning to reveal the social context concealed in the data, while Big
Data relies on machine learning to deploy, process, and analyze the provided
collection of data. Thick Data just needs a little quantity of quantitative in-
formation to depict human patterns, but Big Data needs a big amount of data
to understand information from the information’s hidden patterns [41].

3.2 Convolution Neural Network

Before jumping into CNN, lets discuss about ANN. Artificial Neural Net-
works (ANNSs) are computer processing systems that are based on how bio-
logical nervous systems, like the brain, work. ANNSs are mostly made up of a
large number of connected computational nodes called neurons. These neu-
rons work together in a distributed way to learn from the input and improve
the output as a whole. Figure 3.1 shows how to model the basic structure of
an ANN. We’d send the multidimensional vector as input, to the input layer
and then send it to the hidden layers. The hidden layers is responsible for
making decisions based on the previous layers and think about movement
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change of stochastic inside itself improves the ultimate output, which is re-
ferred to as the learning process of model. Deep learning is a term used to
describe systems with many hidden layers built on top of one another[24].

Keiron O’'Shea et al.

Input Layer Hidden Layer

Output Layer

FIGURE 3.1: A simple feed forward neural network diagram
[24]

The two primary forms of learning employed in image processing takes
are supervised learning and unsupervised learning. Supervised learning in-
volves learning using labeled inputs that are utilized as objectives. Each
training example will include a collection of input values (vectors) and one
or more predefined output values. On the other hand, the purpose of this
method of training is to lower the overall classification error of the model
by ensuring that the output value of each training sample is accurately com-
puted. Unsupervised learning differs from supervised learning in that there
are no labels in the training set. Typically, the effectiveness of a network is de-
termined by its ability to minimize or maximize an associated cost function.
It is crucial to remember, however, that the majority of image-based pattern-
recognition tasks depend on categorization through supervised learning [24].

(CNNSs) are similar to conventional ANNSs in that they are composed of
neurons that may develop. As is the foundation of all ANNSs, each neuron
will continue to receive input and perform an operation (such as a scalar
product followed by a non-linear function). The whole network will continue
to express a single perceptual scoring function from the raw image vectors in-
put to the final output of the class score (the weight). All the techniques used
for conventional ANNSs still apply to the final layer, which has loss functions
for each class.
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3.3 Convolution Neural Network Architecture

As was previously said, CNNs are mostly based on the idea that the input
values will be images (in the form of vector). This makes it clear that the
architecture needs to be set up in a way that works best for a certain type
of data.The layers of the CNN are made up of neurons that are arranged in
three dimensions, including the height and breadth of the input as well as
the depth. For example input will have dimensions of 8 X 8 X 3 (height,
width, and depth), and The final output layer will be 2 X 2 X n in size (n is
the number of potential classes), since we need to condense the whole input
dimension into a smaller amount of class scores recorded along the depth
dimension.There are three basic types of layers in CNNs. These layers are
tully connected, convolutional, and pooling. A CNN architecture is created
by stacking these layers.[24].

|
|
|
|
|
|

nnnnnnnnnnnnnnnnnn
.....

FIGURE 3.2: Overall architecture of CNN [27]

Convolutional layers and its operations.A CNN's first layer is a "convo-
lutional" layer. A CNN can have more than one convolutional layer. The first
layer of CNN takes the images as input and begins to process them. This
layer is responsible for extracting features from images while keeping the
connections between the pixels. It has three elements input image, Filters
and feature map.on the other hand, CNN operation is nothing but element-
by-element multiply-sum operation.

Filter: It is one of the most important concept here. Filter is also known as
a Kernel Detector or a Feature Detector. This matrix is small. In a single con-
volutional layer, there can be more than one filter. In a convolutional layer,
filters of the same size are used. Each filter does certain function. Different
features of the image are identified with the help of different filters. We can
decide number of filters and sizes as hyper- parameters.The size should be
less than the size of the input image. The filter’s configuration is set by the
elements inside it. and these elements are type of CNN parameter that is
learned during training [27].

Image section: The size of the image section should match the size of the
tilter(s) we choose. We can move the filter(s) up and down or side to side
on the input image to make different parts of the image. Depending on the
Stride, the number of image sections varies .

Feature map:The feature map stores the results of different convolution
operations between different sections of the image and the filter (s) and this
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will go into the next layer of pooling. The number of "elements" in the feature
map is the same as the number of different sections of the image we received
by moving the filter(s) around [27].

Section (3x3) Convolution operation between the image

/ and filter
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FIGURE 3.3: Convolution Operation [27]

3.4 Pooling layers

The second type of layer used in a CNN is called a "pooling layer." A CNN
can have more than one pooling layers. After each layer of convolutions is a
layer of pooling. So, pooling layers and convolution are used in pairs. The
main objective of pooling layer is to find most important relevant features by
getting the highest number or averaging the numbers. It helps to minimize
the dimensionality of previous layers’output values. Other than that it also
minimize any kind of noise exist in the features and also help in boosting the
accuracy. Max pooling and average pooling are two types of pooling opera-
tions. There are two distinct kinds of pooling operations: max and average
pooling. While average pooling identifies the average of values in the filter’s
application region, max pooling assists in locating the largest number in that
area.[27].

In the pooling layer, there are three parts: the Feature map, the Filter, and
the Pooled feature map. In each pooling layer, the pooling operation takes
place. The

Filter: Filter is just a window and does not have elements inside it. There-
fore, there are no parameters in the pooling layer to learn. The filter is only
used to specify a certain area of the feature map.The size need to be less than
that of the feature map. A filter with the same number of channels should be
used if the feature map includes multiple channels. On each channel sepa-
rately, the pooling operations will be carried out[27].
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Filter (2x2) Pooled
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Feature map Max pooling (2x2)

(4x4) operation

FIGURE 3.4: Max pooling between filter and feature map at
stride 2[27]

Pooled feature map:The pooled feature map holds the results of various
pooling operations between the filter and other feature map sections.

Feature map section: The size of the filter should be matched the size of
the feature map area. To create different sections, filters could be moved on
the feature map both vertically and horizontally. Depending on the Stride
value, the number of sections will vary. Stride should be equal size of filer
and padding is added to the feature map to maintain the size of the pooled
feature map. These are important parameters ( stride and padding) and
should be applied in pooling layer. The number of channels remains un-
changed when pooling is applied to the feature map. This indicates that both
the feature map and the pooled feature map include the same number of
channels. feature map having multiple channels should use filter with hav-
ing same number of channels . Each channel will individually perform the
pooling operations. Once its is done then Flatten operation starts.

Fully connected layer: The classification layer is another name for the
fully connected layer. It is an useful method for identifying high-level with
non-linear combination features from the convolution layer’s output feature
map. In order to be sent to the Fully Connected layer, feature vectors ac-
quired from the convolutional layers are transformed into a 1-dimensional
column vector. A fully connected neural network with one or more layers
dedicated to classification makes up the FC layer. Every time the model is
trained, backpropagation is applied to the fattened column vector before be-
ing passed to the feed-forward neural network..

3.5 Activation Function used in CNN layers
The activation methods used by CNN include Sigmoid, ReLU, and Leaky-

ReLU. These are a non-linear alteration that assists the neuron to decide
whether or not to pass information to the next layer as input.
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3.6 Dropout

During a neural network’s training phase, the neurons become more depen-
dent on each other, which leads to over fitting. The network requires to be
made more regular, which can stop it from being overloaded. Dropout is
a common method for making a neural network more stable. Regulariza-
tion makes the neural network’s loss function worse so that it learns a set of
weights that don’t depend on each other. At each training iteration in this
procedure, a neuron is deactivated with some probability value. All of the
inputs and outputs that the neuron is connected to are cut off. At each train-
ing step, a neural network goes back to the neurons with dropped out at a
rate of some probability values and a dropped-out neuro can get activated
during the subsequent training phase. Dropout regularizes a neural network
by minimizing the interdependence of the neurons’ learning. The dropout
method helps a neural network learn more stable features.

3.7 Batch Normalization

A network layer called batch normalization allows every layer to adapt more
independently. The output of the earlier layers is normalized using it. It
is possible to prevent the model from over fitting and increase learning effi-
ciency by using batch normalization. The sequential model is integrated with
this layer to normalize the inputs and outputs. Between the model’s layers,
it may be applied in a number of places. It typically follows the sequential
model, the convolution layer, and the pooling layer.

3.8 Recurrent neural network

A feed forward neural network extension with internal memory is called a
recurrent neural network. Given that it performs a same task for each data
input and that the outcome of the current input depends on the computation
of the previous input, RNNs are recurrent in nature. When the output is
tinished, a copy of it is forwarded back into the recurrent network. Before
making a decision, it considers both the current input and the learning gained
from the previous input’s outcome. It features an encoder/decoder design.

RNNs use their internal state (memory) for processing inputs sequence,
which is different from feed forward neural networks. This means they can
be used for tasks like recognizing handwriting that is not broken up into
separate lines or recognizing speech. In other neural networks, each input is
separate from the others. But in RNN, all of the inputs are connected.

It first takes X(0) from the input sequence and then produces h(0), which,
combined with X(1), is the input for the following step. As a result, the fol-
lowing phase’s inputs are h(0) and X(1). Similarly, h(1) from the previous
step is the input for the following phase, and so on. This way, it remembers
the context while training. The advantage of Recurrent Neural Network is,
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FIGURE 3.5: Recurrent Neural Network [19]

it simulates a data series such that prior samples are considered to be depen-
dent on the current samples. RNN can be used with CNN layers to increase
the effective pixel neighborhood. But there is also disadvantages to using
RNN, such as gradient vanishing and explosion problems. It is not easy to
train an RNN easily, It is a very difficult task, and last, it is not comfortable
processing long sequences if relu and tanh is being used as an activation
function [19].

3.9 Long Short Term Memory (LSTM)

LSTM is advanced version of RNN which helps to remember past data in
memory. It is based on encoder-decoder method and capabilities to retain
long memory. One issue, as discussed earlier in RNN is vanishsing gradient
which is solved by LSTM. LSTM is supposed to be best and well suited for
processing and classifying for predicting time series having lags of unknown
duration. LSTM trains model use back-propagation methodology. As we can
see in this Figure , LSTM has three gates present:

Input Gate: It helps to find out which input value must be used to modify
the memory.The Sigmoid activation function figures out which values 0 or 1
can pass through. And the tanh function provides the weightage on the basis
of passed values and decide their levels from -1 to 1 [19].

Output gate:The output is determined by the input and the block’s mem-
ory. The sigmoid function determines which values to pass through 0,1, and
the tanh function assigns weight to the values that are passed by determining
their significance level, which ranges from -1 to 1, and multiplying with the
output of the sigmoid [19].

Forget gate:it determines which information should be removed from the
block. The sigmoid function makes that decision. It examines the input con-
tent (Xt) and the previous state (ht-1), and produces a number between 0 and
1 for each number in the cell state Ct1 [19].

LSTM has ability of learning long term dependencies. It was designed to
overcome short-term dependency problems.It is capable of retaining infor-
mations for long time. But there are downside of LSTM. LSTM takes long
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time to train as result it requires more memory to train. It has tendency to
overfit and dropout is much difficult to implement. LSTM is also consid-
ered slow as it does too much computation.In addition to that, It is recursive
nature and cannot be trained parallel .

3.10 Transformer Model

LSTMs have trouble with more difficult modern problems, such as machine
translation across multiple languages or text generation that is indistinguish-
able from human-written text. A new architecture is introduced to solve
such a complex task called Transformer.The first time the transformer was
talked about was in the paper "Attention is All You Need," which was about
translating languages. The architecture of the transformer is very compli-
cated. But the most important part is the idea it is attention based mod-
els [38].A transformer is type of neural network that discovers context and
subsequently meaning by tracing relationships in sequential data, such as
the words in this phrase.Transformers are one of the newest and most pow-
erful types of models that have been made so far. It is causing a wave of
progress in machine learning that some people have called "transformer AI"
[18]. Text and speech are being translated by "transformers" in almost real-
time, making meetings and classrooms accessible to people with hearing
loss.It helps scientists figure out amino acids in proteins and how the chains
of genes in DNA works which helping speeding up the process of making
new drugs.Transformers can find patterns and outliers to stop fraud, speed
up production, make online suggestions, or improve health care. It is more
easier to train than LSTM and less complexity and computational cost.
Transformer is replacing modern deep learning networks such as CNNs
and RNNs.Transformers, unlike neural networks, make it easier to train on
large sets of labeled data in less time. The model has a self-attention mech-
anism, which makes it easier to train on larger dataset. Prior to the Trans-
former model, training on large datasets with neural networks was a costly
and time-consuming process. Furthermore, the computation performed by
the transformer is simpler than that performed by other neural networks [18].

3.11 Transformer Attention Mechanism

Transformer model is also other type of neural network which contains en-
coder/decoder architecture Like LSTM or Other RNN. Transformers are in-
credibly strong due to small and specific innovations in the blocks. Positional
encoders are used by transformers to identify data items entering and leav-
ing the network. These tags are followed by attention units, which compute
a kind of algebraic map showing how one element connects to the others.
Self-Attention compares all the members of the input sequence to each other
and changes the output sequence positions that match. In other words, the
self-attention layer searches the input sequence for each key-value pair in
a different way and adds the results to the output sequence. On the other
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FIGURE 3.6: Architecture of Transformer [36]

hand Transformer is easy to train and has less computational complexity than
LSTM .

Let’s discuss it in action: As we previously discussed, Transformer is an
attention-based model. What if the decoder had access to all the encoder’s
previous states rather than depending just on the context vector? That is
precisely what attention does. The decoder may examine any specific state of
the encoder at any stage of the decoding process. This is what distinguishes
Transformer from LSTM [23].

The input sequences are supplied both forward and backward in this in-
stance, and they are concatenated to create a content vector (Ci) before being
handed on to the decoder. The attention model creates a context vector that
is uniquely filtered for each output time step rather than placing the input se-
quence value into a single fixed context vector.Attention weights are used to
ensure that the content vector of each output time step varies in accordance
with how dependent it is on the input time steps[23]. .

3.12 Mask R-CNN

Mask R-CNN is a convolutional neural network (CNN) and the most ad-
vanced method for image segmentation or object detection. It is a region-
based convolutional neural network known as Faster R-CNN, which served
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FIGURE 3.7: Attention Mechanism [23]

as the foundation for Mask R-CNN. Before we can understand how Mask
R-CNN works, we need to know what image segmentation is ?. Image seg-
mentation involves dividing a digital image into multiple parts . Under Mask
R-CNN, there are two main kinds of image segmentation:

FIGURE 3.8: Mask R-CNN [25]

3.12.1 Semantic Segmentation

Semantic segmentation is the process of finding and grouping objects that are
similar into a single class at the pixel level. As shown in the picture above,
all of the objects were put into one group which is person. Since semantic
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segmentation separates the objects in an image from the background, it is
also known as background segmentation.

3.12.2 Instance Segmentation

Instance segmentation, also called instance recognition, is the process of find-
ing all of the objects in an image and separating them into their own parts.
So, it is the combination of finding objects, figuring out where they are, and
classifying them. Alternatively said, this kind of segmentation goes further
to demonstrate a clear distinction among each object that has been classified
with other objects that are comparable. [25]. As shown in Fig. 3.9, instance
segmentation was capable of detecting each object in the image (for example,
the iris and pupil).

FIGURE 3.9: Example of segmentation [17]

3.12.3 Mean Average Precision (mAP)

A statistic called Mean Average Precision is used to assess object detection
models, including Fast YOLO, and Mask R-CNN. Recall values between 0
and 1 are utilized to get the median of average precision values.It includes
Confusion Matrix, Intersection over Union (IoU), Precision, and Recall through
which the mAP performs object identification.
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Chapter 4

Developing a Methodology for
Identifying Patterns from Cataract
Videos

4.1 Overview

Cataract surgery is a procedure in which surgeons remove the clouded lens
and implant an artificial lens. This surgery is supposed to be one of the safest
and most effective in the world. There are 10 phases of cataract surgery,
such as incision, viscous agent injection, rhexis, hydrodissection,Irrigation
and aspiration, phacoemulsification, capsule polishing, lens implant setting-
up, viscous agent removal and tonifying, and antibiotics These are the main
steps performed by surgeons in the cataract procedure. This surgery is per-
formed under microscopical conditions, and it is recorded. These videos can
be very helpful for research or training purposes. Cataract training is a com-
plex procedure. Before performing actual surgery, a trainee must practice
surgery several times. For this purpose, many trainees use animal eyes or
synthetic eyes. Animal eyes are not easily available, and the setup for syn-
thetic eyes is expensive. There are also different types of curricula, which
include structured exams of surgical skills and help trainee surgeons become
proficient in their learning and keep patients safe while doing surgery. Even
though residents in residency training have to follow complex procedures
to become successful doctors, some of their learning strategies are still out-
dated. While keeping these issues in mind, we developed a framework for
cataract training based on deep learning, surgical data sets, and thick data
analytic to bring some innovation to the learning process without using any
animal eye modal. The framework will have three steps, and in each step
different types of data and models will be used.
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4.2 Step 1. Cataract detection

In this step, we’ll talk about the dataset and classification model that were
used to figure out the stages of cataract development. This stage will explain
why cataracts are a serious medical condition. The learner was able to com-
prehend the appearance of cataracts and recognize when individuals need
surgery.

4.2.1 Dataset

The three kinds of labels in this dataset are "normal eye, cataract, and "severe
cataract eye. Each category in the dataset has more than 20 images. Surgery
is necessary for the Server cataract since the patient is completely blind. The
cloudy lens has entirely obstructed or dispersed light.

FIGURE 4.2: Cataract Eye

FIGURE 4.3: Sever Cataract Eye

We can see a normal eye, a cataract eye, and a severe cataract in the images
above. When a cataract is severe, the lens becomes so densely clouded that it
totally blocks light, rendering the patient entirely blind.



4.3. Step 2: Video analysis of cataract surgery 39

4.2.2 Training and model compilation

The dataset is divided into train and test dataset.Used data augmentation
process to make our training more robust. Since we have small dataset, we
have used Nasnetlarge pretrained CNN model for feature extraction. Then
prepare Sequential model with 8 layers. Compiled model with 100 epochs,
,Adam optimizer, and a loss function categorical cross-entropy. The result
comes out with a 78% accuracy rate.

4.3 Step 2: Video analysis of cataract surgery

This step will help the trainee understand the 10 phases of cataract surgery.
Each phase is performed in sequence, using different tiny tools. The whole
video of cataract surgery might be confusing for trainees, but breaking down
each phase will help to provide a better understanding of the phases and
their sequence. The proposed model will recommend the right sequence of
cataract phases based on the current phase.

4.3.1 Dataset for Video Analysis

The dataset used in this work is taken from ITEC ( Institute of Information
Technology), which is part of ALPEN-ADRIA University KLAGENFURT (Aus-
tria). This institute conducts research in a variety of areas, including multi-
media communication and information systems, as well as distributed and
parallel systems. The dataset Catarct-101 [32] made up of videos of 101
cataract surgeries done by four different surgeons at the Department for
Ophthalmology and Optometry at Klinikum Klagenfurt Austria’s largest pub-
lic hospital. These videos were collected and annotated by a senior oph-
thalmic surgeon with different phases of cataract surgery. Surgery was of
recorded video with different experience level of doctors. Some of them had
level one experience and others have more than level 2 experience. All of
the videos have a PAL resolution of 720x540 pixels and are encoded as MP4
files using H.264/ AVC with profile High as the video codec (25 frames per
second, about 1.25 MBit/s bitrate) [30]. The dataset was divided into two
groups. We extracted frames from a video of a cataract procedure performed
by a less experienced surgeon as well as frames from a video of a procedure
performed by a highly experienced surgeon. The duration of the "high expe-
rience" cataract surgeon video was less than low experience.

With 101 video data Figure 4.1 ,There are three CSV (comma-separated
values) files that describe the 101 videos cataract dataset: annotations.csv,
phases.csv, and videos.csv.

4.3.2 Annotated CSV

The annotation csv file has 1266 values. In that file, there are three columns
named Video ID, Frame No, and Phase Table 4.1. For example, we can see
Video ID 269, and the starting frame number of phase 1 is 68. For same video
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case 278

case 354

case 749 case /50

FIGURE 4.4: Video Data from Dataset 101

the phase 2 starts from Frame No 1043 and phase 3 starts of video ID 269
from 1228.

TABLE 4.1: Phase CSV File Data Sample

Video ID Frame No Phase

269 68 1
269 1043 2
269 1228 3
269 2118 4
269 3478 5
269 6864 6
269 7727 7
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This is just an example of an annotated CSV file for video ID 269. There
many video which has specific ID in this format **case_**_video ID_**.mp4**

4.3.3 Phase CSV

Like annotation csv file, the phase cvs file describes cataract phases and their
descriptions as shown in Table 4.2. We can see that phase.csv file has phase
number in the first column and phase name in the second column.

TABLE 4.2: Phase CSV File

Phase Meaning

Incision
Viscous agent injection
Rhexis
Hydrodissection
Phacoemulsificiation
Irrigation and aspiration
Capsule polishing
Lens implant setting-up
Viscous agent removal

0 Tonifying and antibiotics

— O 00NN Ul = WN -
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4.3.4 Video CSV

The video csv file has five columns, eg Video ID, Frames, FPS, Surgeon and
Experience. For this work, we are using just the Video ID and Frames columns.
From Table below, we can see that video ID 269 has 14734 frames at rate 25
FPS.

TABLE 4.3: Video CSV File Data Sample

Video ID Frames FPS

269 14734 25
270 20500 25
271 16633 25
278 14185 25

4.4 Data Preprocessing for phases detection

We used the annotation.csv file for data preprocessing. We created a python
algorithm for phase extractions. Let’s see step by step how we created an
algorithm for frame extractions. We used only one video to create data for
further processing. We used only video number 269, Let’s say we have video
number 269; the start frame is 68 for phase 1, and the end of frame number
for phase 1 is 1043. So here we are extracting 500 frames between 68 and
1043 for phase 1 and storing them in a folder "named phase 1". I followed
the same steps for the other phases. We are extracting 500 frames per sec-
ond and storing them in a folder and creating a name for the corresponding
phase . We are creating 20 frames per second for each phase till 500. So, in
other words, there will be 500 frames of each phase at a rate of 20 fbs. For
turther processing, all extracted datasets will be treated as a single dataset.
Each phase folder has frames at a rate of 20 frames per second, which are
converted into small video clips. We have given an input size of 512 X 512
X 3 for a convolutional neural network because it needs input data to be the
same size and shape . We have also added padding to shorter video datasets
to make it easier for CNN to pull out features. On the other hand, for coco-
like datasets, we used the transfer learning module to build custom datasets
for training using the Dataset class. The Dataset class makes it easy to work
with any dataset.
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df <« pd.readcsv(r' annotations.csv’, sep <';)
df < df[df['VideoID'] < 269]
FrameLists < df['FrameNo'].to_list()
cap < cv2.VideoCapture(r'case_269.mp4’)
phase < df['Phase’].to_list()
width < int(cap.get(cv2.CAP_PROP_FRAME_WIDTH))
eight < int(cap.get(cv2.CAP_PROP_FRAME_HEIGHT))
size <— (width, height)
fourcc < cv2.VideoWriter_fourcc(¥' XVID')
framecount < 0
start < 0
end < 0
idx <0
while cap.isOpened() do
ret, frame <— cap.read ()
if framecount in FrameLists then
idx < FrameLists.index( framecount)
start < framecount
createDir(os.path.join(r'cataract101/', str(phaselid]))

out <— cv2.VideoWriter(os.path.join((+'cataract101/’
,str(phaselidx]),
"video.avi”), fourcc,20.0, size)

if idx < len(FrameLists) — 1 then
end < FrameLists[idx + 1]

else
end < start + 500

end if

if start #0 end #0 framecount <start+500 then
out.write(frame)

else
framecount+ =1

end if

if idx <len(FrameLists)-1 framecount <—end then
break

end if

cap.release()

cap.release()

cv2.destroy AlIWindows()

> using video 269
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end if

end while

i Python

Ei > algorithm ) T s

O ® N & wn oA W N o=

FIGURE 4.5: Data preparation

Figure 4.5 shows the algorithms in action. Algorithms extracted frames
and put in folder corresponds to their phase name.
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4.5 CNN-LSTM implementation for Phases Detec-
tion

The CNN-LSTM model can be created by first adding CNN layers, then
LSTM layers with Dense dense layer on the output. In the first experiment,
LSTM was used for phase predictions. We used Inception ResNet V2 for
feature extractions with "image net" weights. The I Inception-ResNet-v2 is
trained on more than a million images from the Image Net database. The
network has 164 layers and can divide images into 1000 different types of
objects. The InceptionResNetV2 has learned features in detail to represent a
wide range of images. Other than that, the labels on the videos are strings.
Neural networks don’t understand string values, so they have to be changed
into numeric values before they can be fed to the model. Here, we have used
the StringLookup layer to turn the class labels into numbers.

4.5.1 Training and Model Compilation.

The whole dataset was divided into test data, test labels, train data, and train
labels. The size of the feature frames in the train set is (10,500 ,1536) and
the frame mask feature in train set is (10,500). First, we initialized frame fea-
ture input with parameters ( MAX_SEQ_LENGTH,NUM_FEATURES) and
mask_as_input with parameter (MAX_SEQ_LENGTH, type bool). The input
of the first layer of LSTM was frame features and masks (labels). In all the
layers, the activation function was used and also added dropout in the layers
with a value of 0.1 . The final layer has soft max as an activation function.
The model was compiled with Adam optimizer. This optimizer was a re-
placement for SGD (stochastic gradient descent), and the adam optimizer is
very straightforward and efficient in terms of computation. Another benefit
of using the Adam optimizer is that it is very suitable for noisy gradients.
The cost function we have used is sparse categorical cross-entropy. This loss
function is used for multi-class classification models where the output label
is given an integer value, like our dataset.

4.6 Transformer model implementation for Phase
Detections

The Transformer model is also another type of neural network that contains
an encoder/decoder architecture like LSTM or other RNN. The main differ-
ence is that it is an attention-based model. In this experiment, we used a dif-
ferent feature extractor, which is DenseNet121. The input size and weights of
the CNN model were the same as we used for InceptionResNetV2. Inception-
ResNetV2 having very small difference with DenseNet. InceptionResNetV2
uses an additive method, which means that the output from one layer is used
as the input for the next layer. Dense Net, on the other hand, uses the output
from every layer as the input for the next layer.
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FIGURE 4.6: ResNet and DenseNet architecture

4.6.1 Training and Model Compilation

The dataset was already divided into training and test sets. Again, we have
used the StringLookup layer to turn the class labels into numbers. First, the
self-attention layers that make up a Transformer don’t care about sequence.
Since videos are made up of a series of frames OR frames are always in order
taken from videos, our Transformer model needs to take this into account.
Positional encoding is the way we do this. We used an embedding layer to
store the positions of the frames in a video. Then, we added these positional
embed dings to the CNN feature maps that have already been made. AS i
said earlier the attention layer does not care about the sequence, so we need
to use positional embedding. In simple words, we can say that it is used to
tell a transformer about the position of an input vector, which is very impor-
tant if we have data in a sequence. Other than Positional Embedding layers
on top , we added GlobalMaxpoolinglD layer which takes the max vector
over the step dimension and is followed by a dropout layer at a rate of 0.1
and a final layer added with softmax as an activation layer. We used Adam
as the optimizer and the same loss function, which is sparse categorical cross
entropy.

4.7  Step 3: Iris Pupil Detection

In this section, trainees will learn about iris and pupil detection, which is
one of the more complex aspects of surgery. There are also many complica-
tions that exist in these surgeries. One of the main complications is iris pupil
detection. During cataract surgery, pupil and iris sizes are variable. Pupil
responses, or the dilatation or constriction of the pupil during the surgical
operation, are one such occurrence that might result in difficulties.During
surgery, the eyes move due to instruments used in the surgical procedure.
Also, it’s not always possible to find circles in the frames, like when the visi-
ble part of the pupil or iris doesn’t look round because of the tools used.
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4.7.1 Dataset For Iris and Pupil detections

We used another dataset from ITEC [30] which keeps 82 frames from 35
videos of cataract surgery, and this dataset is also annotated with areas of iris
and pupil. The dataset was recorded at Klinikum Klagenfurt( Austria). The
resolution is 540X720pixels with frame rate of 25 fps. Since this dataset was
taken during cataract surgeries, images have different surgical tools and de-
pict the eyes in different states, such as with artificial lenses, without lenses,
and tools used. This dataset is also annotated and it is in COCO Format. The
dataset is already annotated and divided into test, train and validation. We
just prepared using python methods which is described in transfer learning

section.

case._. 269 000140 case 271 _000045 case 271 _000142 case 273 000001
8

case 278 001143 case 278 001157 case_280 000719 case 283 000046
5 5 9 7

case_285_000047 case_285_000081 case_285_000207
6 1 4

FIGURE 4.7: Dataset for iris and pupil segmentation [30]
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4.7.2 COCO Dataset

The MS COCO dataset, which is a large-scale object detection, segmenta-
tion, and captioning dataset, was made available by Microsoft. Engineers
who work with machine learning and computer vision often use the COCO
dataset for different computer vision projects. Understanding visual scenes
is one of the main goals of computer vision. This means figuring out what
objects are there, where they are in 2D and 3D, what their properties are,
and how they relate to each other. This dataset is very helpful in the field
of computer vision and helps algorithms easily identify images or objects in
images. This dataset can be used to train algorithms for finding objects and
putting them into groups. COCO, or Common Objects in Context, was cre-
ated to improve the goal of image recognition. The dataset has a high-quality
visual dataset for work in the field of computer vision. It is also used to test
algorithms and compare how well they can detect objects in real time. In this
dataset, there are a total of 330 000 images, and more than 200 000 of them
are labeled[22].

4.8 Format of COCO Dataset

The COCO format specifies how exactly bounding boxes, object classes, and
image metadata such as height, width, and image sources are stored on disk.
The COCO dataset is in JASON format. The format contains five sections of
information for the entire dataset [22].

* Info- This section contains general information about dataset.

* Licenses- List of licenses with unique IDs that can be specified by im-
ages.

* Categories-Each classification category has its own ID. Possibly linked
to a super category that can cover more than one class.

* Images- This section keeps list images and their relevant informations.

e Annotations- This section contains list of annotations information such
as bounding boxes.

In all these fields,we need only Images, annotations and categories . We
do not need Info and Licenses part [8].

4.8.1 Image List

The Image List has all kinds of information about images in a dataset, such
as Unique ID ( required field), width( required field) , height( required field)
of images, file name(image file name which is required), data_captured (re-
quired field, date and time when the image was captured) and other infor-
mation which is really not required, such as license, coco_url, and flickr_url.
From table 4.3, we see that the image object of ID 105 contains all the relevant
information related to this ID.
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{
"images": [

{
"id": 105,
"dataset_id": 3,
"path": "/datasets/iris
/case_925 @eeeel3.jpg",
"width": 720,
"height": 540,
"file name": "case_925_0000013.7jpg"

Jo

FIGURE 4.8: image information of coco like iris pupil dataset
[30]

4.8.2 Annotations List

In the annotations list, information about the bounding boxes of all objects on
all images is kept. One annotation object has information about the object’s
bounding box and its label on an image. For every object in an image, there
is an annotated object. The list’s required fields are image_id (which tells
which image belongs to this annotation object), category_id( This identifier
of the label that identifies the object inside a bounding box and also points to
the id field of the categories array.), and bbox( which contains the coordinates
of the bounding box of the image object. (Coordinates are in pixels.) There
are no required fields in the list for segmentation, area, or is crowd. From
table 4.4 , we see that bbox information and segmentation information are
added for Image ID 105 of iris and pupil coco dataset.

"annotations": [
{
"id": 137,
"image_id": 1e5,
"category_id": 1,
"segmentation": [
[
i b by g%y 8
193.5,
325.3,
179.2;
336.2,
167.8,
1
1,
"area": 17928,
"bbox": [

FIGURE 4.9: Annotation list of Image ID 105 [30]

4.8.3 Categories list

This list contains label information about objects. The required fields are ID(
identifier of label; in an annotation object, the id field is linked to the category
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id field) and name (the label name of the image). From figure4.5, we can see
that in the iris pupil coco dataset, the category list has two IDs. ID no.1
belongs to the pupil and also a color code is added so that we can identify it
during our training model. ID no.2 belongs to the iris label and its color is
given.

"categories”: |
{
"1d™: 3,
"name": "pupil”,
"supercategory": "",
"color": "#3917ee",
"metadata”: {}

et
-

-y

“ad™z &,

“name™; SIrisc,
"supercategory": "",
"color": "#d@226a",
"metadata”: {}

1,

FIGURE 4.10: Category list of iris pupil coco like datset [30]

4.8.4 Transfer Learning Using Mask R-CNN for iris pupil dataset

We used Mask R-CNN for this work. Mask R-CNN is a deep learning neural
network that is used for segmentation.This model has a branch of bounding
box and classification regression, and it has a mask classifier which will gen-
erate a mask for every class. In deep learning, we need good data amounts
to build our model. As we do not have enough iris pupil data, we have
used pretrained model, which is also called transfer learning [26]. We used
the Mask-R-CNN repository, which is MatterPort Mask R-CNN, to work on
this dataset [12] and also downloaded the pre-trained weights for the Coco
model from the same source. We imported all of the necessary libraries and
overrides various classes such as CustomConfig classes, which are derived
from config classes that helped to set up for training such as set up classes
(we have three classes in the images, iris, pupil, and background), image di-
mension (512X512X3), and GPU capacity.
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4.8.5 Data Preprocessing for Iris and pupil dataset

Once we are done with configuration , we have built an iris pupil custom

dataset. For this work, we created a class(Iris_pupil_coco_like_dataset) which

is derived from the Dataset class. This class helped to process the iris pupil

JASON dataset. Dataset class allows for the simultaneous loading of many

object from datasets. When we want to detect various objects but they are

not all present in one data set, this class is really useful and provide differ-

ent helpful methods to work on. There are different methods in this class that

have been used such as load mask, load_datset,add_class and add_images.load_dataset
(load_data_iris_pupil) method helped to iterate through all object of dataset

such as image object,annotation object and categories in Jason file and using
add_class(load_data_iris_pupil) and add_image, a custom dataset was cre-

ated. Another important class that we used is load_mask class (iris_pupil_load_mask).
This method generates masks for every object in the image, such as the mask

over the iris or pupil. It will return class ids, one mask per instance, and a
one-dimensional array of class ids for the mask instance.

4.8.6 Training

The dataset was divided into validation, test, and training datasets. We used
the instance of the dataset derived class(Iris_pupil_coco_like_dataset) to pre-
pare for training. We loaded pre-trained weights for Mask R-CNN from
COCO data for better results. We run through 250 epochs at a learning rate of
0.0001. Once model training was completed, we saved this model in a folder
and later used this trained model for prediction.

4.9 Thick data: Surgeon experience as a expert heuris-
tic to improve model performance.

Cataract 101 has numerous videos of cataract surgery performed by both
experienced and inexperienced surgeons. For example, take video ID 269,
which was done by a less experienced surgeon, and video ID 350, which
was done by a highly experienced surgeon. We extracted frames from video
ID 350 to create a new dataset. We used this dataset to train our models.
We found that the model’s performance was better than the dataset ( frames
taken from video) )269, the reason may be that frames extracted from video
ID 350 of each phase are more accurate because a highly experienced surgeon
performed each phase very well. There is a possibility that the framed work
of a less experienced surgeon will be less accurate. Because a less experienced
surgeon may be repeating some phases or surgery performing timing is more
than high experience surgeon, the frames of each phases are not collecting
accurately from video.
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TABLE 4.4: Accuracy rate of CNN-LSTM and Transformer with
two different dataset

CNN-LSTM Transformer
Type of dataset Accuracy(%) Accuracy(%)
Less Experience dataset 10 20
High Experience dataset 20 40

From Table 4.4. We can see that both model performance and accuracy

were enhanced by using dataset taken from highly experienced surgeons.

Big data has been employed in several earlier studies for all deep learning

tasks. Using big data or video data sets, a lot of study has been done in the
topic of cataract. Big data is not always simple to access. Processing large
amounts of data is always costly. We have used thick data analytic with
deep learning to accomplish our task.Using thick data expert heuristic , our
model was improved . To avoid huge data, we used transfer learning as
support.
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Chapter 5

Results and Discussions

5.1 Step 1. Cataract detection

The main goal of this step was to detect the stage of cataract eg. Normal,
Cataract, and Sever Cataract. The accuracy is 78%. The used call back func-
tion to save best model because model was overfiting. We used early model
check point function to save best model and used this model for inference.
F-1 score is an error matrix which range between 0 for worst and 1 for best.
We can from confusion matrix that our model is preforming good in all three
dataset. The f-1 score is between 0 and 1.

precision recall fl-score  support

cataract .57 0.72 @.63 18

normal 0.74 ©.88 0.80 16
severe_cataract @.67 0.35 @.46 17
accuracy @.65 51

macro avg @.66 0.65 0.63 51
weighted avg 0.65 9.65 0.63 51

FIGURE 5.1: Cataract detection confusion matrix

We used sever cataract image for testing and we got correct result.

1/1 [ ] - ©s 5lms/step
Predicted class: severe_cataract

50 100 150 200 250 300

FIGURE 5.2: Cataract detection model inference result image
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5.2 Step 2: Iris Pupil Results

The main goal is to detect iris pupil from images with bounding box. We
created new inferenceConfig class for predictions. The model was trained
for 150 epochs and saved in a folder for inference. In the InferenceConfig
class, we added the following parameters so that we can get better results.

TABLE 5.1: Inference Configuration set up parameters

Parameters Value
GPU_COUNT 1
IMAGES PER _GPU 1
IMAGE_MIN_DIM 512
IMAGE_MAX_ DIM 512

DETECTION_MIN_CONFIDENCE 0.9

The DETECTION_MIN_CONFIDENCE is very important parameters as
it helps to detect bounding boxes, classes and confidence percentage without
any restrictions. The confidence score displays the likelihood and degree
of certainty with which the classifier believes that the box contains an item
of interest. The confidence score should be zero if there is nothing in that
box.In our case, we have given 90 percent, which means that a model could
detect objects with bounding box very less restrictively. We preprocessed
test images using skimage library and then looped through all test images
for prediction. Predicted results are
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Pu o il 0.998

L1

j{ﬁri.:im-ﬁ

FIGURE 5.3: Iris pupil detection result
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5.2.1 Mean Average Precision Result for Mask R-CNN

mAP metric is used to evaluate object detection model results. Throuhgh
mAp, Precision has been calculated by whole image dataset.We used mAP
to understand how our model performed. Mean Average Precision metrics
are used for object detection models to get an overview of the model’s per-
formance. The mAP metrics were calculated for Mask RNN to understand
how this object detection model performed over the coco dataset. Based on
the mAP metrics, the Mask RNN model has performed well. For example,
in Figure 5.2, the model processed the first images taken from the validation
folder with only a ground truth vect is 2, indicating that the images have
two objects, iris and pupil, and a predicted vect value is 2, indicating that the
model detected two objects (iris and pupil) correctly and created a bound-
ing box over them .The average precision of particular image is 1 which also
states that model were able to identify correctly two objects. The actual mean
average precision for whole image is also 1. The precision is called positive
predictive value. It is the ratio of correct predictions to the total predicted
positives [12].

Processing 1 images

image shape: (512, 512, 3) min: ©.000€8 max: 255.88000 uint8
molded_images shape: (1, 512, 512, 3) min: -123.7000@0 max: 151.10000 floaté4
image_metas shape: (1, 15) min: ©.00000 max: 512.00000 inté4
anchors shape: (1, 65472, 4) min: -9.78849 max: 1.58325 float32

the actual length of the ground truth vect is : 2

the actual length of the predicted vect is : 2

Average precision of this image : 1.8

The actual mean average precision for the whole images 1.9
Processing 1 images

image shape: (512, 512, 3) min: ©.000€8 max: 255.808000 uint8
molded_images shape: (1, 512, 512, 3) min: -123.700€8 max: 151.18800 floate4d
image_metas shape: (1, 15) min: ©.00000 max: 512.00000 inté4
anchors shape: (1, 65472, 4) min: -9.70849 max: 1.58325 float32

the actual length of the ground truth vect is : 4

the actual length of the predicted vect is : 4

Average precision of this image : 1.8

The actual mean average precision for the whole images 1.9
Processing 1 images

image shape: (512, 512, 3) min: ©.00000 max: 255.00000 uints
molded_images shape: (1, 512, 512, 3) min: -123.7@00€8 max: 151.18800 floate4d
image_metas shape: (1, 15) min: ©.08000 max: 512.80000 int64
anchors shape: (1, 65472, 4) min: -9.70849 max: 1.58325 float32

the actual length of the ground truth vect is : 6

the actual length of the predicted vect is : 6

Average precision of this image : ©.3333333432674408

The actual mean average precision for the whole images ©.777777781089147

FIGURE 5.4: Mean Average Precision of Mask R-CNN
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5.3 CNN-LSTM Result Analysis

The result of LSTM was not really good it has only. The accuracy rate for the
model was not satisfactory. Initially, we used one video to extract frames and
prepare the dataset to run the model. The accuracy of the model was bad
on this dataset. Secondly, we increased the number of frames by extracting
more frames from two videos, but again we did not get a good result. We
used one video clip for phase 1 from the test dataset. Figure 5.2 shows the
predicted result.

FIGURE 5.5: Predicted result

18: 20.71%
: 18.37%
13.93%
.21%
.90%
.61%
.66%
.33%
.97%
.31%

N B wouwm 0 NWw
B 0 O NN 0

FIGURE 5.6: Predicted result metrics CNN-LSTM

From Figure 5.3, we can see that predicted result metrics are provided by
the trained model. In simple words, it describes the possibilities of a pre-
dicted video clip that belongs to phase 1. It described that there was an
18.37% chance that it belonged to phase 1, while a 20.71% chance that the
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test video clip belonged to phase 10. The model provided a false prediction
here. We have used a video clip of phase 1 from the test dataset. Here, the
model is totally confused about this and is not able to understand sequence
of frames. Other than that, there might be issues with the feature extraction
process that is why the model is not able to perform very well.

54 Transformer Result Analysis

The prediction result was slightly better than CNN-LSTM. We used the same
video clips that we used in the prediction for the LSTM model. We got better
results than LSTM.

1: 25.67%
10: 18.33%
8: 17.74%
6: 12.25%
2: 18.35%
7: 7.61%
3: 4.30%
5: 2.45%
9: ©.88%
4: 0.41%

FIGURE 5.7: Predicted result metrics of Transformer

We can see that the model predicted a better result than CNN-LSTM and
that it described the correct result. It described that 25.6%7 chances, which
was higher than other phases values, that the video clip was from phase 1.
Even though, model was not perfect, it provided a good overview. But again,
the model was confused about Phase 1 and Phase 10. This model has said
that this video clip could be phase 10 because the model provided a higher
chance value, which is 18.13% after Phase 1. According to me, Phase 1 and
Phase 10 are very different steps which also can not be repeated.

5.5 Limitation of predicted results of CNN-LSTM
and Transformer

The accuracy rate of CNN-LSTM is only 10% and Transformer model is only
20%. Both models were not able to perform very well on the data. We added
more frames, epochs and layers in both model but did not get satisfactory
result. Fig show the loss graphs of CNN-LSTM and Transformer.
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FIGURE 5.9: Accuracy and Loss of Transformer

5.5.1 Github repositores of our tasks

¢ Step l:https:https://github.com/Csinghls/thesis_work_work_cataract_
detection

e Step 2: https://github.com/Csinghls/thesis_work_work_cataract_
detection

e Step 3: https://github.com/Csinghls/thesiswork-Iris_pupildetection


https:https://github.com/Csingh1s/thesis_work_work_cataract_detection
https:https://github.com/Csingh1s/thesis_work_work_cataract_detection
https://github.com/Csingh1s/thesis_work_work_cataract_detection
https://github.com/Csingh1s/thesis_work_work_cataract_detection
https://github.com/Csingh1s/thesiswork-Iris_pupildetection
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Chapter 6

Conclusion and Future Work

6.0.1 Conclusion

We offer a multitasking learning process for cataract surgery from detection
to surgery. Utilizing three different dataset types, such as image datasets,
video datasets, and coco-like datasets of Cataract, we were able to complete
three linked tasks in the same domain. The framework will assist students
and trainees expedite their training for cataract surgery. The major goal of
the research was to improve the coherence of cataract instruction. A skilled
surgeon can complete the treatment in 10 to 15 minutes. Surgeon residents
do not get enough time to observe the process. Only the surgeon performing
the surgery and a second person with an additional ocular can see the entire
process because it is being done under a micro- scope. It is not similar to
endoscopic surgery or other surgeries in any way. To improve training and
make it simpler to understand, The major goal of this study is to mitigate
issue found by new training and make their learning smooth. On the other
side, this framework is helpful for both catract patients and trainee surgeons.
A person with cataracts must take a number of steps, including consult an
eye surgeon, getting an ultrasound, and waiting for the surgeon’s turn. All
of these procedures are quite expensive and lengthy, and in many developing
nations, thousand of people do get such a facility where patients can go check
their eye and find cataract severity. This framework (Step 1) makes it simple
to demonstrate whether or not they have a contract.

6.1 Future Work

The accuracy rate of the LSTM and transformer must be improved. Datasets
play a crucial role in any machine- or deep learning task. In this case, a
well-organized dataset for cataract surgery would be helpful for phase ex-
tractions and tool identification to improve the accuracy rate. Other than
during cataract surgery, some phases are done twice. This could happen be-
cause the surgeon does not have enough experience. There could be risk and
complexity during cataract surgery, such as bleeding, IOL instability, retinal
detachment, and so on. A trainee surgeon should be aware of these types of
problems. A new model or frame- work should be designed to address these
complexities
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6.2 Outline

6.2.1 Chapter1

This chapter briefly introduced the thesis, including the background and
problem motivation, overall aim, detailed problem statement, scope, and
proposed solutions. For example, the background of cataract surgery, the
research question, "What are problems in cataract training methods and how
could they be improved?"

6.2.2 Chapter 2

This chapter summarizes existing research on video analysis of cataract surgery
using deep learning and big data, as well as how thick data could be used in
research. It describes how researchers exploited deep learning and big data
methodologies for their findings using a surgical dataset.

6.2.3 Chapter3

This chapter provides a brief overview of the technology used to complete
the thesis, such as deep learning, convolutions neural networks, the trans-
former model, and the LSTM model, as well as thick data analytics, and also
explains why the transformer model is superior to the LSTM model and what
metrics are used to evaluate the models. also describes an object detection
model and the metrics that will be used to evaluate the model.

6.2.4 Chapter4

This chapter talks about the implementation of the entire framework of the
cataract surgery workflow. It interprets the overall system’s design and im-
plementation. It states what steps are taken to design and build each step of
the framework and how thick data helped to improve of the model. How
transfer learning helped us avoid using big data and also provided back-
ground on different types of datasets, such as image datasets and video datasets,
used in each step of the framework.

6.2.5 Chapter5

The performances of the framework was assessed in this Chapter.Model re-
sults and their evaluation matrices are explained, and what is unsolved and
problems that could be further investigated are mentioned. Predicted im-
ages, result tables, and graphs are clearly explained in this chapter, along
with limitations and task Github link.

6.2.6 Chapter 6

This chapter talks about Conclusion and Future work.
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