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Abstract

Through progressively evolved technology, applications of machine learning
and deep learning methods become prevalent with the increased size of the
collected data and the data processing capacity. Among these methods, deep
neural networks achieve high accuracy results in various classification tasks;
nonetheless, they have the characteristic of opaqueness that causes called them
black box models. As a trade-off, black box models fall short in terms of in-
terpretability by humans. Without a supportive explanation of why the model
reaches a particular conclusion, the output causes an intrusive situation for
decision-makers who will take action with the outcome of predictions. In this
context, various explanation methods have been developed to enhance the
interpretability of black box models. LIME, SHAP, and Integrated Gradi-
ents techniques are examples of more adaptive approaches due to their well-
developed and easy-to-use libraries. While LIME and SHAP are post-hoc
analysis tools, Integrated Gradients provide model-specific outcomes using the
model’s inner workings. In this thesis, four widely used explanation methods
are quantitatively evaluated for text classification tasks using the Bidirectional
LSTM model and DistillBERT model on four benchmark data sets, such as
SMS Spam, IMDB Reviews, Yelp Polarity, and Fake News data sets. The re-
sults of the experiments reveal that analysis methods and evaluation metrics
provide an auspicious foundation for assessing the strengths and weaknesses of
explanation methods.





Zusammenfassung

Durch die fortschreitende technologische Entwicklung werden Anwendungen
des maschinellen Lernens und Deep-Learning-Methoden mit der zunehmenden
Größe der gesammelten Daten und der Datenverarbeitungskapazität immer
häufiger eingesetzt. Unter diesen Methoden erzielen tiefe neuronale Netze bei
verschiedenen Klassifizierungsaufgaben eine hohe Genauigkeit; dennoch haben
sie die Eigenschaft der Undurchsichtigkeit, die dazu führt, dass sie als Black-
Box-Modelle bezeichnet werden. Im Gegenzug sind Blackbox-Modelle für den
Menschen nur schwer interpretierbar. Ohne eine unterstützende Erklärung,
warum das Modell zu einer bestimmten Schlussfolgerung gelangt, führt die
Ausgabe zu einer unangenehmen Situation für Entscheidungsträger, die auf-
grund der Vorhersagen Maßnahmen ergreifen werden. In diesem Zusammen-
hang sind verschiedene Erklärungsmethoden entwickelt worden, um die Inter-
pretierbarkeit von Black-Box-Modellen zu verbessern. Die Techniken LIME,
SHAP und Integrated Gradients sind Beispiele für adaptive Ansätze, da sie
über gut entwickelte und einfach zu verwendende Bibliotheken verfügen. Als es
sich bei LIME und SHAP um Post-hoc-Analysewerkzeuge handelt, liefern Inte-
grated Gradients modellspezifische Ergebnisse unter Verwendung der inneren
Funktionsweise des Modells. In dieser Arbeit werden vier weit verbreitete Erk-
lärungsmethoden für Textklassifizierungsaufgaben unter Verwendung des bidi-
rektionalen LSTM-Modells und des DistillBERT-Modells auf vier Benchmark-
Datensätzen quantitativ evaluiert, wie z. B. SMS-Spam, IMDB-Rezensionen,
Yelp-Polarität und Fake-News-Datensätze. Die Ergebnisse der Experimente
zeigen, dass Analysemethoden und Bewertungsmetriken eine vielversprechende
Grundlage für die Bewertung der Stärken und Schwächen von Erklärungsmeth-
oden bieten.
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1. Introduction

1.1. Motivation

Deep learning models became widespread in recent years by quickly accessing
high-performed hardware, transferable pre-trained models on Artificial Intel-
ligence(AI) platforms, and the ease of integrating large models by commonly
used frameworks. Object recognition, medical image segmentation to identify
patterns in anatomical images, autonomous driving, and forecasting analysis
for stock market data may be given to exemplify the fields of utilization. In
parallel, the Natural Language Processing(NLP) domain has leaped forward
by enormous text data on social platforms, forums, websites, and wikis. Hate
Speech detection, speech recognition, sentiment analysis, topic categorization,
named entity recognition, and text generation tasks compelled the attention
of researchers in academia and professionals from the industry.

Although AI applications are evolving rapidly, providing highly accurate pre-
dictions and possessing extensive use cases, their implementation in the real
world is spreading at a slower pace. The main reason is that the functioning
of deep learning models is indeterminate and not fully accountable for the de-
cisions. The fact that the factors on which the system’s conclusion depends,
its weaknesses, and possible biased results are implicit to direct interpretation
by the model leads to these models being evaluated as black-box models and
not being adopted in applications with critical consequences. With the intent
of developing lawful, ethical and robust implementations, European Commis-
sion formalized “Ethics Guidelines for Trustworthy AI” [1]. Transparency is
one of the core principles which requires explainability, traceability and au-
ditability. While traceability refers to uncovering the inner functioning and
decisions made by the system, explainability focus on technical processes and
related human decisions. Auditability entails two of them since the system and
results require openness all the time. The logging mechanism and evaluation
reports facilitate transparency. Furthermore, the European Commission has
guaranteed the rights of data subjects to obtain transparency and information
on the logic of automated processing through the General Data Protection
Regulation[2].

Interpretability comes into play to disperse the incompleteness and confirm
the desiderata of robustness, privacy, fairness, causality and reliability of deep
learning models [3]. Explanation methods are the proxy for the reasoning
of the decisions by extracting rules, evaluating the attribute importances by
perturbation, occlusion or influence, and intrinsically representing the model’s
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1.3. Thesis Outline

inner-working[4]. Even though explanation methods shed light on the model,
they still require evaluation by the human examiner or functionally in many
aspects, predominantly fidelity and correctness terms. Back propagated attri-
bution methods [5] shows the limitations of attribution methods due to infi-
delity of feature importances, class insensitivity and difficulty of evaluation.
Furthermore adversarial trained models [6] are able to deceive post-hoc expla-
nation methods.

1.2. Contribution

Through the thesis, we strive to handle evaluating the explanation methods
on different data sets by using an identical Deep Learning model. The aspects
of the evaluation procedure and the contributions are listed below.

• Measuring the ability of detecting important features: We represent
the outcomes of four explanation methods such as LIME[7], SHAP [8],
Integrated Gradients[9] and Word Omission[10] techniques. The aim
is to compare the ability to detect important features of widely used
explanation methods using Area Over Perturbation Curve(AOPC), Log-
Odds, novel Relative AOPC metrics on IMDB 50K, Yelp(sampled), Fake
News and Spam Collection data sets. Furthermore, the setup allows us
to benchmark[11] the outcomes within the IMDB 50K data set in terms
of AOPC and Log-Odds metrics.

• Identity property evaluation: Identity property requires generating the
same feature importances for the same instances when the explanation
method is operated several times. It is introduced in [12] for tabular data
sets and we provide the thruputs for text data sets.

• Switching point metric: Similarly to [13] by masking words in sequences
until the predicted class is changed, the number of removed tokens is
counted on a percentage basis. Despite the fact that the data sets are
different, the technique enables us to compare the numbers with the
result of the study.

• Processing Time: Even though processing time might be counted in
Qualitative Evaluation, it is a notable factor whilst deciding upon the
methods in real-world applications for decision makers, we measured the
processing times of explanation methods for each individual instance of
batches in all data sets.

1.3. Thesis Outline

The thesis mainly contains four sections. Section 2: Related Work involves a
literature review on deep learning methods which take place in the scope of

2



Black Box models and Explanation Methods are explained to provide back-
ground before the implementation. Afterward, Section 3: Implementation
provides general information such as the sizes, collection methodology, and
annotations about the data sets which are given as input to the models and
evaluation processes. The preferred methods for preprocessing are clarified.
In the second part of this section, studies on LSTM and BERT model design,
hyper-parameter optimization, and model performance are presented. Section
4: Evaluation is the backbone of the thesis, where the explanation methods
described in Section 2 are used to evaluate the interpretability of the black box
model, both for simple texts and using automatic evaluation. Finally, Section
5: Conclusion summarizes the work and discusses further improvement points.

XAI SHAP

LIME Integrated
GradientsWord Omission

NLP

Related Work

Data Sets LSTM Model Optimization

Implementation

Automatic Evaluation Interpretation of Explanations on
Simple Text

Evaluation

Conclusion and Future Work

Introduction

Motivation Contribution

Future WorkConclusion

BERT Model

Figure 1.1.: Thesis Outline and Structure
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2. Related Work

2.1. Deep Learning Models for Text Classification Tasks

In this section, we outline the deep learning models in two sections: Neu-
ral Networks which comprise Artificial, Convolutional and Recurrent Neural
Networks and state-of-the-art Deep Language Models that consider the input
words and phrases in their context. Ahead of mentioning the models, it is note-
worthy to emphasize the nature of text data and transformation techniques.

Text data is inherently processed differently from images and numeric tabular
data, which implicitly affects the architecture of the network. Therefore sev-
eral transformation methods were developed to process text data in advance
of the model-building phase. Bag of Words, Term Frequency-Inverse Docu-
ment frequency(TF-IDF) as an extension of Bag Of Words, Count Vectorizer
and Tokenization are the transformation approaches to transform the feature
space(sentence, word or character form) into latent space(numeric vector form),
which is taken as an input in order to be learned by the model or alternatively
pre-trained word embeddings such as Glove[14], Word2Vec[15], FastText[16]
might be adopted as embedding unit. The embedding layer maps the array
of word indices to a dimensional vector. The input dimension is determined
by vocabulary size, the output dimension corresponds to the embedding di-
mension and the input length is equal to the maximum length of the sentence
that is specified through text-to-sequence transformation. The limitations of
these methods which are vocabulary size, the maximum length of sentence,
and preserving syntactic and semantic structure should be considered while
selecting a transformation technique.

In the following part, the methods used for text classification will be presented
in two sections, Neural Networks and Deep Language Model as similarly struc-
tured in [17].

2.1.1. Neural Networks

Artificial Neural Networks(ANN) are purely neuron-based models, which
learn the weights of each feature in the input layer and output a score for
each class. Regarding to the number of hidden layer, the architecture is qual-
ified as a shallow or deep(multi-layer perceptron) neural network. Commonly
the input layer consists of a bag of word vector representation, [18] showcase
sentiment analysis using vector average of the unordered bag of words embed-
ding, although it performs better in terms of time complexity, it suffers from
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double negation due to lack of syntactic context. [19] labels the topics by us-
ing top 100 relevant candidates from doc2vec and word2vec neural embedding
vectors.

Convolutional Neural Networks(CNN) are known as state-of-art architectures
for the tasks of medical image segmentation[20], visual object recognition[21]
in computer vision field due to their feature extraction capability by using
convolution filters, in point of fact that they reveal remarkable performance in
text categorization[22], sentiment analysis[23] tasks in Natural Language Pro-
cessing(NLP) domain. Moreover, CNN models enable users to obtain faster
and just as accurate outcomes without the necessity of going into more depth.
[24] expanded upon a comparison of different architectures exploiting in NLP
field, especially sentiment classification.[25] compared the accuracy of a simple
multi-layer perceptron model using a bag of words embedding with state-of-art
graph-based text classification methods on single and multi-class text classifi-
cation tasks.

Recurrent Neural Networks(RNN) are predominantly used models for lan-
guage translation[26], text classification[27], generating image captions[28],
forecasting based on time-series data[29]. Its nature is well suited for sequen-
tial data which has characteristics of temporality. RNN units take prior inputs
into consideration in order to produce results for current input, that called
as ’memory’ property of RNNs. There are different types RNNs for various
purposes, such as many(input) to one(output) for text classification, many to
many for language translation, etc. On the other hand, RNNs suffer from ex-
ploding and vanishing gradients since the weights might easily get close to zero
or getting extremely large through the backpropagation process when updating
weights. To overcome the vanishing and exploding gradients issue, the various
architectures are derivated from RNNs, such as Long-Term Short Term Mem-
ory(LSTM), Gated Recurrent Units(GRU), Bi-directional RNN(Bi-RNN). [30]
composes strengths of CNNs and LSTMs, where CNNs have the ability to ex-
tract features, and semantic structure is preserved on account of the LSTM
part. [27] stacks multiple recurrent units to perform fine-grained sentiment
analysis using binary parse trees, the results show that deep RNN obtains a
different aspect of compositionality in each layer.

2.1.2. Deep Language Models

Encoder-Decoder Architecture using RNNs addresses the problem of fixed-
length vector input and outputs, particularly an impediment for language
translation [31] or sequence to sequence prediction [26]. While traditional
neural networks require fixed-length input vectors and output vectors, Encode-
Decoder architecture allows the generation of variable lengths due to discrete
encoder and decoder models. The encoder layer maps the input sequence to
a fixed-length vector and creates context information by extracting dependen-
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2.2. Explainability and Interpretability

cies(conditional probabilities) between words, decoder layer maps the encoded
vector to target sequences [26].

Attention Mechanism has emerged as an enhancement to the drawback that
context vectors, created by encoding the whole sentence into a fixed-length
vector, transmit sparse information and do not give attention to critical words
or pixels that should be concentrated on. The context vectors of target indexes
rely on mapped annotations by the encoder layer and carry the information
about the whole input. The vital part is estimating weights for input indexes
since the context words correspond to the weighted sum of annotations. This
model is called an “alignment model” by [31]. The alignment score represents
straightforwardly the coherence of indexes around the input position in the
encoding layer for the corresponding output position in the decoding layer.
Different methods exist to utilize attention scores in deep neural networks,
such as scaled-dot-product attention. Vaswani et al.[32] introduced the atten-
tion mechanism for language translation using scaled dot product attention
scores due to providing faster and space-efficient computation. The attention
mechanism has a wide range of usage in NLP tasks to improve the model ac-
curacy and provide self-interpretability by emphasizing the specific parts that
affected the outcome of the model’s decision.

Transformer Architecture takes into account the information from different
representation sub-spaces at different positions, a method called multi-head
attention, instead of a single attention head depicted in Attention Mechanism.
The main difference with other architectures, that the authors[33] described,
is a self-attention layer, which applies positional encoding to sequences to find
their absolute or relative positions right before the encoder and decoder layers.
Bidirectional Encoder Representations(BERT)[34] from Transformers is pre-
trained on two tasks, through the first task is called Masked Language Model,
it masks a certain percentage of word tokens and predicts these tokens instead
of constructing the sentence from scratch, for the second task called as Next
Sentence Prediction tries to predict if next sentence B is actual next sentence
of original sentence A. Pre-trained BERT model provides transfer learning
by transmitting the model parameters to downstream tasks and uplifts the
outcomes of many tasks in text domain. Analogously Generative Pre-Trained
Transformer(GPT)[35] is an auto-regressive model that is pre-trained on next-
word prediction using only decoders in the stacked architecture and enables
the transfer learning, nonetheless distinctly from BERT, it learns from only
one directional sequence, originally left to right.

2.2. Explainability and Interpretability

Black box models inherently have a mechanism where we know the output but
do not know how and why it reaches the conclusion. Regression models or De-
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cision Tree models are called algorithmically transparent models due to their
ability to reproduce the output with the model’s coefficients. On the contrary,
as argued by Lipton et al.[36], the interpretability of algorithmically transpar-
ent models should not be accepted blindly, the associations between features
could be deceptive depending on feature engineering and preprocessing. Fur-
thermore, [3] supports this argument with the statement “Interpretability is
used to confirm other important desiderata of ML systems”. In the light of this
information, interpretability is defined as the ability to explain or to present
in understandable terms to a human[3].

Even though black box models e.g. random forest, ensemble models, neural
networks especially deep learning algorithms, outperforms linear models in the
context of numerous fields, scientists and decision-makers hesitate to deploy
these models to real-world applications, especially in scenarios where the conse-
quences could be severe disastrous[37]. Since blindly trust even 100% accurate
model without knowing whether the model will perform correctly for unknown
situations in the future. The models lacking in interpretability require a well-
designed user-oriented proxy to make them perceivable by the human brain.
Nevertheless recently self-interpretable models[38, 39] have been studied and
explanation methods[7, 8, 9, 13, 40] to understand model’s behavior glob-
ally and locally, by perturbing inputs or approximating them with surrogate
models[41] have been introduced.

2.2.1. Taxonomy of Interpretability and Properties of Explanation
Methods

The interpretability methods can be classified regarding three criteria, phase
of the process, structural source and scope. The phase of the process includes
three stages of model building, Pre-Model, In-Model and Post-Model[41]. Ex-
ploratory analysis and data visualization are given as examples of pre-model
methods, in-model interpretability takes the inner workings of the model into
consideration and post-model methods enable users to interpret the model af-
ter the training phase. Another criterion is the structural source of the method,
intrinsic and post-hoc[42]. Intrinsic interpretability corresponds to the struc-
ture of the model as regards their complexities, and post-hoc interpretability is
derived from the results of explanation methods after model training. Finally,
there are two scopes of explanation, such as model-specific and model-agnostic.
Model-specific interpretation is based on the model’s internals, such as weights
of the linear model, and decision points of the decision tree model, on the other
hand, model-agnostic interpretability is a global approach for local instances,
these techniques are advantageous for all ML models since they are applicable
after model training and used for explaining instances.

From a broader perspective, the explanation may have characteristics of four
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2.2. Explainability and Interpretability

properties that are proposed by [43] to evaluate the explanation methods. In
the first place, the representation style of explanation denotes expressive power.
The following two properties are opposed to each other. Translucency requires
model-specific explanation, so that focuses on the model’s internal mechanism,
oppositely portability property searches applications that are compatible with
any possible model. Lastly, algorithmic complexity corresponds to computa-
tional time, the better explanation should be feasible even in deep ML models.

2.2.2. Properties of Instance Based Explanations

In this thesis, we will focus on instance-based explanations. In an attempt to
construct a framework for whether an explanation reflects the model’s behavior
on seen and unseen data, its weak and strong points, [43] set forward some
properties, yet as stated in [41] the utilization and benefits of these properties
on specific use-cases are not clear.

• Accuracy: Explanation’s competence of predicting accurately unseen
data points. For example, reflecting inaccurate results of ML model
thoroughly.

• Fidelity: The ability to explain the prediction of the ML model. High fi-
delity is desired, because if an explanation can not explain the prediction,
then it doesn’t provide correct information about the model.

• Consistency: Two different models are trained on the same tasks and
they produce similar outputs. In that case, the feature importances of
instances should be very similar. Nonetheless, if the models use differ-
ent features during training but still give similar feature importances,
that situation is undesirable. It relies on similar feature importances for
similar features on different models for the same data set.

• Stability(Robustness): Whilst two instances are similar, in other words
slightly different, the explanation method should give similar results.
However in the text domain, replacing one word with another is sufficient
to interchange the sentiment, therefore this axiom needs to be examined
in detail. Furthermore, the sampling phase of some methods is another
factor to might prevents ensuring this property.

• Certainty: This property is related to ML model, providing the confi-
dence score about the prediction.

• Comprehensibility: The understandability and interpretability of expla-
nations by humans. It requires a human examiner in an experiment
context, therefore is hard to evaluate this property.

• Importance: Representation style of importance in feature set. The im-
portance of features should be significant and emphasized.
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• Novelty: It diagnoses the strength of the method in case of encountering
unseen data point which is distant from training data. If the model
predicts this instance wrongfully, the most likely explanation method
will present the wrong explanation.

• Representativeness(Coverage): The number of instances that are cov-
ered by explanation. It reflects the scope of the method. For example,
model-agnostic methods mostly cover one instance, whilst model-specific
methods cover every instance in the data set.

2.3. Explanation Methods in Text Classification

Explanation methods are the facilitator for providing interpretability to the
model. [4] gathers the explanation methods under the following taxonomy:
rule extraction, attribution, and intrinsic methods. Rule extraction meth-
ods deduct the rules from the decision-making process, attributions methods
are based on perturbing the inputs and measuring the variance between pre
and post-modification, and intrinsic methods ensure interpretive capabilities
through the process inherently, thus that might be informative visuals or loss
function.

The following sections describe the explanation methods that are employed
in the context of this thesis. We chose four different techniques from attri-
bution methods to compare and contrast them on four data sets. LIME and
SHAP as model-agnostic tools are widely used in applications, when LIME
explains instances by perturbing the input, SHAP takes the marginal contri-
bution of features into consideration. On the other hand, Integrated Gradients
are an interpretability technique from model-specific methods, which rely on
the gradients of the model. Furthermore, the word omission technique similar
to occlusion in the image field obtains feature importance by removing words
and calculating variance for individual features. The easiness of configura-
tion and having different inner workings of these explanation methods are the
factors that influence the selection.

2.3.1. Local Interpretable Model-Agnostic Explanations(LIME)

Local Interpretable Model-Agnostic Explanations are designed for explaining
feature importance by using perturbations of instances. Local fidelity is taken
as the key metric for determining the success of the explanation, the expecta-
tion is to create meaningful explanations for instances given to the model in
order to understand the model behavior. It was introduced for classification
models in [7] and we will explain the algorithm according to the reference. We
use original LIME implementation[44] from its authors.
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2.3. Explanation Methods in Text Classification

The main idea of LIME is perturbing the instance x and creating an inter-
pretable model g ∈ G that is the class of interpretable models to explain the
features which is called the Sparse Linear Model. Let f represent the black
box model and f(x) may be probabilities with respect to the classes or binary-
valued output vector(if yi ∈ y is 1, then the decision belongs to the respective
class). Ω(g) represents the complexity of the explanation model so that it can
be chosen as the number of non-zero weights for linear models. πx(z) corre-
sponds to the weights of model g, since it measures the closeness of vectors x
and z that is perturbed version of it. Last the term L(f, g, πx) that is called
”locality-aware loss” in the Equation 2.1 indicates the distance between the
outputs of g and f . Through the optimization process, total loss (L and πx)
will be minimized.

ξ(x) := argmin
g∈G

L(f, g, πx) + Ω(g) (2.1)

L(f, g, πx) :=
∑

z,z′∈Z

πx(z)(f(z)− g(z
′
))2 (2.2)

In advance of sampling, the features of x are transformed into binary vector
space that is called an interpretable vector representation. For example, x
has n features and in the original version, in the original instance, we see all
partitions of the vector is 1 because all of them were included, however, if a
partition is changed by perturbation, its value turned to 0.

The essential step of the explanation process is forming up the samples. The
samples are drawn uniformly at random around x

′
by taking the distance(closeness)

into consideration, if an instance is close to x
′
, it will have higher weight(πx),

otherwise lower weight. The data set Z of g is built with these samples. The
goal is to find best-fitted weights wg which mimic the behavior of base model
f and minimize the loss between outputs of g and f . It is worth noting that if
the base model is highly non-linear in predictions, then that may lead to the
explanation model never converging to the base model.

The authors of [7] describe the desired characteristics for explainers, these
are ensuring interpretable explanations, providing local fidelity, being used as
a model-agnostic tool and global perspective. The first characteristic takes
the limitations of the audience into consideration such as invested time, the
number of features willingly checked, etc. The second characteristic is being
meaningful and faithful at least on the local instance level, it corresponds to
accuracy and fidelity properties in instance-based explanations. Methods may
be a model agnostic tool if it is “plug and explain” to any model. Finally,
the last characteristic is similar to the second one in terms of considering the
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limitations of the audience, but distinctly, an explainer should also provide a
global perspective by using expressive features to give an understanding to the
user.

2.3.2. Shapley Additive Explanations(SHAP)

Shapley Additive Explanations was first introduced by L. S. Shapley in 1953
[45]. The idea behind it is the contribution of each player to the game and their
rewards regarding to their performances. Hence, this logic is implemented for
explaining the black box models to extract the feature importances.

The importance values are calculated in that way, the contribution values for
the subset of features, in respect to the order of the features in the sentence, in
which feature i exists and not exists are calculated, then the weighted marginal
contribution for the feature is estimated with using Equation 2.3. S represents
the subsets excluded i and F represents all features. The feature importances
sum up to the prediction value.

ϕi(v, F ) :=
∑

S⊆F\{i}

|S|!(|F | − |S| − 1)!

F !
[v(S ∪ {i})− v(S)] (2.3)

Nonetheless, the computation time is very long due to calculating all possible
combinations, for example for the number of F features, a 2F calculation should
be made. [42]. As a consequence of the fact that approximate methods based
on Shapley values,e.g Owen values for text domain, needed to be preferred to
reduce computation time [46]. The SHAP library[47] enables the users’ dif-
ferent versions of SHAP, such as Kernel SHAP, Tree SHAP, Deep SHAP and
Partitition Explainer for NLP tasks that what we will focus on.

Partition Explainer takes Owen values as basis on[46], the difference from Shap-
ley values is partitioning the sequences and creating coalitions(token groups)
which may be correlated, instead of all combinations of the individual tokens
in the sequence. In Equation 2.4[48][49], B represents all partitions for N fea-
tures, k is the indexes of unions where i exists and M=1,2,3,..,m is quotient
set of each B so that m denotes the sub-union of B. Q corresponds to the
union of all unions where i not exists in these unions and T corresponds to a
sub-union(coalition). As a result of the partition mechanism, the computation
costs reduce up to 2bk+m−1[46].

ϕi(v,B) :=
∑

R⊆M\{k}

∑
T⊆Bk\{i}

1

mbk

1(
m− 1

r

) 1(
bk − 1

t

) [v(Q∪T ∪{i})−v(Q∪T )]

(2.4)
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2.3. Explanation Methods in Text Classification

where Q := ∪r∈RBr

Shapley values are known as satisfying the 4 properties of the attribution
method, they are called Efficiency, Symmetry, Dummy and Additivity [48].
Owen values provide 3 of them but Symmetry, since if two tokens contribute
equally to coalition then the expectation is their feature importances should
be the same, however differently structured partitions may cause differences.
In brief, dummy property requires a feature doesn’t affect to model then its
contribution should be zero, efficiency(local accuracy) gives the cumulative
marginal contributions of features are equal to the result of prediction in terms
of probability(

∑N
i ϕi) and finally additivity ensures the sum of Shapley values

even the final output comes from two different intermediary results.

2.3.3. Integrated Gradients

The Integrated Gradients technique aims to extract the feature importances
regarding their gradients by considering the Sensitivity, Completeness, and
Implementation Invariance properties. It was proposed in [9] and the imple-
mentation from Alibi Explain library[50] was used in this thesis.

According to [9], sensitivity requires the non-zero attribution value if the pre-
diction probability changes when a feature differs in both baseline x

′
and input

x, this feature is violated in Rectified Linear Unit(ReLu) networks(relu(x) =
max0, x), because even though the input changes, the output could remain
same and that causes similar back-propagation values. Another condition is
implementation invariance is satisfied when the outputs of two different models
are the same for all inputs, the attribution values therefore the gradients should
be the same as well, yet Layer-wise propagation and Deep LIFT substitute the
formula of chain-rule ∂f

∂g
= ∂f

∂h
· ∂h
∂g

with discrete values f(x1)−f(x0)
h(x1)−h(x0)

· h(x1)−h(x0)
g(x1)−g(x0)

and these discrete values don’t correspond to f(x1)−f(x0)
g(x1)−g(x0)

. Lastly, completeness
indicates the sum of attribution values should provide the equality of the dif-
ference between the output of baseline x

′
and input x.

Let’s say F is a function that denotes the black box model’s decision. Rn =⇒
[0, 1] for each input x which comprises of [x1, x2, x3, ..., xn] ∈ Rn. xi symbolizes
attributes or in other words features of the input. The attribution values of
x with respect to baseline input x

′
is a vector AF (x, x

′
) = [x1, x2, x3, ..., xn].

Baseline vectors are mostly chosen as zeros that correspond to the index value
of padding (<PAD>) for text-related tasks and black pixels for image-related
tasks.

The technique computes the gradients taking a straight line path from input x
to baseline x

′
in consideration. In the text domain, we have 1 dimension but for

multi-dimensional problem spaces, the gradients of F (x) in the ith dimension
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are defined as ∂F (x)
∂xi

. The Equation 2.5 shows the calculation of integrated

gradients values in the ith dimension which is proposed in [9].

IntegratedGradsi(x) := (xi − xi
i)×

∫ 1

α=0

∂F (x
′
+ α× (x− x

′
))

∂xi

dα (2.5)

In order to approximate by summing up the integrated gradient values in m
steps using the Riemann approximation method, Equation 2.6 is used.

IntegratedGradsapproxi (x) := (xi− xi
i)×

m∑
k=1

∂F (x
′
+ k

m
x(x− x

′
))

∂xi

× 1

m
(2.6)

2.3.4. Word Omission

Word omission is a very simplistic but effective approach to determining the
word-level feature importances, similar to the occlusion method in image domain[51,
52]. It measures the change in the strength of probability for the predicted
class by removing the word from the sentence, changing the word index to
<UNK> or <PAD>, else changing the vector of the word with full zeros[10]
in case of using TF-IDF or Bag-of-Word embeddings. This approach is pro-
posed in [13] to compare the explanation methods which comprise our baseline,
and it originates from [53] including log-odds based information difference in
class.

In our approach, all sentences were transformed into sequences, each word
index is set to 0(<pad>) respectively in sequence, then the probability for
the altered sequence is calculated and the difference is taken as a feature im-
portance value. The implementation of the word omission approach in our
processes is given in Algorithm 2 in Appendix A.

2.4. Evaluation of Explanations

Thus far four explanation methods being used in text classification and the re-
quested properties of instance-based explanations have been introduced. The
explanation methods strive to decipher the model’s decision-making. There-
fore they may have different positive and negative aspects which need to be
evaluated in depth. Even though there is no structured guideline or consensus
upon evaluation, as proposed in [41], we can group them under Qualitative
and Quantitative approaches. The metrics specified below correspond to the
requested properties given in Section 2.2.2.

Qualitative approaches mostly match with human-centered applications. [3]
lays out Application-Grounded and Human-Grounded evaluations in this group.
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2.4. Evaluation of Explanations

The application-Grounded evaluation aims to conduct experiments on real
tasks with real users who will benefit from the outputs of the model in real
life, while Human grounded evaluation focuses on simplified tasks. The main
differentiation is that the user will actually operate the application and has
therefore an expert in that field. The indicators(metrics)[3, 54, 55] related
with qualitative approach are listed below:

• Time: Duration of the user is willing to analyze explanation results.

• Number of units : Depends on the time, and vice versa, how many units
the user would like to observe in a certain time. The number of units,
depending on the time that the user volunteer is taken into account in
[7, 8] and interpreted as a parameter in the algorithms.

• Form of units : The form of units(atomic component) the user figures
out, e.g word, raw data, image patch, etc.

• Level of compositionality : Are units grouped and formed up in compo-
sitions? SHAP’ s cluster plots[56] included clustering of features can be
given as an example.

• Monotonicty and other interactions between units : In which way are the
units combined, linear or non-linear? Does the function matter to the
users?

• Uncertainty and stochasticity : How does the user tackle uncertainty in
explanation, is it obvious and understandable to by user?

• Ease of use and configuration: How easy is the path of setting(configuring)
up and running the application of explanations?

Quantitative approaches corresponds to Functionally-Grounded applications
of [3]. The human examiner doesn’t involve evaluating the task, predefined
functions or surrogate models are used as proxies to compare the performance.
[12] proposed three axioms, Identity, Separability, Stability to evaluate the
Consistency property using tabular data set and other research[57] aims to
encapsulate evaluation in terms of three Cs, Correctness, Completeness, Com-
pactness. They consist of many mutual points, particularly regarding Fidelity
and Accuracy properties. Below the axioms from the two related research
papers, are merged according to their similarity.

1. Correctness : The explanations should reflect the truth(accuracy) about
the instance, in other words, they should be correct and ensure local
fidelity. There are two axioms that are introduced by [12] within this
framework.
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a) Identity : If two instances are identically the same, then their ex-
planations of them should be exactly the same. In case of not
providing this property by method, implicitly accuracy property is
not ensured.

b) Separability : Although two different instances have the same out-
put in terms of probability or class-wise, their feature importances
should not be the same.

2. Stability : The evaluation of Stability property in Section 2.2.

3. Completeness : The method should be able to generate the number of
explanations as same as the number of instances.

4. Compactness : The methods should present concise results to the user,
therefore it is a degree of complexity and directly affects the user’s pref-
erences while choosing the explanation method.

In addition to the indicators of the quantitative approach, automatic evalua-
tion methods enable the users to evaluate the explanation method’s compe-
tency in“fidelity and accuracy”properties by removing the important features.
“Area Over Perturbation Curve(AOPC)” [40, 10], “Switching Points”[13], “Log-
Odds”[11] is the automatic evaluation methods for evaluating the correctness
of explanation.

2.4.1. Automatic Evaluation

The application of explanation techniques may vary according to ground truth
or predicted class. For example, in the case where the model’s output and
the actual class are different, the explanation method produces results based
on why the model is explained in this way. From this point of view, correctly
and incorrectly classified examples should be analyzed. Similarly, as favored
in our baseline work[13], separately examining the attributes that contribute
positively and negatively to the outcome, depending on the model, gives more
meaningful explanations for the outcome of the annotation.

Area Over Perturbation Curve(AOPC)

In order to measure local fidelity, the first N important features are removed
from the text and change in probability with respect to the first predicted
class is examined[40]. If the explanation method assigns large importance to
the features, removing these features causes a drastic decrease in probabil-
ity. As stated above, the type of evidence also plays an important role in the
change of probability. If positive evidences are removed from the text, then
obviously a decrease is expected, however, if we remove negative evidences
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2.4. Evaluation of Explanations

then the strength of the predicted class should increase.

The Equation 2.9 is applied to a set of samples, the value is matching up with
the ability to fetch important features. For positive evidences, we expect high
values, on the other hand for negative features smaller values are anticipated.

AOPC :=
1

N

N∑
i=1

p(ŷ|x̂i)− p(ŷ|x̂i\1...k) (2.7)

2.4.2. Relative AOPC

Relative AOPC is derived from a novel metric from wisely used metric AOPC,
since whilst comparing the outcomes of explanation methods on one instance, if
the methods find out the same features as important with different magnitudes,
the AOPC function gives the same results due to masking the same features
in sequence. By the means of Relative AOPC, we can observe the weighted
difference between probabilities. N represents the number of instances, k is
the number of selected features and m is the total number of features.

rAOPC :=
N∑
i=1

|
∑k

i=1 fxi
|

|
∑m

i=1 fxi|
∗ AOPCi (2.8)

2.4.3. Log-Odds

Similarly to the AOPC score, Log-Odds calculates the average natural loga-
rithm of the probabilistic ratio before and after K selected features are masked
on the text as described in [11].

LogOdds :=
1

N

N∑
i=1

log
p(ŷ|x̂i\1...k)

p(ŷ|x̂i)
(2.9)

2.4.4. Switching Point

The switching point is another way to figure out an understanding explanation
model’s success. As its very name signifies, the logic behind is substantially
deleting important features until the predicted class turns to another class.
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Normalizing the output percentage over all the number of features in a sentence
is taken, so that fewer words to turn to class demonstrate better explanation.
The potential issue with this logic is that even though all words are removed
from the text, the class of modified text may not be changed, particularly that
can occur in short-length texts. The Algorithm A is provided in Appendix A.

2.4.5. Identity Score

As mentioned in the“Quantitative Approach”part, [12] proposed Identity Score
for evaluating the consistency of the explanation methods. If there is a dif-
ference between two samples, intuitively the same sample, the explanations
should be the same. Therefore we generate the feature importances from an
explanation method twice for selected samples and compare the importance
values of features whether they are the same and the percentage of features
that do not have the same feature importances are estimated.

IdentityScore :=

∑N
i

∑m
j (xaj<>xbj)

m

N
(2.10)
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3. Implementation

In this section, as a preliminary part of model design, the transformation of
text to sequence stage is described, in the following the model design and
optimization process are explained and the data sets are introduced.

3.1. Data Sets

In this study, one black box model is built and optimized for four different
data sets. With this design, four highly polarized and binary classified data
sets are used to evaluate the explanation methods. We consider selecting two
large and two small data sets with different sentence lengths and part of speech
distributions in data sets.
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Figure 3.1.: The Distribution of Part of Speech Tags in Data Sets

The data sets have different characteristics and require to be explored to op-

18



timize the model. The sentence length has an impact on the model since the
maximum length is a parameter for deciding upon the cut point of padding con-
verted sequences. The details about the conversion process from feature space
to latent space will be expanded upon in the section 3.2. The distribution of
sentence lengths is presented in Figure 3.2.
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Figure 3.2.: The Distribution of Sentence Lengths in Data Sets

In an effort to standardize the input, data preprocessing techniques given below
are implemented in four data sets. While reading data sets the column names
are standardized as “text” and “label”, the letter cases are normalized, and
special characters and HTTP tags are removed.
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3.1. Data Sets

3.1.1. SMS Spam Data Set

SMS Spam Data Set is a collection of three sources. 425 Spam messages are
collected from the Grumbletext Web site, 3725 ham messages are randomly
chosen from the SMS Corpus of the Department of Computer Science at the
National University of Singapore and 450 ham messages are picked up from
Caroline Tagg’s Ph.D. thesis. The data set and detailed information[58] are
accessible through UCI archive [59].

Label Name Size
0 Ham 4825
1 Spam 747

Table 3.1.: SMS Spam Data Set

3.1.2. IMDB 50000 Data Set

The data set is constructed within the scope of capturing semantic similarities
among words and determining the word level sentiments [60]. The data set
consists of highly polarized reviews, the reviews which have above 4 out of 10
were labeled as negative and above 7 were labeled as positive. Originally data
set was divided equally into training and test data sets, but we exploited the
merged version that is accessible through the Kaggle[61]

Label Name Size
0 Negative 25000
1 Positive 25000

Table 3.2.: IMDB Data Set

3.1.3. Yelp Polarity Data Set

The data set is constructed for the“Advances in Neural Information Processing
Systems 28” conference by [62]. It is a subset of the Yelp Dataset Challenge
2015 data set which has high polarity reviews. The data set consists of 560.000
training and 38.000 test samples. 1 and 2-star ratings are considered as the
negative class, 3 and 4-star ratings as the positive class. We have sampled
100.000 instances from the train data set by setting the random state to 42
and the data source is accessible through Kaggle [63].
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Label Name Size
0 Negative 42993
1 Positive 49926

Table 3.3.: Yelp Polarity Data Set

3.1.4. Fake News Data Set

The data set is collected for detecting online fake news using n-gram analysis[64].
It consists of true news from Reuters and truthful articles, fake news from
Kaggle[65] and Politifact website.

Label Name Size
0 Negative 21417
1 Positive 23481

Table 3.4.: Fake News Data Set

3.2. Process Design

The thesis aims to evaluate the explanation methods in terms of competence
in capturing important features of the decision. The process consists of mainly
4 parts, preprocessing of text data for being transformed into sequences, model
building and predictions, generating feature importances from explanation
methods, and evaluation of the results. The design of processes is depicted
in Figure 3.3.

LSTM and BERT deep learning models are chosen in an effort to perform
the text classification tasks. Model-specific preferences are clarified in related
Sections 3.2.1,3.2.2 and the result is given in Section 3.2.3. LIME, SHAP,
Integrated Gradients and Word Omission as explanation methods which are
explained in Section 2.3 utilized to interpret the black box models and generate
feature importances. The evaluation is examined thoroughly in Chapter 4.
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3.2. Process Design

Text To Sequence
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LSTM Model

BERT Model
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Gradients
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Figure 3.3.: The architecture of evaluation process

The maximum length varies in all data sets, hence it requires setting the in-
clusive and definitive maximum length of the data sets for input vectors given
to the model. The table 3.5 represents the maximum number of tokens to pad
the sequences. The maximum length hyper-parameter is kept fixed in both
two models.

SMS Spam IMDB Yelp Polarity Fake News
100 250 300 400

Table 3.5.: Maximum length hyper-parameter of the data sets

3.2.1. LSTM Model

As a core model, we employed the bidirectional LSTM model, since LSTM
is capable of capturing long-term dependencies and the bidirectional version
enhances the sequential learning process by using both directions of sentences.
The text to sequence function included in the Tokenizer class of the Keras
framework is employed to convert each token in a sentence into a sequence of
integers. A dictionary is created to store these indexes and their word equiv-
alents. The unknown words, out of vocabulary, are assigned to <unk> token.
A noteworthy point about this process is that the dictionary is created for all
unique tokens, not for the specified number of words given to Tokenizer for
limiting the dictionary, but the encoding of new documents is applied for only
the specified number of words, therefore the dictionary should be cut off the
point of the number of words to not being in discordance with and the index
1 should be assigned <unk> token.

The model consists of respectively embedding layer, 64-unit bi-directional
layer, 128-unit dense layer and lastly 1-unit dense layer. We train the model
using the Adam optimizer with initial learning rate l = 1e−3, epsilon ϵ = 1e−8,
beta 1 β1=0.9, beta 2 β2=0.999, decay = 0 in 10 epochs. The batch size is set
to 64 and the embedding dimension as the output of the embedding layer is
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set to 100. In the following paragraphs, the layers used in this architecture are
described thoroughly.

• Embedding layer is the first layer of the network which takes transformed
vectors by tokenization and produces a dimension of (vocabulary size x
maximum length) vector for each output unit. Output units are basi-
cally dense units. In this thesis, we have preferred to use the data set’s
unique words as trainable vectors rather than using a pre-trained vector
set.

• Bi-directional LSTM layer is the core part of the model. It consists of
64 units with all other settings in default values such as activation is hy-
perbolic tangent (tanh), no dropout for recurrent tensors, no regularizer
and glorot uniform as kernel initializer.

• Dense layer is the n−unit(neuron) layers associated with the activation
function which bridges between feature map and output labels. The
feature map passes through a fully connected (flattened) layer and the
activation function classifies labels.

3.2.2. BERT Model

In the first place as a second model to compare model successes and expla-
nation outputs, we have utilized an uncased BERT model with one hidden
layer(512 units dense) and one output(1 unit dense) layer. It required learn-
ing 109M parameters and approximately takes 25 minutes for the training of
the IMDB data set(40000 instances for training). Due to time and memory
efficiency, distilled BERT uncased model is preferred. As stated in Trans-
formers Documentation[66], it performs training with 40% fewer parameters
than BERT uncased model and runs 60% faster while still retaining success
over 95%. The model is straightforwardly instantiated for training without ap-
pending any specific layer, therefore loss function estimates the loss by using
logits, nonetheless, the softmax function is appended to the trained model as
the final layer to normalize output values. The training process yields results
approximately in 15 minutes(for the IMDB dataset with 40000 instances) with
very high accuracy values, the table 3.6 shows the training and test accuracy
results.

Similarly to the LSTM model, the text should be transformed into tensors and
further attention masks. Identical data pre-processing steps are implemented
for cleaning text beforehand the transformation into tensors. Adam is chosen
as the optimizer which set down the learning rate regarding the polynomial
decay function and sparse categorical entropy for measuring the loss. Batch
sizes are set to 16 due to memory limitations. The same maximum document
length hyperparameters are used to clip or pad each sample.
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3.2. Process Design

3.2.3. Training and Test Results

Both two deep learning models are trained and operated on Google Colab
virtual servers. 12GB NVIDIA Tesla K80 GPU and 13 GB RAM are utilized
for high memory required operations, particularly whereas maximum sentence
length is set to higher values. 20% of the data sets for the LSTM model and
25% of the data sets for the BERT model are split up as test sets. All data sets
for the LSTM model are trained in 10 epochs, preliminary epoch number for
the BERT model is set according to the total test size over batch size. With
regard to train and test processes, the size of the train and test accuracies
along with the size of data sets demonstrated in Table 3.6. DistillBERT model
uplifts the accuracies by 5% for the IMDB data set and 3% for the Yelp data
set.

Class
LSTM DistillBERT
Spam IMDB Yelp Fake

News
Spam IMDB Yelp Fake

News
Train Set 4421 39970 40000 35394 4145 37500 37509 33182
Test Set 1106 9993 10000 8849 1382 12500 12491 11061
Train Acc. 100.0% 99.5% 99.3% 99.9% 97.2% 89.2% 93.1% 99.58%
Test Acc. 98.8% 86.4% 92.8 % 99.9% 98.9% 91.6% 95.5% 99.89%

Table 3.6.: The summary of model train and test processes

24



4. Evaluation of Explanation Methods

In this chapter, we present the interpretations of four explanation methods for
one positive and one negative review from IMDB data sets in the first place,
the related outputs for other data sets can be found in the Appendix 5.2 sec-
tion. In the second section, the evaluations for four data sets are evaluated
using automatic evaluation metrics. In sub-section 4.2.1, the explanations are
demonstrated based on the outputs of two models and assessed using three eval-
uation metrics based on different significant attribution counts. Furthermore,
“Identity Property”, “Switching Points” and “Processing Times” are evaluated
concerning explanation methods based on the outcomes of the LSTM model
in the following sub-sections.

4.1. Interpretation of Explanation Outcomes Based On
Coherent Samples

In this section, we aim to provide an empirical qualitative evaluation from the
researcher’s point of view and visualize the feature importances for one posi-
tive and one negative sample for the IMDB data set based on each explanation
method’s output in order to compare them side by side for LSTM and Distill-
BERT models.

Although we have qualitatively evaluated the methods of explanation here, it is
worth emphasizing that this is only an interpretation from the researcher’s per-
spective relying upon the experiments that are conducted through the thesis,
and qualitative evaluations require a statistically significant sample of experts
or general users depending on the content. The explanation methods, LIME
[44], SHAP [47] and Integrated Gradients [50], are implemented by utilizing
external libraries and the Word Omission and Random selection methods are
developed by ourselves. The methods are qualitatively interpreted with refer-
ence to Section 2.4 below.

• Despite SHAP and LIME having visual representations of the data, In-
tegrated Gradients and Word Omission require an intermediary step to
visualize the results. The lack of simplicity in the setup process is a
reference to the “Ease of use and configuration” property.

• LIME and SHAP enable the user to select the number of units to generate
and visualize the attribute importances, other methods return the values
for all units without any constraint.
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4.1. Interpretation of Explanation Outcomes Based On Coherent Samples

• Explicitly the number of units affects the “Time” to spend willingly ana-
lyzing the data for the user(researcher or end-user), therefore SHAP and
LIME allow the user to analyze the results effectively.

• The “Form of units” depends on the selected tokenization method, when
LSTM is used as the model for explanation methods words are the small-
est unit, however, DistillBERT tokenization splits words into segmented
sub-words, hence it plays a significant role for all of the applied explana-
tion methods.

• SHAP allows users to visualize the importance of feature clusters by con-
sidering the “Level of compositionality” for correlative features, nonethe-
less, other methods ensure the importance scores on a simple form of
units.

• LIME and SHAP methods accommodate the randomness in the processes
which may affect the reproducibility of the outcomes for samples, hence
“stochasticity”property is evaluated thoroughly in Section 4.2. Neverthe-
less, the applied explanation methods do not provide a confidence score
or range for explanations, therefore the evaluation of the “uncertainty”
property is left out of scope.

We chose correctly classified one positive and one negative sample from the
IMDB data set and perform the evaluation on LSTM and DistillBERT models
to quantitatively compare the outputs of the explanation methods. The three
most positively affected attributes are colored with orange hues, and the most
negatively affected attributes with blue hues. Unlike other explanation meth-
ods, the Random selection method does not indicate the feature importance,
since the method randomly selects words and their occurrences, therefore, it
does not provide importance scores, the main purpose is to compare the selec-
tion outcomes of other methods with Random selection.

Table 4.1 presents the attribute importances for the sample which has negative
sentiment. While using the BERT model, the positive contributing attributes
boring are captured correctly by all methods in most of the cases, slow is
detected by only the LIME method. Negative contributing attributes are in-
correctly labeled, but only awake is labeled properly excluding Word Omission.
On the contrary, while using the LSTM model, LIME could not detect boring
and slow correctly, awake is not marked as a negative attribute in SHAP and
Word Omission. The magnitude of attributes is higher for the DistillBERT
model, in contrast to the positive sample.
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Methods LSTM Distill BERT

Prediction
Probabili-
ties

[0.9999, 0.0001] [0.947 0.052]

SHAP it
−0.0272

is
−0.0459

slow
0.096

and
−0.051

boring
0.259

and
−0.057

hard
0.064

for
−0.035

me
−0.027

to
0.00964

stay
0.094

awake
0.065

it
0.044

is
0.040

slow
0.0121

and
0.018

boring
0.302

and
−0.008

hard
−0.004

for
0.036

me
−0.041

to
0.032

stay
0.047

awake
−0.010

LIME it
0.0011

is
0.0042

slow
−0.005

and
0.0036

boring
−0.0163

and
0.0036

hard
0.0027

for
0.0038

me
−0.00011

to
0.00071

stay
−0.0071

awake
−0.0039

it
0.035

is
0.061

slow
0.057

and
−0.019

boring
0.448

and
0.001

hard
0.0032

for
0.041

me
−0.0106

to
0.047

stay
0.009

awake
−0.102

Integrated
Gradients

it
0.004

is
−0.069

slow
0.090

and
−0.026

boring
0.126

and
−0.013

hard
0.034

for
−0.049

me
0.093

to
0.039

stay
0.123

awake
−0.009

it
−0.013

is
−0.002

slow
0.023

and
−0.028

boring
0.317

and
−0.012

hard
0.008

for
0.086

me
−0.015

to
0.063

stay
0.043

awake
−0.029

Word Omis-
sion

it
0.00168

is
0.000329

slow
0.0025

and
0.00032

boring
0.030

and
0.00032

hard
0.00011

for
0.00004

me
0.00005

to
0.00010

stay
0.00036

awake
0.00014

it
0.022

is
0.055

slow
−0.011

and
0.0109

boring
0.695

and
−0.017

hard
0.080

for
0.083

me
−0.032

to
0.209

stay
0.025

awake
0.0115

Random it is slow and boring and

hard for me to stay awake

it is slow and boring and

hard for me to stay awake

Table 4.1.: Evaluation of explanations for simple text which is classified as
negative review

Table 4.2 visualizes the attribute importances for the positive sample. The
positively contributing attributes excellent and pleasant are identified correctly
by the methods in most of the cases, suprise could not be detected by the Word
Omission method. Negatively affecting attribute unwatchable is captured by
explanation methods in all cases of the LSTMmodel. Integrated Gradients and
Word Omission methods using Distill BERT model are able to detect only a
certain number of decomposed sub-words, not the whole. While comparing the
outcomes of the two models, it’s worth considering the magnitudes of positive
and negative attributes, LSTM model has higher values than DistillBERT
model.
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4.1. Interpretation of Explanation Outcomes Based On Coherent Samples

Methods LSTM Distill BERT

Prediction
Probabilities

[0.245, 0.754] [0.007, 0.992]

SHAP this
−0.120

was
−0.073

excellent
0.612

and
0.066

a
−0.0007

pleasant
0.269

surprise
0.212

since
0.044

i
−0.005

have
0.005

found
−0.127

most
0.043

star
0.026

wars
0.156

offerings
0.063

unwatchable
−0.833

lately
0.068

this
0.013

was
0.002

excellent
0.230

and
0.019

a
0.061

pleasant
0.121

surprise
0.080

since
0.022

i
0.0017

have
0.011

found
0.0025

most
0.023

star
0.0016

wars
0.0057

offerings
−0.0117

un
−0.062

watch
−0.0331

able
−0.0361

lately
−0.009

LIME this
−0.008

was
0.004

excellent
0.231

and
0.043

a
0.024

pleasant
0.175

surprise
0.159

since
0.073

i
−0.009

have
0.039

found
−0.096

most
0.041

star
−0.005

wars
0.004

offerings
0.043

unwatchable
−0.732

lately
0.103

this
−0.0029

was
0.030

excellent
0.125

and
0.011

a
−0.002

pleasant
0.085

surprise
0.079

since
0.039

i
−0.006

have
−0.032

found
−0.0008

most
0.023

star
0.028

wars
−0.005

offerings
−0.027

unwatchable
−0.035

lately
−0.020

Integrated
Gradients

this
−0.014

was
0.047

excellent
0.278

and
0.022

a
0.23

pleasant
0.181

surprise
0.216

since
0.017

i
−0.048

have
0.002

found
−0.081

most
−0.032

star
−0.034

wars
0.014

offerings
−0.006

unwatchable
−0.149

lately
0.007

this
0.062

was
0.018

excellent
0.224

and
0.030

a
0.0216

pleasant
0.092

surprise
0.059

since
0.011

i
0.011

have
0.006

found
015

most
0.033

star
0.012

wars
0.003

offerings
−0.015

un
−0.072

watch
−0.005

able
−0.031

lately
−0.011

Word Omis-
sion

this
−0.075

was
−0.027

excellent
0.680

and
−0.137

a
−0.170

pleasant
0.242

surprise
−0.106

since
−0.192

i
−0.2143

have
−0.201

found
−0.235

most
0.23

star
−0.2141

wars
−0.074

offerings
−0.187

unwatchable
−0.245

lately
0.447

this
0.0003

was
−0.00058

excellent
0.005

and
0.0012

a
−0.00013

pleasant
0.0014

surprise
0.0017

since
−0.00038

i
0.000001

have
0.0011

found
0.00011

most
0.0015

star
0.00010

wars
0.0000001

offerings
0.00015

un
−0.00034

watch
0.00013

able
−0.00053

lately
−0.00010

Random this was excellent and a

pleasant surprise since i

have found most star wars

offerings unwatchable lately

this was excellent and a

pleasant surprise since i

have found most star wars

offerings un watch able

lately

Table 4.2.: Evaluation of explanations for simple text which is classified as
positive review28



As a result of comparisons involving two samples from the IMDB data set,
the probability-based prediction results do not necessarily lead to higher local
fidelity, implicitly the correctness property of the quantitative approach. The
explanation methods do not perform well when capturing negative contributing
attributes, unlike positive contributing attributes.

4.2. Automatic Evaluation Methods

In this section, the outputs of automatic evaluation methods are presented for
randomly sampled 500 instances. Selected explanation methods such as Parti-
tion Explainer of SHAP, Lime with 5000 samples for the LSTM model and 500
samples for the DistillBERT model, Integrated Gradients and Word Omission
techniques are evaluated on four different data sets. Noteworthy to indicate
that LIME generates the attribute importances for each word separately but
position information is not provided. Similarly, Word Omission estimates the
feature importance for each unique word, therefore we suppose to mask all
occurrences of the words, despite SHAP and Integrated Gradients being com-
patible with locating the position of words. Section 4.2.1 demonstrates the
detailed comparison of explanation methods based on three evaluation meth-
ods and Section 4.2.2 explicates run times for LSTM and DistillBERT models.
The following two subsections elucidate the evaluation of switching points and
identity properties for the LSTM model.

4.2.1. Summary Statistics

The experiment design is built upon masking all occurrences of words while
using the LSTM model and vocabulary indexes for the DistillBERT model,
thereafter switching attribution masks of related indexes. AOPC, Log Odds
and Relative AOPC metrics compare the probabilistic prediction in terms of
distinct measures before and after the replacement. Along the lines of [13, 11],
the aim is to examine the results based on the change thereafter masking a
certain amount (called K) of attributes. The key point in the evaluation pro-
cedure is properly grouping the attribution importances, thus we have split the
importance values into three groups, positive, negative and all according to
the contribution to prediction. For the evidence groups positive and negative,
the importance is sorted by the magnitude of the value taken from the expla-
nation method, but for evidence group all, the importance values are sorted
by ascending. K represents the number of attributes that are selected within
the contribution group regarding the magnitude. For instance, K = 2 and
evidence group positive means that the first two most positively contributed
attributes are removed(masked) from all samples and the shift in probability
is compared using evaluation metrics.
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4.2. Automatic Evaluation Methods

Our main focus is evaluating the explanation methods based on evidence
groups for the different data sets which have different characteristics, therefore
it centers on the LSTM model, later with the DistillBERT implementation,
which allows us to compare the explanation methods for the models based on
summary statistics. While LSTM is the base model for explanation methods,
it is apparent that the changes in evaluation metrics have similar trends for
contributions all and positive, hence only evidence all is used for comparison.
Moreover, another reason for evaluating the methods for only evidence all is
generating outcomes for the DistillBERT model takes a long time, it is elabo-
rated in Section 4.2.2. The tables in this subsection consist of the outputs for
evidence group all and K = 2, 5, 10, 20. The number of test samples is deter-
mined as 500 to have acceptable coverage and variance among the samples and
the selected sample size is verified by performing the evaluation steps for 1000
random samples from the IMDB data set. The outcome shows that evaluation
based on the data of 500 samples is statistically meaningful enough with having
feasible computation time, associated results are observable in Table 4.3 4.5 4.6.

In the first part, AOPC scores are represented, here it simply considers be-
fore and after probabilities on predicted class, therefore when the negative
contributed features are removed from the text, the prediction should reflect
strength in probability. For contribution negative, AOPC values should be
negative. On the contrary for a positive contribution, the preferable result is
a score close to 1. In essence, all generated parallel results to positive, since
all features are ordered by ascending and they were removed according to K.
If the text consists of sufficient positive important features, then it ends up
with the same result of positive, otherwise also the effects of negative features
should be taken into consideration.

The first metric to evaluate the performance of explanation methods is Area
Under Perturbation Curve(AOPC) score. It fundamentally calculates the av-
erage difference in the predicted class before and after masking the K feature
on the texts. Higher values are the indicator of better performant methods.
As illustrated in Figure 4.1, AOPC scores of the explanation methods based
on the LSTM model’s outputs, are correlated with the number of removed fea-
tures for evidence group positive and all, nevertheless, the increase between
10 and 20 removed features is not notable for the Fake News and Spam data
sets. The average sentence length for the Spam data set is 14 words, therefore
it is possible to remove less than 20 features and that might cause no difference
between 10 and 20 for K. Although the average sentence length and cut-off
value for the model are around 411, still the improvement in the AOPC score
between 10 and 20 removed features is not evident, since the texts are very
long, the effect of tokens might be lower and the task is more complex than
other data sets, hereby we can argue that when the text is too long or too
short, the attribution based explanation methods might not reveal great per-
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formance. A similar situation occurs for negative evidence. When the negative
evidence is removed from texts, AOPC should be negative, since the prediction
should make progress further on the predicted class, however, SHAP, LIME,
and IG for Yelp and IMDB data sets show a similar trend(with very small
magnitude) to evidence positive and all unexpectedly. AOPC scores of Fake
News and Spam data sets evolve around 0 independent from K. The Word
Omission method presents negative AOPC scores for IMDB and Yelp data sets.
The fact that related to negative evidence and emerged in our experiments,
was remarked in Nguyen et al.[13]’s work. The work represents the not sig-
nificant AOPC values(close to zero values) for negative evidence in many cases.
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Figure 4.1.: LSTM - AOPC Score
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4.2. Automatic Evaluation Methods

Model Data Set K SHAP LIME IG Omission Random

LSTM
(500
samples)

Fake News

2 0.318 0.319 0.346 0.351 0.001
5 0.428 0.379 0.478 0.489 0.007
10 0.475 0.426 0.504 0.504 0.010
20 0.498 0.461 0.511 0.512 0.039

Yelp

2 0.141 0.178 0.132 0.197 0.022
5 0.315 0.418 0.340 0.385 0.069
10 0.513 0.656 0.679 0.611 0.131
20 0.632 0.703 0.775 0.643 0.260

IMDB

2 0.143 0.192 0.130 0.270 0.041
5 0.302 0.448 0.383 0.469 0.090
10 0.475 0.734 0.752 0.668 0.164
20 0.607 0.863 0.914 0.740 0.254

Spam

2 0.016 0.017 0.017 0.021 0.001
5 0.062 0.075 0.072 0.076 0.008
10 0.130 0.157 0.160 0.136 0.015
20 0.140 0.142 0.136 0.138 0.103

LSTM
(1000
samples)

IMDB

2 0.138 0.192 0.131 0.266 0.036
5 0.294 0.444 0.378 0.465 0.091
10 0.469 0.722 0.754 0.668 0.163
20 0.598 0.870 0.915 0.746 0.257

DistillBERT
(500
samples)

Fake News

2 0.400 0.363 0.452 0.414 0.506
5 0.496 0.389 0.498 0.498 0.505
10 0.504 0.411 0.505 0.503 0.506
20 0.507 0.437 0.510 0.508 0.505

Yelp

2 0.123 0.101 0.121 0.158 0.451
5 0.254 0.170 0.271 0.319 0.452
10 0.376 0.237 0.430 0.463 0.449
20 0.490 0.319 0.609 0.613 0.449

IMDB

2 0.082 0.069 0.088 0.141 0.412
5 0.153 0.111 0.182 0.274 0.412
10 0.233 0.152 0.301 0.422 0.412
20 0.335 0.209 0.461 0.578 0.412

Spam

2 0.041 0.035 0.035 0.044 0.156
5 0.088 0.066 0.107 0.091 0.156
10 0.151 0.094 0.250 0.146 0.162
20 0.178 0.094 0.408 0.169 0.169

Table 4.3.: Area over perturbation curve(AOPC) results. Highlighted values
indicate the best value of that metric (maximum for AOPC) for
the evidence all within group for each data set.
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Table 4.3 demonstrates the AOPC scores for evidence all. Integrated Gradi-
ents outperform other explanation methods for Yelp and Spam data sets in
two deep-learning models. Nonetheless, the Word Omission method performs
well for the Fake News data set while LSTM runs and for the IMDB data set
while DistillBERT runs. The remarkable point is Random attribute selection
method generates high and even in some cases very close AOPC values to
the best explanation method’s score within groups when DistillBERT is oper-
ated. The reason for the approximate performance of the Random selection
method might rely on the fragility of the models or the weaknesses of expla-
nation methods. [67] proposes a method to study the fragility of deep learning
models by shuffling the positions of words in sentences. The results show that
the pre-trained language model BERT is slightly more impacted than CNN
and LSTM models, thus it denotes BERT model is reliant on semantic con-
nections. Moreover [68] benchmarks the accuracies after deleting a certain
amount of words according to the most important features from LIME and
Random selection methods for FastText and BiLSTM models. In line with
the outcomes of our work, LIME and Random have very close accuracies for
FastText[16] after selected words are removed, the contrary to BiLSTM model,
since LIME generates a decline in accuracies more than random selection for
the BiLSTM model.

As Chen et al.[11] follows, the second metric Log-Odds calculates the loga-
rithmic(natural) probabilities on predicted class before and after masking K
features on the texts. Lower values indicate the strength of the explanation
method since it indicates that the probability of predicted class drastically
drops after masking the features compared to before masking. The log odds
based on natural logarithm is not a linear function and the cardinality of
change in prediction, influences the result logarithmically. Table 4.4 below is
constituted for simplifying and illustrating the natural logarithm’s functioning.

Pred. After Masking Pred. Before Masking Ratio Log-Odds
0.1 0.75 0.13 -2.014
0.1 0.9 0.11 -2.19
0.01 0.99 0.01 -4.5

Table 4.4.: The simple log-odds outputs for simulating the results.

The Integrated Gradients method has the second (merely 0.001 less than Word
Omission) best explanation method for Fake News, it reflects the highest Log-
Odds value. However, the Fake News data set, while running the LSTM model,
consists of outliers due to negative infinity that is required to be removed to
estimate the average. Negative infinity is caused by the switch to the abso-
lute same prediction in the opposite class. Therefore the correlation among
the metrics might not be set up straight-forwardly for the Fake News data
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4.2. Automatic Evaluation Methods

set. Furthermore, other extreme values are zero log odds, which are the con-
sequence of unchanged probability on predicted class because of the division
corresponding to 1 therefore natural logarithm is equal to 0. Table 4.5 rep-
resents that Integrated Gradients reveals excellent performance for the Fake
News data set in both models and for the IMDB data set on the LSTM model.
In accordance with the AOPC results, Fake News and Spam data set yields
close to zero values for the negative evidence based on log odd metrics. Log
Odds for the BERT model data sets are in line with AOPC, but the methods
that give the best value for the LSTM model, albeit with slight differences,
vary for the Log Odds metric.
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Figure 4.2.: LSTM - Log-Odds Score
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Model Data Set K SHAP LIME IG Omission Random

LSTM
(500
samples)

Fake News

2 -2.157 -2.282 -2.514 -2.577 -0.003
5 -3.717 -3.587 -5.017 -5.202 -0.045
10 -5.094 -4.463 -5.017 -6.707 -0.063
20 -6.275 -5.275 -7.093 -6.871 -0.2905

Yelp

2 -0.466 -0.610 -0.399 -0.668 -0.033
5 -1.169 -1.581 -1.155 -1.212 -0.193
10 -1.884 -2.274 -2.174 -1.641 -0.284
20 -1.924 -2.179 -2.318 -1.539 -0.564

IMDB

2 -0.558 -0.869 -0.454 -1.133 -0.102
5 -1.211 -2.139 -1.441 -1.753 -0.272
10 -1.829 -3.559 -2.940 -2.328 -0.476
20 -2.124 -4.006 -3.837 -2.505 -0.637

Spam

2 -0.0423 -0.0428 -0.038 -0.0596 -0.0012
5 -0.240 -0.315 -0.283 -0.320 -0.031
10 -0.729 -0.939 -0.921 -0.823 -0.062
20 -1.242 -1.243 -1.214 -1.129 -0.711

LSTM
(1000
samples)

IMDB

2 -0.529 -0.825 -0.434 -1.085 -0.105
5 -1.197 -2.104 -1.383 -1.744 -0.294
10 -1.822 -3.494 -2.945 -2.348 -0.446
20 -2.101 -4.017 -3.838 -2.551 -0.643

DistillBERT
(500
samples)

Fake News

2 -1.302 -0.926 -1.677 -1.461 -1.675
5 -2.258 -1.095 -2.270 -2.302 -1.672
10 -2.579 -1.277 -2.601 -2.538 -1.678
20 -2.845 -1.532 -2.892 -2.741 -1.670

Yelp

2 -0.256 -0.226 -0.249 -0.309 -0.650
5 -0.578 -0.383 -0.610 -0.756 -0.649
10 -0.961 -0.575 -1.117 -1.281 -0.643
20 -1.355 -0.831 -1.894 -1.871 -0.646

IMDB

2 -0.137 -0.116 -0.145 -0.247 -0.596
5 -0.278 -0.204 -0.331 -0.555 -0.595
10 -0.458 -0.307 -0.619 -0.957 -0.595
20 -0.719 -0.433 -1.047 -1.508 -0.596

Spam

2 -0.080 -0.071 -0.069 -0.085 -0.564
5 -0.185 -0.138 -0.234 -0.182 -0.562
10 -0.406 -0.235 -0.546 -0.376 -0.571
20 -0.681 -0.321 -1.084 -0.629 -0.571

Table 4.5.: Log-Odds scores. Highlighted values indicate the best value of that
metric (minimum for log-odds) for the evidence all within the data
set group.
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4.2. Automatic Evaluation Methods

The relative AOPC is essentially the AOPC score multiplied by the ratio of the
absolute sum of the K-selected feature importance to the absolute sum of all
feature importance. When we compare the explanation methods for one indi-
vidual instance, if the explanation methods pick up the same features, then the
AOPC metric gives the same values. Consequently, the root cause of propos-
ing this method is to provide a foundation for the feature importance given
by the explanation methods. The relative AOPC metric does not estimate
the scores for Random Selection, as described in the AOPC part, Random
selection does not provide feature importance, thus the rAOPC values for ex-
planation methods are not represented in this section. Table 4.6 represents
that Word Omission performed as the best method in all cases except for the
Spam dataset when running the DistillBERT model. The output of Word
Omission correlates directly with the prediction change on the predicted class,
thereby when the metric normalized the magnitudes of features by summing
them up, it increases the degree of influence in the result of the metric.
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Figure 4.3.: LSTM - Relative AOPC Score
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Model Data Set K SHAP LIME IG Omission

LSTM
(500
samples)

Fake News

2 0.233 0.041 0.185 0.349
5 0.326 0.061 0.302 0.487
10 0.379 0.084 0.358 0.500
20 0.414 0.117 0.402 0.505

Yelp

2 0.043 0.048 0.052 0.123
5 0.126 0.149 0.165 0.276
10 0.244 0.270 0.409 0.492
20 0.359 0.357 0.529 0.569

IMDB

2 0.020 0.019 0.023 0.119
5 0.070 0.080 0.119 0.295
10 0.153 0.188 0.346 0.506
20 0.257 0.300 0.512 0.632

Spam

2 0.006 0.005 0.004 0.018
5 0.033 0.037 0.034 0.064
10 0.091 0.103 0.108 0.121
20 0.122 0.117 0.120 0.124

LSTM
(1000
samples)

IMDB

2 0.020 0.019 0.023 0.118
5 0.069 0.080 0.118 0.298
10 0.151 0.189 0.346 0.510
20 0.254 0.306 0.514 0.638

DistillBERT
(500
samples)

Fake News

2 0.353 0.034 0.287 0.411
5 0.464 0.052 0.365 0.495
10 0.479 0.078 0.382 0.500
20 0.486 0.118 0.395 0.504

Yelp

2 0.038 0.020 0.028 0.061
5 0.113 0.051 0.095 0.159
10 0.208 0.095 0.196 0.267
20 0.324 0.161 0.345 0.400

IMDB

2 0.016 0.005 0.011 0.003
5 0.047 0.017 0.038 0.090
10 0.098 0.036 0.092 0.175
20 0.180 0.076 0.194 0.294

Spam

2 0.015 0.011 0.010 0.022
5 0.046 0.033 0.058 0.053
10 0.101 0.062 0.196 0.095
20 0.149 0.079 0.374 0.127

Table 4.6.: Relative area over perturbation curve(rAOPC) results. Highlighted
values indicate the best value of that metric (maximum for rAOPC)
for the evidence all within the data set group.
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4.2.2. Processing Time

In this section, we represent the processing times of explanation methods for
each data set and deep learning model. Table 4.7 shows that omission has
obviously a big portion of time among the data sets while the LSTM model is
utilized, due to its nature of finding attribute importances by removing each
individual token from the sequence and estimating the change in prediction
probability. Conversely, SHAP has the longest processing times for all data
sets when the BERT model is used. Among the data sets, the Fake News data
set has longer processing times regarding the LSTM model than other data
sets, the main reason is Fake News data set has the longest sentence length
parameter that affects the processing time. Nevertheless, the processing takes
a long time for three explanation methods out of four methods as the BERT
model is employed. Associatively with the maximum length hyper-parameter,
the processing time increases or decreases as well.

Evaluation Method The Model Fake News IMDB Spam Yelp

SHAP
LSTM 4.69 4.10 1.93 4.00
BERT 99.03 170.37 34.44 111.95

LIME
LSTM 3.72 2.37 1.08 2.18
BERT 0.07 0.07 0.01 0.05

IG
LSTM 4.22 3.01 1.56 6.74
BERT 0.15 0.31 0.18 0.18

Omission
LSTM 18.03 10.28 0.85 5.76
BERT 9.82 5.38 1.14 7.73

Random
LSTM 0.04 0.04 0.05 0.04
BERT 0.004 0.01 0.004 0.007

Table 4.7.: The average processing times in seconds for individual samples

4.2.3. Identity Property Evaluation

As discussed in Chapter 2, the Identity property is a measure to evaluate the
stability and correctness of the explanation method. It requires identical fea-
ture importances independently from running at different times but for the
same sample on the same machine with the same seed. We designed an experi-
ment that compares the feature importances after successive two runs whether
they are exactly the same or not. It generates percentage-based results for
each sample.

The table 4.8 represents the average percentage of the samples that do not sat-
isfy identity property. The main reason for not ensuring the property is well
known due to randomness nature of explanation methods, particularly LIME
randomly samples from the neighborhood of the words to explain, this inference
is also demonstrated in the study [12] using tabular data. In the same manner,
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4.2. Automatic Evaluation Methods

the Partition Explainer of SHAP generates various partitions in each run to
measure the marginal contribution of words. Nevertheless, Integrated Gradi-
ents and Word Omission techniques do not contain any randomness throughout
the process. The results demonstrate the effect of randomness in the processes.
While Integrated Gradients and Word Omission methods satisfy the identity
property for all samples, LIME is not able to satisfy even for one sample and
SHAP has some exceptions.

Data Set SHAP LIME IG Omission
Fake News 11.68% 100% 0% 0%
Yelp 0.011% 100% 0% 0%
IMDB 0% 100% 0% 0%
Spam 0.26% 100% 0% 0%

Table 4.8.: The percentages of not satisfied identity property samples

4.2.4. Switching Point

In an effort to evaluate the performance of exploiting important features of
explanation models, we have designed an experimental setup using the LSTM
model. The feature importances for explanation methods respectively for all
data sets are generated and iteratively most important N features are selected
and removed from the text and the change in class is inspected and the switch-
ing point is determined. We have used all features in this setup independently
from their positive or negative contribution. While masking all words due to
reaching the maximum length of the sentence, the predictions for all data sets
end up with class 0, therefore if the result of the original text is class 0, it
might still end up with class 0.

Figure 4.5 shows Spam data set for all explanation methods gives the worst
results because sentence length is very short and turns out to be fully masked
with zero and generates class 0 results. In the Figure, the Word Omission
method demonstrates that most of the samples have 100% of tokens that should
be masked to switch the class, however, this doesn’t reflect the truth, since
these test samples originally belonged to class 0 and when we masked all tokens
their switched classes are still 0. Thus when we discard 392 outliers, the
average is 39.2% for 108 samples. IMDB data set has the lowest percentage of
switching points among the data sets and correlatively Yelp data set has very
low switching point values.
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5. Conclusion and Future Work

5.1. Conclusion

This thesis aimed to evaluate prevalent attribution-based explanation methods
on black-box models. In line with this objective, previously proposed metrics
in the literature are discussed thoroughly and applied to several data sets.
Furthermore, a novel derived metric with some modifications is presented, ca-
pable of providing comprehension on instance-level benchmarks. Throughout
experiments proved that tackling the topic from various aspects revealed the
strengths and weaknesses of the evaluation methods as well.

The foundation takes the basis on two components, interpretation of the gener-
ated explanation for simple texts and automatic evaluations for batch samples.
While the first part sheds light on explanation outcomes by visualizing the first
three positively and negatively contributed attribute importances, the second
part serves to depict the whole picture. In the first part, the outcomes show
that explanation methods may claim similar attributes are essential for the
decision; nonetheless, their weights may not be associative. On top of that,
a high probability of predicted class does not necessarily stimulate a superior
result. The model performance varies using different model architectures. This
situation recalls the ground of proposing the modified novel metric to extract
a better performant method substantially.

The summary statistics tables and graphs show that the increase in the num-
ber of masked words leads to a positive increase in all 3 metrics for AOPC,
both positively and when all features are taken into account. Nevertheless,
the removal of words with a high negative impact has a reverse effect with the
increase in the number of words, and the effect is even larger for all methods
when more than 10 words are removed. This may be due to the fact that words
with negative significance do not actually have a negative impact beyond the
10th rank when ranked in absolute order of magnitude. Log-Odds and Relative
Odds methods represent correlative results to AOPC with small differences in
the best performant method. Hence the situation brings on the interrogation
of the success of attribution-based explanation methods.

Moreover, the other metrics, identity property, switching point and processing
times, enabled the methods to be considered from different aspects. When
the processing times of the Explanation methods are compared for the two
models, it is apparent that Word Omission and SHAP give inversely propor-
tional results for these models, and the maximum number of words affects the
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processing time. Identity Property shows the effect of randomness in the ex-
planation methods since the outcomes could be different in successive runs.
Switching Point represents the percentage of necessary words to be masked in
the sentence to the outcome to be turned to the opposite class. According to
the results, Integrated Gradients outperform other methods since it has smaller
bound ranges for data sets than other data sets, which means it is possible to
turn to the prediction of other classes with the masked words found by inte-
grated Gradients.

Explanation methods and the black-box models possess weaknesses. In our
configured setup, only word-based attribution importances are considered;
however, phrase-based and subject-verb-object-based relations carry the mean-
ing of the sentences, a.k.a semantic relation. Therefore they need to be taken
into account in a particular approach. Furthermore, we have noticed that some
explanation methods, such as LIME, need to point out the attribute’s position
and that it is impossible to figure out exactly which word was affected if there
is more than one repetition of the same word. Besides, as we mentioned in
Section 4.2.1, the deep learning models might be vulnerable and easily fooled
by even randomly selected features.

5.2. Future Work

In this section, we aim to focus on future work in consideration of related
work and our study. The study was mainly based on extensively used expla-
nation methods and open-source data sets which consist of binary classified
data. As an extension of this work, the evaluation procedure might be ap-
plied to multi-class classification as well as using more fine-grained progressive
local explanation approaches such as XPROAX (Local Explainer with Progres-
sive Neighborhood Approximation)[69] the methods using neighborhood words
around the instance word to explain in local boundaries, HEDGE (Hierarchical
Explanation via Divisive Generation) [11] that provided hierarchical explana-
tions for phrases. Since even the methods outperform popular explanation
methods, still require to be evaluated in terms of processing time, the flexibil-
ity of choosing a number of units, ease of configuration, and switching units by
percentage. In addition to specific explanation methods, selected important
features might be analyzed in terms of part of speech tagging, particularly
distribution among the share of important features and the correlation with
the local fidelity.
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and Klaus-Robert Müller. Evaluating the visualization of what a deep
neural network has learned, 2015.

[41] Diogo V. Carvalho, Eduardo M. Pereira, and Jaime S. Cardoso. Machine
learning interpretability: A survey on methods and metrics. Electronics,
8(8), 2019.

[42] Christoph Molnar. Interpretable Machine Learning. 2019.

[43] M. Robnik-Sikonja and Marko Bohanec. Perturbation-based explanations
of prediction models. In Human and Machine Learning, 2018.

[44] Lime github page. https://github.com/marcotcr/lime. Accessed:
2022-11-16.

[45] L. S. Shapley. A Value for n-Person Games, pages 307–318. Princeton
University Press, Princeton, 2016.

[46] Shap’s partition explainer for language mod-
els. https://towardsdatascience.com/

shaps-partition-explainer-for-language-models-ec2e7a6c1b77.
Accessed: 2022-08-27.

[47] Shap github page. https://github.com/slundberg/shap. Accessed:
2022-08-27.
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Appendix

A. Algorithms

Algorithm 1 Word Omission
Require: Document D, predict proba ▷ predict proba gives the probabilities

for each class
Ensure: I[ ] ▷ the array of feature importances

1: function Feature Importances(D)
2: x ← transform(D)
3: [w0, w1, ..., wN ] ← x ▷ x represents the sequences
4: p(y|x) ← predict proba(x)
5: for i← 1 to N do
6: p(ŷ|x\wi

) ← predict proba(x\wi
)

7: I ← append(p(y|x)− p(ŷ|x\wi
))

8: end for
9: return I
10: end function

Algorithm 2 Switching point

1: function Switching Point(DocumentD)
2: x ← transform(D),count ← 0
3: [w0, w1, ..., wN ] ← x ▷ x represents the sequences
4: sorted list ← sort descending([w0, w1, ..., wN ])
5: y0,1 ← predict class(x)
6: for i← 1 to N do
7: y

′ ← predict class(x\w1..i
)

8: if y ̸= y
′
then return count/N

9: else
10: count← count+ 1
11: end if
12: end for
13: end function
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B. The Interpretation of Explanation Outcomes for Other Data Sets

B. The Interpretation of Explanation Outcomes for Other
Data Sets

B.1. Yelp Reviews

Methods LSTM Distill BERT
Prediction
Probs.

[0.9999, 0.0001] [0.947 0.052]

SHAP first
−0.04540

german
0.26168

beerhouse
−0.00818

experience
0.11248

and
0.000822

the
0.02450

food
−0.0568

was
−0.04939

great
0.27425

not
0.01858

disappointed
−0.4613

great
0.1792

prices
−0.0633

first
0.065126

german
0.01348

beer
0.020094

house
0.01642

experience
0.043022

and
0.053040

the
−0.01941

food
0.007330

was
−0.04367

great
0.17381

not
0.22717

disappointed
−0.19659

great
0.093883

prices
−0.030305

LIME first
0.0563

german
0.21594

beerhouse
−0.00150

experience
0.03070

and
0.06334

the
0.05333

food
−0.0432

was
−0.03280

great
0.27262

not
0.22876

disappointed
−0.23072

great
0.13275

prices
−0.02438

first
0.085115

german
−0.051485

beerhouse
−0.000912

experience
0.047474

and
0.08642

the
0.048415

food
0.04237

was
−0.10908

great
0.104381

not
0.38658

disappointed
−0.18847

great
0.16672

prices
−0.06729

Integrated
Gradients

first
0.07501

german
0.3550

beerhouse
−0.0500

experience
0.05158

and
−0.04682

the
−0.02630

food
−0.1091

was
−0.10996

great
0.18969

not
0.00570

disappointed
−0.21385

great
0.08458

prices
−0.01855

first
0.04964

german
0.04683

beer
0.00377

house
0.021062

experience
0.03833

and
0.02365

the
0.00019

food
−0.0762

was
−0.04559

great
0.29377

not
−0.1190

disappointed
0.06093

great
0.118724

prices
−0.00127

Word Omis-
sion

first
0.19422

german
0.36638

beerhouse
−0.00609

experience
0.045651

and
0.010658

the
−0.01514

food
−0.03539

was
−0.03240

great
0.39914

not
0.778207

disappointed
0.048234

great
0.39914

prices
−0.01074

first
0.0086

german
−0.00054

beer
0.00227

house
−0.00074

experience
0.0100

and
0.01653

the
0.00061

food
−0.00288

was
−0.0101

great
0.07572

not
0.83150

disappointed
0.86411

great
0.00321

prices
−0.00647

Random first german beerhouse experience

and the food was great not

disappointed great prices

first german beer house experience

and the food was great not

disappointed great prices

Table .1.: Evaluation of explanations for simple text which is classified as pos-
itive Yelp review. It is taken from a restaurant’s reviews on Yelp
website on the date of 16/11/2022.
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Methods LSTM Distill BERT
Prediction
Probs.

[0.999995, 0.000005] [0.9984, 0.00150]

SHAP worst
0.169801

place
−0.020892

ever
0.034135

all
−0.00350

the
−0.00755

servers
0.00654

are
−0.003983

rude
0.19618

and
−0.01320

the
−0.012629

food
−0.009400

is
−0.01113

really
−0.02872

bad
0.171559

i
−0.0171258

would
0.01959

not
0.282963

recommend
−0.06282

anyone
0.024589

worst
0.125826

place
0.00899

ever
0.010707

all
0.008176

the
0.012923

servers
0.022914

are
0.0240757

rude
0.0641111

and
−0.004248

the
0.007119

food
0.031081

is
0.006901

really
0.02020

bad
0.104262

i
−0.003730

would
0.021408

not
0.098796

recommend
−0.024651

anyone
0.02212

LIME worst
−0.04420

place
0.0032930

ever
0.001851

all
−0.00042

the
−0.000918

servers
−0.0020

are
0.0031133

rude
−0.03428

and
−0.002843

the
0.000395

food
−0.00639

is
−0.003449

really
−0.00200

bad
−0.025334

i
0.004675

would
0.003168

not
−0.03684

recommend
0.034669

anyone
0.001009

worst
0.051654

place
0.012583

ever
0.000120

all
0.000104

the
−0.00690

servers
0.005928

are rude
0.017625

and
−0.0072

the
−0.00690

food
0.019981

is
0.020485

really
−0.00228

bad
0.025702

i
0.001634

would
0.021791

not
0.02505

recommend
−0.01829

anyone
0.004686

Integrated
Gradients

worst
0.550915

place
0.015103

ever
0.032054

all
0.018343

the
−0.002411

servers
0.055496

are
0.010657

rude
0.005497

and
0.011448

the
0.00091

food
0.00774

is
0.0024784

really
0.00299

bad
−0.001364

i
0.001869

would
0.001040

not
−0.00148

recommend
0.00289

anyone
0.000125

worst
0.06251

place
0.003945

ever
0.010559

all
0.00982

the
0.015099

servers
0.008754

are
0.027481

rude
0.07110

and
0.02820

the
0.005130

food
0.02608

is
0.029466

really
0.03605

bad
0.1322

i
−0.00092

would
0.03758

not
0.05011

recommend
0.00905

anyone
0.008847

Word Omis-
sion

worst
0.00091438

place
16.517e−10

ever
66.2e−10

all
7.97e−10

the
7.24e−10

servers
3.68e−10

are
1.44e−10

rude
33.6e−10

and
6.14e−10

the
7.24e−10

food
16.5e−10

is
2.15e−10

really
14.5e−10

bad
21.3e−10

i
8.23e−10

would
14.7e−10

not
106.9e−10

recommend
42.3e−10

anyone
4.09e−10

worst
−3.325e−5

place
−1.627e−5

ever
4.458e−5

all
1.209e−5

the
0.0

servers
3.397e−5

are
1.901e−5

rude
3.468e−5

and
0.971e−5

the
−1.114e−5

food
4.845e−5

is
−7.152e−7

really
1.114e−5

bad
−1.198e−5

i
0.441e−6

would
1.162e−5

not
0.00018632412

recommend
3.969e−5

anyone
1.341e−5

Random worst place ever all the servers

are rude and the food is really

bad i would not recommend anyone

worst place ever all the servers

are rude and the food is really

bad i would not recommend anyone

Table .2.: Evaluation of explanations for simple text which is classified as neg-
ative Yelp review. It is taken from a restaurant’s reviews on Yelp
website on the date of 16/11/2022.
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B. The Interpretation of Explanation Outcomes for Other Data Sets

B.2. SMS Spam

Methods LSTM Distill BERT
Prediction
Probs.

[0.9998, 0.00016] [0.0177, 0.9822]

SHAP sms
0.119

auction
0.123

you
0.068

have
0.148

won
0.237

a
0.042

nokia
0.260

sms
0.320

auction
0.311

you
−0.120

have
0.006

won
0.243

a
0.043

nokia
0.172

LIME sms
0.177

auction
0.213

you
0.064

have
0.164

won
0.396

a
0.091

nokia
0.347

sms
0.104

auction
0.235

you
−0.049

have
0.019

won
0.172

a
0.082

nokia
0.094

Integrated
Gradients

sms
0.121

auction
0.149

you
0.037

have
0.119

won
0.266

a
0.060

nokia
0.244

sms
0.273

auction
0.311

you
−0.105

have
0.022

won
0.201

a
0.105

nokia
0.171

Word Omis-
sion

sms
0.0005

auction
0.001

you
0.0001

have
0.0007

won
0.014

a
0.0002

nokia
0.008

sms
0.648

auction
0.724

you
−0.012

have
−0.009

won
0.556

a
0.064

nokia
0.175

Random sms auction you have won a

nokia

sms auction you have won a

nokia

Table .3.: Evaluation of explanations for simple text which is classified as pos-
itive message from SMS Spam data set.

Methods LSTM Distill BERT
Prediction
Probs.

[0.999999, 0.000001] [0.9988, 0.0011]

SHAP i
3.271e−5

can
2.298e−5

take
2.111e−5

you
−7.228e−6

at
3.574e−5

like
3.887e−6

noon
2.666e−5

i
0.000967

can
0.00028

take
0.00048

you
0.00072

at
9.202e−5

like
0.00035

noon
0.00062

LIME i
−2.502e−5

can
−1.683e−5

take
−9.152e−6

you
9.175e−7

at
−2.250e−5

like
−2.858e−6

noon
−1.415e−5

i
0.000234

can
3.808e−5

take
2.564e−5

you
−4.105e−5

at
6.749e−5

like
0.000107

noon
2.879e−5

Integrated
Gradients

i
4.778e−5

can
2.627e−5

take
1.178e−5

you
−6.001e−6

at
3.656e−5

like
7.619e−8

noon
1.940e−5

i
0.000600

can
0.000417

take
0.000333

you
0.000235

at
0.000293

like
0.000462

noon
0.000275

Word Omis-
sion

i
5.837e−6

can
1.814e−6

take
6.637e−7

you
−1.986e−7

at
2.835e−6

like
2.860e−8

noon
1.109e−6

i
−0.000115

can
−0.000118

take
−0.000146

you
−0.000252

at
0.000103

like
5.590e−5

noon
4.744e−5

Random i can take you at like noon i can take you at like noon

Table .4.: Evaluation of explanations for simple text which is classified as neg-
ative message from SMS Spam data set.
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B. The Interpretation of Explanation Outcomes for Other Data Sets

B.3. Fake News

Methods LSTM Distill BERT
Prediction
Probs.

[0.0000001, 0.9999999] [0.0008, 0.9992]

SHAP marine
0.0

le
4.4703e−08

pen
7.4505e−09

tells
6.7055e−08

off
2.9057e−07

the
5.2154e−08

two
−2.9802e−08

leaders
−2.5331e−07

who
−7.0780e−08

have
1.3038e−07

accepted
−4.097e−08

refugees
7.0780e−08

at
−4.0978e−08

the
3.3527e−08

expense
1.3783e−07

of
−4.0978e−08

the
2.2351e−08

sovereignty
3.7252e−08

of
−4.4703e−08

their
−2.2351e−08

nation
1.2665e−07

marine
−0.0024

le
0.0075

pen
0.0015

tells
0.0256

off
0.00819

the
0.00172

two
−0.00142

leaders
−0.00638

who
−0.00169

have
0.01524

accepted
0.00613

refugees
0.00079

at
−0.0033

the
−0.0006

expense
0.00282

of
−0.00494

the
−0.0007

sovereignty
−0.0012

of
−0.00417

their
0.00558

nation
0.00554

LIME marine
3.8447e−5

le
4.9912e−5

pen
3.3469e−5

tells
5.2299e−5

off
6.9631e−5

the
2.7412e−5

two
2.4585e−5

leaders
−6.4858e−5

who
−8.4309e−6

have
4.6953e−5

accepted
1.9883e−5

refugees
4.8676e−5

at
−1.1615e−5

the
3.5340e−5

expense
4.6186e−5

of
9.6361e−8

the
4.0473e−5

sovereignty
3.2799e−5

of
−1.0208e−5

their
1.1290e−5

nation
4.3235e−5

marine
−0.00025

le
0.000255

pen
−7.2249e−5

tells
0.0003

off
0.0001

the
−9.1368e−6

two
2.2283e−6

leaders
−0.0001

who
4.1742e−5

have
0.0002

accepted
3.5926e−5

refugees
−5.6819e−5

at
−7.1489e−5

the
9.6612e−5

expense
8.2926e−5

of
−6.4577e−5

the
−3.16635e−5

sovereignty
5.5631e−5

of
−5.6095e−5

their
−4.8520e−5

nation
−3.2682e−5

Integrated
Gradients

marine
8.7826e−9

le
6.0850e−8

pen
1.5352e−8

tells
8.7999e−8

off
2.2736e−7

the
2.2167e−8

two
−1.1039e−8

leaders
−1.3004e−7

who
−4.25953e−8

have
1.0515e−7

accepted
−2.0024e−8

refugees
6.3229e−8

at
−4.2262e−8

the
1.5877e−8

expense
1.0051e−7

of
−2.7647e−8

the
1.3952e−8

sovereignty
2.3178e−8

of
−2.4657e−8

their
−4.9468e−9

nation
7.0227e−8

marine
0.0009312

le
0.0030296

pen
0.0022483

tells
0.0031320

off
0.0049658

the
0.0035755

two
0.0019714

leaders
0.001090

who
0.0026320

have
0.0010148

accepted
0.00087420

refugees
0.00086188

at
0.0013511

the
0.0010993

expense
0.0019455

of
0.0011644

the
0.001055

sovereignty
0.0010229

of
0.0014257

their
0.0015607

nation
0.003586

Word Omis-
sion

marine
0.0

le
0.0

pen
0.0

tells
0.0

off
1.1920e−07

the
0.0

two
0.0

leaders
−1.1920e−07

who
0.0

have
0.0

accepted
0.0

refugees
0.0

at
0.0

the
0.0

expense
0.0

of
0.0

the
0.0

sovereignty
0.0

of
0.0

their
0.0

nation
0.0

marine
−4.154e−5

le
−8.118e−5

pen
−0.0001772

tells
0.0005291

off
0.0006490

the
6.330e−5

two
−2.890e−5

leaders
−0.0001688

who
−5.483e−6

have
0.00038111

accepted
1.746e−5

refugees
−0.0001214

at
4.345e−5

the
−5.561e−5

expense
−4.345e−5

of
−4.750e−5

the
−2.533e−5

sovereignty
−0.00010699

of
−4.726e−5

their
−2.557e−5

nation
−2.723e−5

Random marine le pen tells off the two leaders

who have accepted refugees at the

expense of the sovereignty of their

nation

marine le pen tells off the two leaders

who have accepted refugees at the

expense of the sovereignty of their

nation

Table .5.: Evaluation of explanations for simple text which is classified as
fake(positive) news from Fake News data set.
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Methods LSTM Distill BERT
Prediction
Probs.

[0.999999 0.0000009] [0.9998 0.0002]

SHAP moscow
0.0023

reuters
0.9976

russian
−5.0678e−5

president
−9.1238e−6

vladimir
6.4029e−5

putin
−5.4191e−5

said
6.4677e−5

on
4.5842e−5

friday
2.9421e−7

he
1.9359e−7

wanted
−1.9970e−6

constructive
2.0083e−6

relations
1.0186e−6

with
2.2351e−7

the
−1.8990e−7

united
2.5931e−7

states
−2.7045e−7

under
3.5055e−8

president
−1.5615e−7

elect
7.4276e−7

donald
1.4670e−6

trump
−9.0400e−7

moscow
0.108966

reuters
0.733830

russian
0.0310

president
0.0214

vladimir
0.0058

putin
0.0062

said
0.0271

on
0.0083

friday
−0.0076

he
−0.0098

wanted
−0.0237

constructive
−0.0078

relations
0.0067

with
0.0006

the
−0.0019

united
0.0147

states
0.0134

under
0.0067

president
0.0199

elect
−0.0018

donald
0.0006

trump
−0.0055

LIME moscow
−0.0193

reuters
−0.9700

russian
0.0266

president
0.0113

vladimir
−0.0026

putin
0.0136

said
−0.0196

on
−0.0044

friday
0.0031

he
0.0018

wanted
0.0177

constructive
−0.0069

relations
−0.0069

with
0.0035

the
0.00528

united
0.0026

states
0.0084

under
0.0051

president
0.0043

elect
−0.0036

donald
−0.0080

trump
0.0072

moscow
0.0688

reuters
0.767804

russian
0.0109

president
0.0066

vladimir
−0.0233

putin
0.0180

said
−0.0338

on
0.0221

friday
0.0169

he
−0.0041

wanted
0.0209

constructive
0.0565

relations
−0.0191

with
0.0090

the
−0.0162

united
0.0005

states
−0.0203

under
0.0190

president
−0.0059

elect
0.0078

donald
0.0100

trump
0.0269

Integrated
Gradients

moscow
0.1401

reuters
0.7486

russian
−0.0877

president
−0.0071

vladimir
0.0309

putin
−0.0190

said
0.0851

on
0.0438

friday
0.0110

he
0.0057

wanted
−0.0308

constructive
0.0338

relations
0.0231

with
0.0057

the
−0.0034

united
0.0043

states
−0.0046

under
−0.0002

president
−0.0014

elect
0.0127

donald
0.0212

trump
−0.0119

moscow
0.1771

reuters
0.5208

russian
0.060

president
0.0580

vladimir
0.0212

putin
0.0176

said
0.0279

on
0.0205

friday
−0.0096

he
−0.0368

wanted
−0.0211

constructive
−0.0047

relations
0.0126

with
−0.0044

the
−0.0041

united
0.0139

states
−0.0008

under
0.0005

president
0.0246

elect
−0.0164

donald
−0.0036

trump
−0.0071

Word Omis-
sion

moscow
8.2279e−5

reuters
0.9999

russian
−8.2437e−7

president
−1.7390e−7

vladimir
1.2714e−6

putin
−3.4663e−7

said
8.2561e−6

on
2.0772e−6

friday
3.1120e−7

he
1.7880e−7

wanted
−5.0606e−7

constructive
1.3972e−6

relations
8.0939e−7

with
1.6328e−7

the
−6.4900e−8

united
1.2166e−7

states
−9.7030e−8

under
−1.2410e−9

president
−1.7390e−7

elect
3.8480e−7

donald
7.2930e−7

trump
−2.5408e−7

moscow
5.197e−5

reuters
0.448

russian
4.613e−5

president
1.788e−6

vladimir
−7.152e−7

putin
8.344e−7

said
5.364e−6

on
9.536e−7

friday
1.668e−6

he
5.960e−7

wanted
0.0

constructive
1.549e−6

relations
2.861e−6

with
5.9605e−7

the
−2.384e−7

united
2.622e−6

states
2.264e−6

under
9.536e−7

president
2.026e−6

elect
−1.430e−6

donald
−2.384e−7

trump
−1.1929e−6

Random moscow reuters russian president

vladimir putin said on friday he

wanted constructive relations with the

united states under president elect

donald trump

moscow reuters russian president

vladimir putin said on friday he

wanted constructive relations with the

united states under president elect

donald trump

Table .6.: Evaluation of explanations for simple text which is classified as
truth(negative) from Fake News data set.
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