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Abstract
Background Augmented reality (AR) has the potential to support complex neurosurgical interventions by including visual 
information seamlessly. This study examines intraoperative visualization parameters and clinical impact of AR in brain 
tumor surgery.
Methods Fifty-five intracranial lesions, operated either with AR-navigated microscope (n = 39) or conventional neuronavi-
gation (n = 16) after randomization, have been included prospectively. Surgical resection time, duration/type/mode of AR, 
displayed objects (n, type), pointer-based navigation checks (n), usability of control, quality indicators, and overall surgical 
usefulness of AR have been assessed.
Results AR display has been used in 44.4% of resection time. Predominant AR type was navigation view (75.7%), followed 
by target volumes (20.1%). Predominant AR mode was picture-in-picture (PiP) (72.5%), followed by 23.3% overlay display. 
In 43.6% of cases, vision of important anatomical structures has been partially or entirely blocked by AR information. A 
total of 7.7% of cases used MRI navigation only, 30.8% used one, 23.1% used two, and 38.5% used three or more object 
segmentations in AR navigation. A total of 66.7% of surgeons found AR visualization helpful in the individual surgical case. 
AR depth information and accuracy have been rated acceptable (median 3.0 vs. median 5.0 in conventional neuronavigation). 
The mean utilization of the navigation pointer was 2.6 × /resection hour (AR) vs. 9.7 × /resection hour (neuronavigation); 
navigation effort was significantly reduced in AR (P < 0.001).
Conclusions The main benefit of HUD-based AR visualization in brain tumor surgery is the integrated continuous display 
allowing for pointer-less navigation. Navigation view (PiP) provides the highest usability while blocking the operative field 
less frequently. Visualization quality will benefit from improvements in registration accuracy and depth impression.
German clinical trials registration number. DRKS00016955.
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Introduction

The increase of visual information provided during neu-
rosurgical procedures poses the threat of unwanted inter-
ference and cognitive overload for the surgeon. While the 
history of augmented reality (AR) visualization in neurosur-
gery already began in 1986 [16, 39, 42], subsequent years 
of technological innovation have been dominated by more 
prominent clinical developments in frameless neuronaviga-
tion, which is now a widely established technique to guide 
the intervention [17, 23, 32, 43, 45]. Conventional neuro-
navigation introduced the separate navigation display as a 
“second screen” into the operating room (OR), necessitat-
ing the exchange of surgical instruments and a dedicated 
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navigation pointer on the one hand, as well as alternate 
viewing directions between the surgical site and the extra 
display on the other hand. The demand for the inclusion 
of surgically relevant information directly into the surgi-
cal field of view has been discussed ever since [1, 20, 42]. 
Consequently, several types of AR technology have been 
subject to both preclinical and early clinical investigation, 
such as image projection techniques, additional head-up or 
head-mounted displays (HUD, HMD), tablet- or monitor-
based systems, and image injection into the surgical micro-
scope [8–11, 15, 16, 18, 24, 26, 27, 29, 35]. AR includes a 
real-world view (i.e., the surgical site) as the main visual 
reference plane, which is augmented by an overlay of digital 
virtual information typically provided by volumetric imag-
ing (CT, MRI, functional information) [36, 42]. Thereby, AR 
integration of surgically relevant information can provide a 
situated visualization [21], i.e., a virtual manifestation of 
the surgeon’s mental projections — such as tumor borders, 
adjacent risk structures — applied to the surgical area. Inte-
grating the overlay at the correct position, scale and orienta-
tion mark the ideal of AR visualization. Potential benefits 
include reduced surgical risk and the reduction of intraop-
erative cognitive load as well as the increased availability of 
detailed visual representations for the whole surgical team. 
While many applications continue to be limited to research 
only [11, 20, 24], commercial software development focused 
on the integration of AR functionalities into the surgical 
microscope [14, 40], thus making the navigated microscope 
the most popular and most easily available sub-modality of 
AR in neurosurgery today [25, 31, 33–35]. Its clinical fea-
sibility and overall usefulness in the areas of skin incision 
planning, craniotomy, subsurface lesion targeting, and risk 
management across the neurosurgical subspecialties have 
been claimed in recent studies [2–7, 22, 28, 33, 36, 41, 44]. 
However, while intraoperative utilization of AR is increas-
ingly discussed as beneficial, the exact impact of AR-guided 
interventions on surgical decision-making, intraoperative 
workflow, and patient outcome still remains unclear. Besides 
challenges in registration accuracy, which is a known limi-
tation up to the current software generation [13, 38], the 
aspects of visualization quality in particular proved to be one 
limiting factor to broader clinical application [16, 25, 42]. 
This study addresses the integration of current generation 
AR into the clinical routine by the example of the navigated 
operating microscope, aiming to provide a detailed overview 
of the predominant requirements in intraoperative data visu-
alization. The study further analyzes the application in brain 
tumor surgery and compares HUD-based AR guidance with 
conventionally navigated interventions.

Methods and materials

In order to assess both the qualitative dimensions of the 
AR visualization at a given point during surgery and the 
quantifiable parameters indicating its overall usefulness, 
we applied a mixed methods study design involving direct 
participant observation in the operating room (OR) using 
a checklist specifically designed for this purpose, analysis 
of clinical data and microscope recordings, complemented 
by user interviews.

Technical setup

Only routine medical imaging data has been used in this 
study, including magnetic resonance imaging (MRI), dif-
fusion tensor imaging (DTI), and brain mapping results 
from navigated transcranial magnetic stimulation (nTMS). 
The structural acquisitions on a 3 T MRI scanner (Siemens, 
Erlangen, Germany) included a T1 MPRAGE anatomical 
sequence 0.9 mm isotropic resolution, TR/TE 2300/2.32 ms, 
TI 900 ms, and flip angle 8 degree, for an acquisition time 
of 5:18  min. Diffusion data for tractography included 
2 mm isotropic resolution whole brain acquisitions, TR/TE 
7500/95 ms, 1 shell b value=1300 s/mm2 with 60 directions 
per shell. The scans were performed with a standard ep2d 
sequence, for an acquisition time of 5:47 min. The partici-
pating surgeons received a two-stage (basic and case-based) 
training in HUD control and microscope navigation. They 
performed segmentation of tumors and additional anatomi-
cal structures themselves, usually on the day of surgery; trac-
tography and import of nTMS-positive spots, where applica-
ble, were provided in advance by the same lab members who 
routinely transfer preoperative brain mapping results into 
the surgical planning software, and were reviewed by the 
surgeons in the final version of the plan. All surgical cases 
have been performed in a regular OR environment using a 
standard surgical microscope (OPMI Pentero/Kinevo 900, 
Carl Zeiss Meditec AG, Oberkochen) and the latest update 
of a commercial software for cranial planning and naviga-
tion (Cranial Navigation 3.1.4, Microscope Navigation 1.5.1, 
Image Fusion 4.0.0, Fibertracking 1.0.0, SmartBrush 2.6.0; 
Brainlab AG, Munich). Preset HUD views enabled by the 
microscope navigation software include augmented vol-
umes/outlines of a target and probe’s eye (i.e., a reconstruc-
tion of the sectional imaging data within the focal plane) 
both as overlay and picture-in-picture (PiP), as well as navi-
gation view in axial, coronal, and sagittal (ACS) orientation 
(PiP only). An illustrated case marks the combined view of 
target volumes and navigation PiP (see Fig. 1a–f). All cases 
have been documented by recordings of the microscope 
video stream.
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Study design and randomization

The main inclusion criterion for study cases was that there 
had to be expected added benefit from navigation informa-
tion during at least one step of surgery (craniotomy, access 
route, identification of tumor borders, avoidance of risk 
structures). Between November 2017 and September 2018, 
a series of navigated brain tumor cases (n=92) with compat-
ible imaging data, operated either with the AR-navigated 
microscope or conventional neuronavigation, has been ana-
lyzed prospectively. Cases have been assigned randomly to 
one of the groups unless the procedure times of included AR 
cases overlapped; with only one AR setup being available, 
subsequent cases if occurring had to be assigned to the con-
trol group (pseudorandomization). All cases with technical 
failures occurring at the beginning of surgery, with incom-
plete documentation and/or missing or corrupted microscope 
video, have been excluded from analysis (n=36, of which 
n=13 were initially assigned to the AR group and n=23 to 
the control group). Technical issues were the most important 
reason for exclusion of cases in the AR group, while incom-
plete data caused most case exclusions in the control group. 
The screen-based conventional neuronavigation system was 
available in all cases as a backup solution. Surgical resec-
tion time, duration/type/mode of AR, displayed objects (n, 
type), pointer-based navigation checks (n), and case-specific 

visual quality indicators (e.g., depth perception, accuracy) 
have been assessed based on participant observation in the 
OR and video analysis of the microscope recording (see 
Table 1). The usability and overall surgical usefulness of 
AR were rated by different neurosurgical experts (n=7) on a 
5-point Likert scale (1=poor, 5=very good) during and after 
the intervention. Ethical approval has been obtained from 
the local IRB (EA1/037/16, updated version EA1/016/19), 
and written patient consent was collected prior to data acqui-
sition. This study has been registered with the German Clini-
cal Trials Register (DRKS00016955).

Quality assessment of visual information

Following a literature research in the visualization quality 
of AR applications for neurosurgery and initial hands-on 
experience with the software, we defined the subsequent 
dimensions of visual representation as relevant for our inves-
tigation: depth perception and spatial understanding, style 
of 2D/3D representation (e.g., outlines, volume renderings), 
color coding, shading, translucence, and occlusion, contrast, 
type of (virtual) data, transparency of data source (quality, 
significance, limitations), type of view, number, position and 
complexity of displayed objects, overlay accuracy, coherence 
of image fusion and integration of contextual information, 
intuitivity and comprehensibility of AR scene, and relevance 

Fig. 1  Case examples show-
ing different views of in situ 
visualization: navigation PiP 
in a central tumor adjacent to 
the motor system (functional 
information, cortical hotspots 
as determined with nTMS, 
corticospinal tract) (a); volume 
overlay during awake language 
mapping in a left frontal tumor 
(tumor borders, nTMS-positive 
spots for language, most 
relevant subcortical tracts 
of the language system) (b); 
combination of volume overlay 
(tumor) and navigation PiP in 
an anaplastic astrocytoma right 
temporal-insular (c); target 
volume PiP in a pineal AVM 
(nidus, feeders, drainers) (d); 
image fusion of presurgical data 
and intraoperative MRI update 
for navigated resection of tumor 
remnant in an anaplastic oligo-
dendroglioma (e); outline over-
lay in a right parietal anaplastic 
astrocytoma (tumor borders, 
nTMS-positive spots for motor, 
corticospinal tract) (f)
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for surgical decision-making during intervention (see Fig. 2) 
[16, 21, 24, 25, 35]. Most of these items apply equally to 
data visualization in the conventional neuronavigation sys-
tem and can thus be used for a comparative analysis.

Statistical analysis

All data has been analyzed descriptively using the Statis-
tical Package for Social Sciences (SPSS statistics version 
27, 2020, IBM, Armonk/NY, USA). After correction for 
multiple testing using the Bonferroni test, two-tailed prob-
ability values of P<0.00625 were considered statistically 
significant.

Results

Fifty-four patients undergoing 55 surgeries were included 
in the study (AR navigation n=39, conventional neuronavi-
gation n=16). Mean patient age was 48.1 year (11–84; SD 
15.8); 54.5% were male with a m/f ratio of 1.2:1. The lesions 
included 96.4% tumor and 3.6% vascular cases (AVM, CM). 
Dominant neuro-oncological lesions were 38.2% glioblas-
toma (GBM), 14.5% anaplastic astrocytoma (aAST), 9.1% 

metastasis (Met), 7.3% anaplastic oligodendroglioma 
(aODG), 7.3% oligodendroglioma (ODG), and 23.4% other, 
of which 29.1% were recurrences (see Table 2). 58.2% of the 
lesions were located in the left hemisphere, and 69.1% were 
considered partially or entirely deep-seated [33]. The per-
centage of deep-seated lesions in the AR group was 76.9% 
and 50% in the control group. The presurgically planned 
extent of resection (EOR) could be achieved in 89.1% of 
cases (89.7% of AR group, 87.5% of control group). A total 
of 79.5% of tumors in the AR group were considered locally 
infiltrative as opposed to 75% of pathologies in the control 
group. Supportive modalities for resection control (such as 
intraoperative MRI, intraoperative neuromonitoring, and 
fluorescence) have been used equally in both groups except 
for fluorescence lesion labeling (51.3% in AR group, 62.5% 
in control group).

A total of 14.5% of patients (n=8; 17.9% of AR group, 
6.3% of control group) had a transient deficit after surgery 
(visual, sensible, motor, speech, mnestic), 12.7% of patients 
(n=7; 12.8% of AR group, 8.1% of control group) had a per-
manent new deficit after 3 months (visual, motor, speech), 
and 9.1% of patients (n=5; 7.7% of AR group, 12.5% of 
control group) improved postoperatively (motor, visual, 
aphasia, mnestic).

Table 1  Metrics for comparative intraoperative assessment of AR guidance and conventional neuronavigation in neurosurgery

Procedure HUD view Surgical task Scientific evaluation

• Neuro-oncological
• Neurovascular

• Target (volumes, outlines)
• Navigation
• Probe’s eye
• Mixed (target+navigation)
• Overlay/PiP

• Location and identification of pathology
• Avoidance of risk structures
• Surgical intervention (dissection, resec-

tion)

AR qualitative
• Usability of HUD remote control
• Effects of occlusion and distraction
• Surgical depth perception
• Stability of visualization
• Accuracy of overlay
• Color/complexity of visualization
• Relevance for decision-making across 

surgical steps
• Inter-individual visualization differences
AR quantitative
• Overall duration of AR/case
• Duration of HUD views/case
• Type of source data
• Number/type of displayed objects
• Number of fade-ins/fade-outs
Non-AR quantitative
• Frequency of pointer utilization
• Type of source data
• Number/type of displayed objects
• Color/complexity of visualization
AR/non-AR procedural
• Overall duration of procedure and resec-

tion time
• Number/type of adverse events
• Type/location of pathology
• Functional eloquence
• Patient outcome (oncological, neuro-

logical)
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Planning, preparation, and calibration of the microscope 
navigation connection for AR visualization were added on 
average 11.1 min (4–38; SD 6.4) surgical time per case. 
We could not identify any surgical complications related to 
HUD-based AR utilization.

Evaluation of AR visualization

In the AR group, AR has been utilized in 44.4% (mean 
32.2 min) of total resection time (mean 72.5 min). In 43.6% 
of cases, important anatomical structures have been partially 
or completely obscured by AR information at least once 
during surgery. Frequently used HUD display modes were 
navigation view (75.7%) and target volume mode (20.1%), 
displayed predominantly as PiP (72.5%) and occasionally 
as overlay (23.3%), rarely as a combination of both (4.2%) 
(see Fig. 3a). In navigation view, standard ACS injection 
(axial, coronal, and sagittal sectional imaging) was used 
primarily as continuous orientation display. Compared to 
conventional neuronavigation systems, a combined display 
of different MRI sequences (e.g., T1 with contrast enhance-
ment and T2 FLAIR) was not feasible with the current soft-
ware generation.

On average, two navigation objects (0–4; SD 1.1) have 
been displayed in the AR group compared to 1.4 objects 
in the conventional neuronavigation group (0–3; SD 1) 
(U=218.000, P=0.070; CI 95). Additional tumor segmenta-
tion was the most frequent object type in both groups (84.6% 

in AR vs. 62.5% in navigation), followed by tractography for 
motor and language (56.4% in AR vs. 56.2% in navigation), 
nTMS data for cortical hotspots (38.5% in AR vs. 6.2% in 
navigation), and anatomical structures such as vessels, cra-
nial nerves, or ventricles (12.8% in AR vs. 12.5% in naviga-
tion). MRI-only navigation view has been utilized in 7.7% 
(AR) and 18.8% of cases (conventional neuronavigation), 
respectively (see Fig. 3b). In non-AR cases, pointer-based 
navigation checks were associated with frequent workflow 
interruptions (5–28 s each). The effort of pointer utiliza-
tion was significantly reduced with 2.6×/resection hour 
(0–12; SD 2.53) in the AR group versus 9.7×/resection 
hour (0.8–21.6; SD 5.6) in the control group (U=557.500, 
P<0.001; CI 95) (see Fig. 3c). In AR cases, the navigation 
pointer has been used mainly for position verification (early 
stages of surgery) and for estimation of brain shift (advanced 
stages of surgery).

The dimensions of visualization quality have been rated 
equally to poorly in the navigated microscope (n=34) com-
pared to conventional neuronavigation (n=12). Notable 
differences were found in spatial understanding of infor-
mation (median 3.0 in AR vs. 5.0 in navigation, median 
test P<0.001; CI 95), visual accuracy of overlay (median 
3.0 in AR vs. 5.0 in navigation, median test P<0.001; CI 
95), visual transparency of data source (median 3.0 in both 
groups, median test P=0.002, CI 95, chi-square test 9.337), 
and visual comprehensibility (median 3.0 in AR vs. 4.0 in 
navigation, median test P<0.001, chi-square test 25.314). In 

Fig. 2  Selected quality dimensions of AR visualization in neurosurgery, grouped into general aspects of surgical information (upper part) and 
technical integration (lower part)
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Table 2  Case overview and characteristics of intraoperative visualization

No Group Sex/age Diagnosis Pathology Lesion location Data visualization

1 Interv f44 ID MNG Frontobasal MRI (tumor, vessels, nerves)
2 Contrl f46 ID GBM Right parietal MRI, DTI, nTMS (tumor, CST, M1)
3 Interv f46 ID GBM Right parietal MRI, DTI, nTMS (tumor, CST, M1)
4 Interv f45 ID dG Left insular MRI, DTI, nTMS (tumor, vessels, CST, M1, language network)
5 Interv f34 ID ODG Ieft precentral MRI, DTI, nTMS (tumor, CST, M1)
6 Interv m36 ID aODG Left temporal MRI (tumor)
7 Interv f56 ID aAST Left central MRI, DTI, nTMS (tumor, CST, M1)
8 Interv f55 REC aAST Left insular MRI, DTI (tumor, CST)
9 Interv f40 ID aODG Left frontal MRI, DTI, nTMS (tumor, language network)
10 Interv f24 ID GBM Right frontal MRI (tumor)
11 Contrl f31 REC GBM Left parietal MRI (tumor)
12 Interv f48 ID MNG Right clinoid MRI (tumor, vessels)
13 Contrl f49 ID GBM Left insular MRI (tumor)
14 Interv f41 ID CP Sella MRI (tumor)
15 Contrl f67 ID CM Left precentral MRI
16 Interv m59 ID dAST Right frontal MRI, DTI, nTMS (tumor, CST, M1)
17 Interv m55 REC GBM Left temporal MRI, DTI, nTMS (tumor, CST, M1, language network)
18 Interv m44 ID aAST Right parietal MRI, DTI, nTMS (tumor, CST, M1, language network)
19 Contrl m78 ID GBM Right parietal MRI, DTI (CST, language network)
20 Contrl f38 REC GBM Right frontal MRI, DTI (tumor, ventricle, language network)
21 Interv m48 ID AVM Pineal MRI (tumor, vessels)
22 Contrl m43 REC aODG Left frontal MRI, DTI (ventricle, language network)
23 Interv m28 REC aAST Right temporal MRI, DTI (tumor, CST)
24 Interv m34 REC aAST Left frontal MRI, DTI, nTMS (tumor, CST, M1)
25 Contrl m55 ID Met Right occipital MRI (tumor)
26 Interv m59 ID GBM Right temporal MRI (tumor)
27 Interv f50 REC GBM Left parietal MRI, DTI, nTMS (tumor, CST, M1)
28 Interv m25 ID Met Right frontal MRI
29 Contrl m61 ID Met Right frontal MRI
30 Interv f58 REC Met Left central MRI (tumor)
31 Interv m37 ID ODG Left insular MRI, DTI (tumor, language network)
32 Interv f72 ID GBM Left parietal MRI
33 Interv m44 ID aMNG Left frontal MRI (tumor)
34 Interv m25 ID aAST Left frontal MRI, DTI, nTMS (tumor, CST, M1, language network)
35 Interv m29 ID dAST Left insular MRI, DTI, nTMS (tumor, CST, M1)
36 Interv m39 ID GBM Right temporal MRI, DTI (tumor, CST, language network)
37 Interv m36 REC GBM Right temporal MRI (tumor)
38 Interv m75 ID Met Left periventricular MRI (tumor)
39 Contrl m67 REC GBM Right temporal MRI, DTI (tumor, CST)
40 Contrl m57 ID GBM Left frontal MRI (tumor)
41 Interv f78 REC atMNG Left opercular MRI (tumor)
42 Contrl m11 ID AVM Left parietal MRI
43 Interv f41 ID dG Left insular MRI, DTI (CST, language network)
44 Contrl m32 REC aODG Left frontal MRI, DTI (CST)
45 Contrl m33 ID aAST Left parietal MRI, DTI (tumor, CST)
46 Contrl f51 ID ODG Multiple lesions MRI, DTI (tumor, CST, language network)
47 Interv f84 REC atMNG PCF MRI (tumor)
48 Contrl m52 ID ODG Right frontal MRI, DTI (tumor, CST)
49 Interv m65 REC GBM Left parietal MRI, DTI (CST)
50 Interv m62 ID GBM Left central MRI, DTI, nTMS (CST, M1)
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comparison, coherence of image fusion (median 3.0 in both 
groups, median test P=0.060, CI 95, chi-square test 3.527) 
and relevance of visualization (median 4.0 in AR vs. 5.0 
in navigation, median test P=0.559, CI 95, chi-square test 
0.342) showed no significant differences.

When verified with the navigation pointer and a sterile 
paper ruler by the surgeon (n=9), offset range in AR visuali-
zation was 0–7 mm. A total of 66.7% of participants stated 
that AR visualization was helpful for their surgical case; 
76.9% of those cases were deep-seated lesions. The surgeons 
who found AR visualization helpful displayed two navigation 
objects on average and showed in 84.6% a fine command of 
the HUD visualization. A total of 65.4% of them indicated that 
their focus view remained unblocked during surgery, using 
navigation view as PiP display in 88.6% of the cases, while 
30.8% encountered technical issues during preparation and/
or surgery. The mean pointer utilization was reduced in this 

subgroup (2.2×/resection hour), whereas the mean AR utiliza-
tion was increased (39.5 min).

In the qualitative assessment of individual decision-making 
and surgical preferences which has been conducted in inter-
views during and after surgery, we collected a broad range 
of aspects for both preference and abandonment of the tech-
nique. Recurring issues included 2D vs. 3D visualization of 
surgically relevant information (e.g., for better understanding 
of topographical anatomy and tumor borders) and the visual 
integration in the field of view (e.g., blending vs. occlusion) 
(for a structured summary see Table 3 of the supplementary 
material).

Table 2  (continued)

No Group Sex/age Diagnosis Pathology Lesion location Data visualization

51 Interv m51 ID GBM Left temporal MRI (tumor)
52 Interv f66 ID GBM Left temporal MRI, DTI, nTMS (tumor, language network)
53 Interv f29 REC GBM Left postcentral MRI
54 Interv m40 ID aAST Right temporal MRI, DTI (tumor, CST)
55 Interv f70 ID GBM Left temporal MRI, DTI, nTMS (tumor, CST, M1, language network)

Abbreviations: aAST, anaplastic astrocytoma; aMNG, anaplastic meningioma; aODG, anaplastic oligodendroglioma; atMNG, atypical menin-
gioma; AVM, arterio-venous malformation; CM, cavernoma; CP, craniopharyngioma; CST, corticospinal tract; dAST, diffuse astrocytoma; dG, 
diffuse glioma; GBM, glioblastoma; ID, initial diagnosis; M1, primary motor cortex; Met, metastasis; MNG, meningioma; PCF, posterior cranial 
fossa; REC, recurrence

Fig. 3  Utilization of AR visualization during surgery: types of HUD view and display (a), frequency of displayed objects (b), and comparison of 
pointer-based navigation per hour of resection between AR and neuronavigation group (c)
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Discussion

In this study, we performed a clinical evaluation of HUD-
based AR visualization in cranial surgery, using a com-
mercially available software for microscope navigation. 
We found that the negative impact of this technique on 
clinical workflow is low as it uses components already 
established in surgical routine. Moreover, we were able 
to quantify the practical facilitation of neuronavigation 
when using AR navigation view instead of pointer-based 
techniques. Particularly in the inexperienced user, AR 
visualization can be disruptive as neurosurgeons need to 
learn how to read and apply the information. In spite of its 
clinical feasibility, AR utilization in neurosurgical routine 
requires further investigation regarding case selection, vis-
ualization, and technical limitations, as will be discussed 
in the following sections.

Case selection and clinical application

The identification of eligible cases differs in different 
AR technologies; previous studies reported, for instance, 
superficial brain tumors being particularly suitable for 
projection techniques [20] and small deep-seated lesions 
being ideal for HUD-based AR [22], despite a reduced rate 
of accuracy in the depth [33].

Our findings support that AR guidance is more helpful 
in deep-seated lesions (>1 cm from the cortex), namely, 
during the targeting of small structures, the consulting of 
tumor borders, or the identification of functionally elo-
quent areas in conjunction with intraoperative neuromoni-
toring. While both neuro-oncological and neurovascular 
cases are frequently reported in the literature as predomi-
nant application areas, the majority of our cases turned out 
to be intra-axial tumors. However strongly articulated as a 
clinical demand, the support of neurovascular cases using 
the existing software application was restricted by pre-
vailing technical limitations for the duration of this study. 
Here, future solutions need to incorporate the detailed vas-
cular architecture surrounding the surgical target (e.g., in 
AVMs), preferably containing information on blood flow 
(i.e., direction, velocity) and oxygen concentration (i.e., 
arterial, venous).

In several studies, AR is frequently used for preop-
erative craniotomy as well as skin incision planning and 
stated as helpful or beneficial [2–5, 20, 33] despite the fact 
that a precise advantage or a superiority of AR compared 
to conventional point-reference navigation is missing. In 
particular, the role of perspective, distortion, and poten-
tially imperfect motion parallax [34] is underestimated in 
terms of impact on registration and navigation accuracy. 

In this study, participants used AR visualization through-
out the intervention, requesting especially during initial 
tumor resection more detailed topographical information. 
Surgeons who were most comfortable with the naviga-
tion view used AR visualization to guide the entire tumor 
removal, in some cases with an updated image, provided 
by intraoperative imaging (MRI). Overlay visualization, 
however, was stated to be useful for intermittent overview 
and identification of structures within the focal plane, 
hence showing more of an educational potential for surgi-
cal assistants and team.

In general, AR visualization in the microscope HUD can 
help account for registration inaccuracy and brainshift [1, 
22] using the re-registration feature based on — usually 
superficial — intracranial structures. In our study, surgeons 
who used this feature infrequently after durotomy found it 
helpful.

Comparison with conventional neuronavigation

In the minimal version of HUD-based visualization, the nav-
igated microscope constitutes an integrated pointer without 
exploiting the potential of an AR display. As has been dis-
cussed before, AR visualization can contribute to focused 
information flow during surgery, reducing alternate viewing 
directions and attention shifts [7, 30] as well as changing of 
instruments. However, obvious workflow facilitations such 
as pointer-free navigation and fade-in display of surgical 
information were accompanied in our study by partial block-
ing of the surgical field and impaired depth assessment. This 
also extends to brain surface structures used for anatomi-
cal orientation. Accordingly, most participants preferred a 
peripheral display of information over AR visualization in 
the focus level due to visual occlusion and reported distrac-
tion effects [12]. In addition, the direct application of visual 
information onto the surgical site — without changing the 
source data quality — promoted a more critical approach 
towards the process of data guidance itself as well as deci-
sion-making in data visualization. Visualization habits (type, 
number, and color of objects) established in conventional 
neuronavigation were more or less reproduced in AR naviga-
tion with two exceptions: some surgeons tended to do some 
extra planning for AR guidance in the OR, and they changed 
the tumor color from red to blue or green as to render it more 
distinguishable from the surgical site. We expect that with 
enhanced visualization technology, dedicated concepts for 
multimodal neuronavigation will evolve in general.

Dimensions of visual quality

To date, there are no established standards for measuring the 
quality of AR visualization in neurosurgery. Two publica-
tions suggest a strategical framework for device assessment 
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focusing on technical setup, display types, and the process-
ing of imaging data [25, 35]. Based on our case experience 
from this study, we are, however, able to expand on our ini-
tial model of visualization quality (Figs. 2 and 4 and Table 3 
of the supplementary material).

The selection of appropriate information depends on sev-
eral contributing factors, such as availability (i.e., imaging 
modality, slice thickness, volumetric data, special sequences) 
and individual command of software functionality and per-
sonal habits. We observed no difference in the type of data 
used for intraoperative visualization between AR guid-
ance and conventional neuronavigation. Accordingly, AR 
visualization quality largely depends on the quality of the 
underlying data [21], usually CT or MRI, and successful 
image fusion. Image resolution and object segmentation, in 
particular, pose a challenge for microscope injection when 
working at high magnification, which is usually the case in 
neurosurgery: small caliber vessels and nerves of interest 
are often poorly delineated in the source data, while larger 
structures appear rough and bulky when superimposed to the 
surgical site. In case of interpretation difficulties or barely 
demarcating anatomical structures in the sectional imaging 
data, there is no added benefit with AR visualization.

Despite being the favored view in our study, the AR 
navigation view does not reveal context information out-
side the currently displayed sectional planes; it requires fur-
ther interaction, such as change of focal plane, to provide 
visualized information above and below the actual resection 
plane, which can be crucial in minimally invasive or keyhole 
approaches [43].

While the current software generation introduced more 
naturalistic 3D volume injection in navigated microscopes, 
any conveyed object depth information (e.g., of adjacent 

white matter fibertracking in tumor targets) has been yet 
rated unintuitive by the surgeons. As the visualization 
remains always on top of the AR scene, the placement of 
objects does not follow context or background features, and 
volumetric data does not properly merge with the scene [21]. 
Consequently, reliable information on tool-target distance is 
still lacking. Standard depth cues, such as perspective (stereo 
disparity), object size, solidity, and detail, were further sus-
ceptible to one particular requirement of the HUD-based AR 
visualization investigated in this study, which is the perpen-
dicular axis of microscope lens and focal plane. As a result 
of diverging angles to plane, surgeons complained about 
visual artifacts in the AR scene (distortion, perceived offset 
of tissue boundaries). However, target volumes (as overlay) 
are a promising feature, given that registration and calibra-
tion errors are low. They can indicate the maximum exten-
sion of surgically relevant structures in relation to the focal 
plane and include three-dimensional information on adjacent 
topography, which is otherwise only provided in volumetric 
visualization of presurgical planning data. Analogue to our 
experience with conventional neuronavigation, high numbers 
of displayed objects (n>3) cannot be recommended as they 
cause distraction and informational overload (visual fatigue). 
Regrettably, current commercial AR visualization of vol-
umes still remains restricted by at least a few unsolved issues 
in transparency, shading, and visual occlusion, preventing a 
more effective merging of physical and virtual information. 
Eliminating the necessity of a multiple screen scenario dur-
ing consultation of presurgical planning data, they can best 
be used as a recapitulatory step before switching to more 
instructive views (e.g., navigation view). With the ongoing 
technical improvements in digital visualization, we expect 
a further and profound change towards better integrated AR 

Fig. 4  Overall quality of intra-
operative visualization based on 
surgeon ratings for neuronaviga-
tion (dotted line) and AR (solid 
line). All graphs and illustra-
tions have been created using 
Adobe Illustrator CC 2017.0.2
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information that can be used comfortably throughout surgery 
at different scales and degree of detail.

Technical limitations

As we encountered a comparably high number of technical 
issues (e.g., lost connection, missing or incomplete data) in 
the course of this study, we suggest implementing better user 
guidance in the software interface for AR navigation. Addi-
tionally, built-in features for measuring registration error and 
accuracy of overlay [19] would be desirable. While readily 
available in most hospitals, microscope-based AR systems 
are nevertheless potentially impractical because of the optics 
of the surgical microscope itself [35]. Stereoscopic AR visu-
alization is limited as the microscope captures a monoscopic 
bidimensional view of the surgical field, thus preventing the 
three-dimensional virtual image from merging with the real 
scene. Here, we expect novel impulses and solutions from 
emerging digital 3D exoscope technology. Besides, a com-
bination of fluorescence-guided surgery for the detection of 
tumor remnants and AR information overlay with the pur-
pose of further guidance and mutual validation is technically 
impossible at this stage.

Limitations of this study

A major limitation of this study is the imbalance of the two 
groups after randomization, which can be largely explained 
by not using a 1:1 allocation at the beginning followed by 
different reasons for subsequent case exclusion (technical 
issues in the AR group, incomplete data in the navigation 
group).

Navigating the focal point of the surgical microscope 
does not exploit the full potential of AR visualization in sur-
gery. Microscope navigation is one case study among many 
which can contribute to the understanding of intraoperative 
visualization requirements.

Most cases of our series were intracranial tumors. We 
included only two neurovascular pathologies (AVM, CM) 
for the majority of those cases at our institution is usually 
treated relying on anatomical landmarks (without neuronavi-
gation) and/or intraoperative imaging. Particularly in AVMs, 
we expect considerable improvements with an upcoming 
software update allowing for better discrimination of arte-
rial feeders, venous drainage, and nidus structures based 
on high-resolution three-dimensional, partially automated 
vessel segmentation. A randomized study with high case 
numbers will be needed for validation of presented findings; 
however, this might prove difficult as it involves abandoning 
the established gold standard of neuronavigation in poten-
tially complex procedures with users less experienced in AR 
navigation. Accordingly, there are no prospective studies 
showing a significant difference between AR-aided surgeries 

versus navigation-guided procedures regarding morbidity, 
mortality, and clinical effectiveness (EOR vs. functional out-
come). Given the differences in group size and distribution 
of pathologies, the clinical results of this study can only be 
suggestive in regard of certain tendencies. A considerable 
limitation of current AR navigation using visual overlay is 
the visualization offset, which can be even more distract-
ing at high magnification than comparable offset in pointer-
based neuronavigation. Here, a standardized investigation 
across technical setups, different pathologies, and surgical 
approaches will be necessary. As for the investigation of 
intraoperative visualization standards, a multicenter com-
parison could provide further insights in terms of applicabil-
ity and scalability of requirements and recommendations. 
Future work should include the visual standardization across 
applications in particular in order to contribute substan-
tial clinical data to the ongoing assessment of augmented, 
mixed, and virtual reality techniques in neurosurgery (and 
potentially beyond).

The evaluation of AR in exoscopic surgery is subject of 
a follow-up study at our institution.

Conclusions

HUD-based AR visualization in routine brain tumor surgery 
is clinically feasible and safe. Its most salient feature is the 
pointer-free navigation during tissue preparation and tumor 
removal, minimizing the current ergonomic hindrances, 
which require surgeons to look alternately at multiple dis-
plays. While the technical workflow is at large compliant 
with daily surgical routine, the visualization quality still 
impacts surgical cognitive load and performance. The new 
software generation offers a more “realistic” yet clearly dis-
tinguishable style of visualization for surgically relevant 
information. Known restrictions of the technology are due 
to, firstly, the overlay of working and viewing area; secondly, 
the lack of stereoscopic three-dimensional depth informa-
tion in the AR scene; and thirdly, potential visualization 
offset caused by MRI data resolution, registration errors, 
and brainshift during surgery. Factors promoting the applica-
tion of AR navigation, as identified in this study, are deep-
seated lesions and peripheral navigation view including two 
displayed essential objects (usually tumor and adjacent risk 
structures) in a trained user. Personal surgical preferences 
affect the utilization of the technique; since the navigated 
microscope is an extension of conventional neuronaviga-
tion, the habits of use and visualization style are largely 
comparable.

Supplementary Information The online version contains supplemen-
tary material available at https:// doi. org/ 10. 1007/ s00701- 021- 05045-1.
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