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## Abstract

High-intensity femtosecond laser pulses in the visible or infrared range can induce electron emission. This single-ionization process may be interpreted as a sequence of (nonadiabatic) tunnel ionization and subsequent acceleration of the electron by the external oscillating field in the presence of the electrostatic force between electron and parent ion. Based on the analysis of photoelectron momentum distributions from the numerical solution of the time-dependent Schrödinger equation, this thesis theoretically studies a variety of phenomena taking place in atoms as well as in molecules in strong fields. The underlying physical mechanisms are revealed by simplified models which take the nonperturbative character of the ionization process into account.

The simulation results for several settings are directly compared to measurements, offering the possibility to benchmark state-of-the-art theory and experiment against each other. One example of this is an investigation of the nonadiabatic strong-field ionization of atomic hydrogen in an attoclock setting. More generally, the deflection of the photoelectrons is analyzed in different attoclock configurations to explore the initial conditions of electrons at the tunnel exit-the position where the electron appears after tunneling. When a molecule is ionized, its orbital structure influences the liberated electron wave packet. The orbital imprint on the momentum-space phase of the wave packet, which encodes spatial information, is demonstrated and an interferometric approach to access these phases is evaluated. A characterization of the freed wave packet is crucial as it influences subsequent processes.

Such secondary processes are induced when the electron is driven back to the parent ion and scatters off. Similar to focusing of light by a lens, the Coulomb attraction forces scattered electron wave packets through focal points, causing a shift of their phase. Due to the interference of outgoing waves, these phases become visible in electron momentum distributions. For a faithful description, these focal-point effects must be included in a prefactor of the exponentiated action in semiclassical models. Furthermore, the control of electron scattering dynamics is demonstrated for low-energy electrons close to the continuum threshold by means of near-single-cycle terahertz pulses. The temporally-localized preparation of the electron wave packet by a femtosecond laser pulse at a well-defined time within the terahertz field enables a switching between different regimes of dynamics, ranging from recollision-free acceleration to extensive scattering phenomena.

In contrast to most studies in the electric dipole approximation that consider only the temporal evolution of the external electric field, various beyond-dipole effects in strong-field ionization are explored in the present work. The microscopic mechanisms of nondipole modifications are thoroughly analyzed. There, the effects of the spatially-varying electric field and of the magnetic field as well as their fingerprints on the geometry of the momentum distributions are identified. Furthermore, the subcycle time resolution of the light-induced momentum transfer in an attoclock-like setup is explored theoretically. Electron recollisions entirely change the observed nondipole effects and render the observations sensitive to the electronic target structure. The high-order above-threshold ionization caused by large-angle scattering is investigated both for exemplary atoms and for diatomic molecules through examination of nondipole shifts of the lateral momentum distribution. The phases of the electron wave packets are also altered by beyond-dipole effects. It is shown that this results in a displacement of ring-link structures known as above-threshold ionization rings that are caused by intercycle interference. In addition, the holographic structures arising from the subcycle interference of scattered and nonscattered electrons are modified.
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## Chapter 1

## Introduction

Light-matter interaction-the absorption and emission of light by electrons in atoms, molecules and solids-plays a crucial role in science as well as in technology and is the foundation of numerous applications. Examples reach from lasers and spectroscopy techniques over light-emitting diodes and solar cells to the definition of time standards and quantum computing. One of the earliest manifestations of quantum mechanics in light-matter interaction is the photoelectric effect where the absorption of one photon leads to the ejection of an initially-bound electron [1]. However, with increasing intensity of the radiation, not only one, but multiple photons can be absorbed [2-4]. Photoionization is even induced with photon energies smaller than the ionization potential. Thus, atoms and molecules can be ionized by light fields in the visible or infrared range (with wavelengths between about 400 nm and $3 \mu \mathrm{~m}$ ). The detection of the released electrons results in photoelectron energy spectra with multiple peaks that are separated by the photon energy. Since more photons than necessary to overcome the ionization threshold are absorbed, this process is known as above-threshold ionization (ATI) [5].

A revolution in photoionization was initiated by the temporal confinement of radiation energy into short, but very intense laser pulses with only tens of femtosecond duration (in excess of $10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ intensity) [6]. This led to the discovery of numerous fascinating phenomena and established strong-field physics-a new domain in light-matter interaction. In this regime, the strength of the forces due to the external electromagnetic fields are comparable with the electrostatic Coulomb attraction between ion and outer-shell electrons. Hence, the physical mechanisms in strong-field ionization are fundamentally different compared to single-photon ionization and are usually not adequately represented by perturbation theory in the interaction.

Instead, the physics behind many strong-field phenomena is often well described by the following sequence of steps [7-10]: In a first release or ionization step, an electron wave packet is created in the continuum. In a second step, the electron wave packet is accelerated by the electromagnetic field. Depending on the shape of the driving field, the wave packet can return to its parent ion. In a third step, recollisions may induce different processes such as efficient extreme ultraviolet (XUV) photon emission in high-harmonic generation (HHG) [11, 12], the release of a second electron in nonsequential double ionization (NSDI) [13-15] or the elastic scattering resulting in high-order above-threshold ionization (HATI) [16-18]. Due to the temporal localization of the stages on the scale of an optical cycle, the physical mechanism is susceptible to the subcycle variation of the driving fields. Hence, even though the periods of the external fields are on a femtosecond time scale, the long standing dream of observing and controlling of electron dynamics in atoms and molecules on their much shorter natural time scale (attoseconds) became possible [19-21].

In many ultrafast imaging methods, the structure and dynamics of the targets are probed by using the recolliding electrons [22]. For example, in high-harmonic generation spectroscopy [23-27] structural information is contained in the emitted radiation whereas in strong-field photoelectron holography [2832] or in laser-induced electron diffraction (LIED) [33-35] the target structure is reflected in the electron momentum distribution. Due to the large kinetic energies and therefore small wavelengths of the return-
ing electron waves in strong infrared fields, the target can be imaged with high spatial resolution [22]. Since large-angle scattering forms the physical foundation of LIED, the differential scattering cross section of the target dominates the shape of the momentum distributions [36-38]. In molecules, the electron wave scatters off the various atomic centers, creating a multi-slit diffraction pattern [33,39] that encodes information on the molecular structure and its dynamics [40-42].

The application of high-harmonic generation as a table-top source for coherent attosecond XUV pulses and the achievements in high-harmonic spectroscopy were one of the earliest driving forces in strong-field physics [19-21]. However, the measurement of full three-dimensional photoelectron momentum distributions (PMDs) from single ionization of atoms and molecules became possible by developing and improving the velocity-map imaging (VMI) technique [43] in combination with tomography techniques [44-47] and the cold target recoil ion momentum spectroscopy (COLTRIMS) systems (also known as reaction microscopes) [48-51]. In COLTRIMS, static electric and magnetic fields (usually) guide photoelectrons and ions to position-sensitive detectors. Measuring their times of flight as well as positions of impact in coincidence allows the retrieval of the three-dimensional momenta of the electrons for each detected event. In contrast to high-harmonic generation, the investigation of electron momentum distributions has several advantages: It offers the opportunity to study recollision-free processes, it does not rely on recombination of the electron and it is not affected by coherent phase-matching effects. For these reasons, the analysis of momentum distributions may allow deeper insights into the created continuum wave packets and into the ionization process itself.

The physics in strong fields is usually located on the boundary between quantum mechanics and classical physics. Depending on the particular observables, both the particle properties and the wave properties of electrons become visible. Hence, strong-field ionization provides a simple environment to study fundamental quantum-mechanical effects of matter waves such as tunneling, focusing, or interference. For example, electron tunneling through a time-dependent potential barrier often describes the ionization step well. The exact description of this quantum-mechanical process raises some questions such as: Is the tunneling probability susceptible to the time dependence of the barrier? What influence does the structure of the initial quantum state of the atom or the molecule have on the photoelectron wave packet? Do the tunneling characteristics depend on the velocity of the released electron? Is it possible to resolve the ionization process in time? One important concept that provides answers to these and other arising questions is the "attoclock" method that studies tunnel ionization on an attosecond time scale in an interference-free and recollision-free setting [52-54]. There, a two-dimensional polarization form such as a circularly-polarized field is applied that ionizes an atom or a molecule and afterward governs the dynamics, leading to a mapping of the ionization time and the velocity of the released electron to its final momentum. The main observable is the peak of the photoelectron momentum distribution, containing information on the ionization process in the presence of the Coulomb attraction of the parent ion (see for example the reviews [55,56]).

When ionizing molecules, their structure leaves an imprint on the outgoing electron wave packet. For example in molecular imaging with circular polarization, the time-to-momentum mapping of the attoclock is considered to attribute the measured photoelectron angular distribution to the orientationdependent ionization probability of the molecular orbital (see for example Refs. [57-61]). Hence, an "image" of the orbital from which ionization takes place can be generated and the complexity of recollisions as in other techniques such as LIED is avoided. Typically, in such recollision-free strong-field experiments with molecules, the probability density is observed and the phase of the electron wave function in momentum space is not considered. In single-photon ionization, the variation of the phase is related to the Wigner time delay [62] and can be characterized by the attosecond streaking technique [63,64] or reconstruction of attosecond harmonic beating by interference of two-photon transitions (RABBITT) technique [65-68]. However, the influence of the molecular structure on the phases of the momentumspace wave function is nearly unexplored in strong-field ionization. Even though these phases cannot be directly measured, the analysis of interference structures in electron momentum distributions can be considered for their investigation [69]. A characterization of the liberated electron wave packet is important as it influences secondary processes such as HHG or LIED (see for example [25, 29, 70]).

Different types of double-slit-like interference scenarios are already well-known from strong-field ionization with linear polarization [71-76]. Thus, the electron momentum distribution can act as a "phasometer", measuring the phase difference between waves. When electrons are driven back to the vicinity of the parent ion, their motion is influenced by electron-ion scattering in the presence of the external electromagnetic field. The scattered electron waves are focused in long-range potentials similar to focusing of a light wave by a lens. This so-called Coulomb focusing [77] results in an enhancement of the yield in the photoelectron momentum distribution [78,79]. In addition, a phase change of the wave while passing a focal point is also expected for electrons analogous to the Gouy phase shift in optics [80]. So far, it was not considered whether these focal-point phases modify the interference structures in momentum distributions.

A plethora of different scattering phenomena appears in strong fields reaching from large-angle scattering [16-18] to soft recollisions in the Coulomb field, leading to low-energy structures [81-86]. Whereas head-on collisions of high-energy electrons can be described as single light-field-free scattering events, the interplay between the electromagnetic field and the long-range Coulomb force acting between the electron and the parent ion is crucial at low energies. The control and modification of the recollision processes of electrons with energies in the eV range was demonstrated either by tailoring the driving laser pulses [87-93] or by using two pulse schemes [94-100]. The dynamics of weakly-bound Rydberg states [101, 102] and also the dynamics of low-energy continuum electrons in the meV range [103] can be manipulated on a picosecond timescale by pump-probe schemes based on the ionization with terahertz pulses [104, 105]. The question arises whether it is possible to deliberately switch electronion collisions on and off and adjust their properties for electron wave packets at energies close to the continuum threshold.

From a theoretical perspective, a remarkable trait of strong-field physics is that many effects can be intuitively described by means of classical trajectories, i.e., by only considering the particle properties of the electron. The simple man's model $[7,8]$ is the most famous example, considering only classical particles in the external electromagnetic field without invoking electron-ion interaction at all. This intuitive model creates the opportunity to explain complex physical mechanism on a simple basis. However, the retrieval of information from the highly nonlinear harmonic signal or from photoelectron momentum distributions is a theoretical challenge, requiring more elaborate models that should be as simple, but at the same time as accurate as possible. An effective quantum-mechanical treatment of recollision-free ionization is offered by the strong-field approximation (SFA) [106-108] and its generalization to describe recollisions [18, 109]. Its further approximation employing a saddle-point method results in a simplified analytical model where the probability amplitude is given by a coherent superposition of a finite number of quantum orbits, i.e., Newtonian trajectories evolving in complex time [110-112]. This quantum-orbit model contains the notion of a trajectory-based description to interpret momentum distribution, but nevertheless considers the ionization process on a quantum-mechanical basis. To enhance the quality of the modeling, several refined methods were developed that consider the electron-ion interaction more accurately, for example the analytical R-matrix (ARM) theory [113, 114]. To preserve the clarity of classical mechanics, the semiclassical description adds "(quantum-mechanical) wave flesh on classical bones" [115] by associating a semiclassical phase with each trajectory. This resulted in a variety of models such as the trajectory-based Coulomb-corrected strong-field approximation (TCSFA) [116-119], the quantum-trajectory Monte Carlo (QTMC) model [120], the Coulomb quantum-orbit strong-field approximation (CQSFA) [121], or the semiclassical two-step (SCTS) model [122].

Intuitive models allow a simple interpretation of phenomena. However, their reliability and accuracy should be benchmarked against either experimental results or more sophisticated theoretical approaches. Usually, in strong-field physics, the electromagnetic field can be treated classically. Hence, a nonrelativistic description of the electron dynamics in atoms or simple molecules requires the numerical solution of the time-dependent Schrödinger equation (TDSE). In this thesis, almost all observed effects are confirmed by TDSE simulations in the single-active-electron (SAE) approximation. In the SAE approximation, the motion of one active electron is governed by the influence of the external electromagnetic field and an effective potential representing the forces from the nuclei and other electrons. This
approach usually works very well for single ionization. However, a number of effects involving nuclear motion (see for example Refs. [123, 124]) or multielectron physics (see for example Refs. [54, 125, 126]) were identified, i.e., their treatment requires many-particle approaches as in Refs. [123, 127-133].

Already more than 400 years ago, the deflection of comet tails observed by Kepler indicated that radiation also applies a pressure on matter, acting in the light-propagation direction. This facet of lightmatter interaction is related to the transfer of linear photon momentum as it is well-known from Compton scattering of quasi-free electrons [134]. As of now, effects of photon momentum transfer impact a broad range of scientific fields ranging from astrophysics [135, 136] over plasma physics [137] and the optical tweezers [138, 139] to laser cooling [140-143]. Nevertheless, strong-field ionization is mostly discussed in the electric dipole approximation, neglecting the effect of the photon momentum. In a wave picture, the dipole approximation only considers a spatially homogeneous, time-dependent external electric field and furthermore neglects the magnetic field of the light wave. For laser parameters in the so-called "dipole oasis" $[144,145]$ employed in real-world table-top experiments, this approximation is well justified. Since the dispersion relations of momentum to energy are fundamentally different for photons and electrons, the influence of the linear photon momentum is usually overshadowed by the momentum gain of the electron due to the imparted photon energy. However, nondipole effects become more important with increasing energy of the photoelectrons, e.g., by increasing the laser wavelength or intensity. Hence, the development of strong mid-infrared laser systems challenges the applicability of the dipole approximation. While the transfer of energy in strong-field ionization is well understood, nondipole effects were only studied in recent years.

In the dipole approximation, electron momentum distributions from strong-field ionization of atoms are symmetric under interchange of forward and backward direction. Here, "forward" denotes the lightpropagation direction. However, a nonzero forward average momentum was observed in a pioneering experiment for nonscattered electrons [146]. The major part of this forward shift is caused by the momentum gain of the electron during its acceleration in the laser field [147-149] and only a small fraction is attributed to its liberation by tunneling [150, 151]. Despite years of research, there are still open questions about the underlying microscopic mechanisms, e.g., on the contributions of the magnetic part of the Lorentz force and the spatial dependence of the electric field. In linearly-polarized fields, nondipole effects are also affected by rescattering. As a result, for the low-energy electrons, the peak of the momentum distribution is shifted against the light-propagation direction. This was attributed to the exchange of momentum between electron and ion during rescattering [152-157]. In this context various questions emerge such as: How does large-angle scattering in HATI influence the momentum transfer? Are interference structures in PMDs such as in photoelectron holography also modified by nondipole effects?

This thesis has the following structure: Following this introduction, Chapter 2 describes the basic concepts and methods used to interpret and to theoretically describe strong-field phenomena. In the first part of this thesis, we use the dipole approximation to study several aspects of strong-field ionization such as the importance of focal-point phases, the phase structure of the wave packets from molecular strong-field ionization, or the control of low-energy electron wave packets. In contrast, the second part theoretically considers the influence of nondipole effects on various strong-field phenomena and provides answers to the questions asked above. The thesis closes with concluding remarks in Chapter 11. Several chapters are based on joint work with experimental groups, enabling a direct comparison between the simulated results and the measurements. The topics studied in the main chapters can be summarized as follows:

- The focusing of electron waves in strong-field ionization of atoms is studied in Chapter 3. We show that during Coulomb focusing electron waves pass through focal points and acquire a phase shift analogous to the Gouy phase in optical beams. The focal-point phases modify the observed interference structures in photoelectron momentum distributions. We unveil that such phases do not only appear in linear polarization but also in other waveforms that give rise to rescattering. The focal-point effects are encoded in a prefactor of the exponentiated action in semiclassical models that influences both the phase and the weight of each trajectory.
- The dynamics of electrons right at the boundary between bound Rydberg states and low-energy continuum states is studied for atoms in Chapter 4 . To this end, an electron wave packet is created by a short femtosecond laser pulse. Its motion is controlled by a phase-stable terahertz pulse, which implies a high degree of temporal localization of the creation process. By varying the time delay, the signatures of various regimes of dynamics, ranging from recollision-free acceleration to coherent electron-ion scattering induced by the terahertz field, are observed in the photoelectron momentum distributions.
- The attoclock protocol is considered to microscopically investigate the strong-field ionization of atoms in Chapter 5. We explore the dependence of the attoclock offset on a lateral momentum component, i.e., on which slice of the momentum distribution is analyzed. We demonstrate that this observable is strongly influenced by the dependence of the tunnel exit-the position where the electron is born after tunnel ionization-on the velocity of the liberated electron. To study the effects of the time-dependent barrier during tunneling in the attoclock configuration, both close-to-circularly-polarized fields and quasilinear fields are used.
- The influence of the molecular structure on the momentum-space phase of the electron wave packet created by recollision-free strong-field ionization of molecules is explored in Chapter 6. As the derivative of this phase is related to the electron's position, we are able to investigate the dependence of the spatial offset of the electron's birth position on the electron's emission direction relative to the molecular axis. To this end, we study both results from numerical TDSE simulations of the phase of the continuum wave function and position offsets retrieved from photoelectron momentum distributions in an interferometric approach [69].
- Nondipole modifications of the ATI rings in strong-field ionization of atoms are investigated in Chapter 7. In the dipole approximation, the multiphoton generalization of Einstein's photoeffect law suggests that the kinetic energies of the photoelectrons do not depend on the electrons' emission direction. However, in TDSE simulations beyond the dipole approximation, we show that the geometric centers of ATI rings are displaced in the direction opposite to the light-propagation direction. The beyond-dipole change of the ac Stark effect for electron continuum states is invoked to explain this observation.
- The physical mechanisms of recollision-free strong-field ionization are investigated beyond the dipole approximation in Chapter 8. We resolve the transfer of linear momentum in time by following the idea of the attoclock and by analyzing the shift of the electron momentum distribution in the light-propagation direction as a function of the momentum in the polarization plane. The decomposition of momentum transfer into tunneling and continuum motion is considered and the influence of nonadiabaticity on nondipole effects is analyzed. Furthermore, we identify the contributions of the magnetic part of the Lorentz force as well as the spatial dependence of the electric field to the momentum-dependent nondipole shifts.
- The influence of large-angle scattering on the nondipole effects in the photoelectron momentum distribution is studied in Chapter 9. Since the electrons return close to the parent ion during scattering, the target structure vastly influences the beyond-dipole effects in HATI and, thus, the sharing of the imparted linear momentum between photoelectron and ion. We consider the hydrogen molecular ion $\mathrm{H}_{2}^{+}$as a prototype of diatomic molecules as well as the xenon atom. Even though both targets show a nondipole shift of the momentum distribution, we demonstrate that the results for atoms and molecules differ systematically.
- The nondipole modifications of the interference patterns from strong-field photoelectron holography are explored in Chapter 10. For both long-range and short-range potentials, the interference fringes are shifted in the light-propagation direction. A semiclassical model is developed for a quantitative trajectory-based description and it is shown that nondipole effects modify both the classical trajectories and their associated phases. Whereas high-order interference fringes can be
explained by two-path interference, Coulomb focusing leads to a breakdown of this picture. A glory-rescattering model [158] beyond the dipole approximation is used to resolve this problem.
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## Chapter 2

## Introduction to Basic Concepts in Strong-Field Physics

What are the physical mechanisms behind ionization of atoms and small molecules with strong light fields? And how to describe these processes efficiently? To illuminate these questions, we present a short review of basic physical concepts of strong-field physics as well as an introduction to its theoretical modeling. Similar introductions to strong-field ionization can be found in the previous works [159-161].

A complete description of light-matter interaction requires quantum-field theories. However, here, we consider electromagnetic fields of low photon energies that are sufficiently strong to observe highorder multiphoton effects, but sufficiently weak to avoid radiative effects such as vacuum polarization. Hence, the electromagnetic field is treated classically. In addition, we assume that the field is not altered by the interaction with electronic system. Over the interaction region, the electromagnetic field is approximated by plane waves traveling in $z$-direction with speed of light $c$. The respective electric and magnetic fields are given by

$$
\begin{equation*}
\mathrm{E}(\mathbf{r}, \mathrm{t})=\mathbf{E}\left(\mathrm{t}-\frac{z}{\mathrm{c}}\right) \quad \text { and } \quad \mathbf{B}(\mathbf{r}, \mathrm{t})=\frac{1}{\mathrm{c}} \mathbf{e}_{z} \times \mathbf{E}\left(\mathrm{t}-\frac{z}{\mathrm{c}}\right) . \tag{2.1}
\end{equation*}
$$

Here, the polarization plane is equal to the $x-y$-plane.
Additionally, we do not consider effects such as creation or annihilation of massive particles and, thus, treat the electronic system within ordinary quantum mechanics. One aim of this thesis is the investigation of nondipole phenomena and especially the influence of radiation pressure on photoelectron momentum distributions. Here, "nondipole" refers to effects beyond the electric dipole approximation. We only consider particles with velocities much smaller than the speed of light $c$ and, thus, describe the interaction of an atom or a molecule with an electromagnetic field by the nonrelativistic time-dependent Schrödinger equation (TDSE). As the leading-order relativistic corrections are of the order $1 / \mathrm{c}^{2}$, our treatment still allows a consistent description of nondipole effects to first order of $1 / \mathrm{c}$. Despite these approximations, we still consider this description as an "exact" reference for the problems under study.

Throughout this thesis, atomic units are used unless stated otherwise. This unit system reflects the typical scales in length, time, etc. on which dynamics of valence electrons takes place and is well suited for our purpose. Atomic units are defined by setting the reduced Planck's constant $\hbar$, the elementary charge $e$, the electron mass $m_{e}$, and the Coulomb constant $1 /\left(4 \pi \epsilon_{0}\right)$ to unity. Importantly for the work, the speed of light c is given in atomic units by the inverse of the fine structure constant: $\mathrm{c} \approx 137.036$ a.u.

### 2.1 Basic ideas in strong-field ionization

The regimes of light-induced ionization of small target gases can be characterized by considering three parameters: the ionization potential $I_{p}$ of the target, the frequency $\omega$ as well as the maximal field
strength $E_{0}$ of the radiation. Usually, the three characteristic quantities are combined into two dimensionless parameters (see for example Ref. [162]):

$$
\begin{equation*}
\gamma=\frac{\sqrt{2 \mathrm{I}_{\mathrm{p}}} \omega}{\mathrm{E}_{0}} \text { (Keldysh parameter) and } \mathrm{Q}=\frac{\mathrm{I}_{\mathrm{p}}}{\omega} \text { (multiphoton parameter). } \tag{2.2}
\end{equation*}
$$

If the photon energy is larger than the ionization potential $(Q<1)$, a single photon is sufficient to ionize the system and the excess energy manifests itself as the kinetic energy of the liberated electron. However, at very high photon densities (high light intensities) it is possible to not only absorb one but multiple photons. Hence, even for multiphoton parameters $Q>1$, i.e., multiple photons are required to overcome the ionization threshold, ionization is possible. The latter case of large $Q$ is realized with visible or infrared laser fields and it is considered in this thesis. If more photons than necessary to overcome the ionization threshold are absorbed, a characteristic series of peaks is visible in the photoelectron energy spectra. In this process known as above-threshold ionization (ATI) [5], the peaks are separated by the photon energy $\omega$.


Figure 2.1: Sketch of ionization processes: (a) Multiphoton ionization. The electron of a bound-state wave function (blue area) is liberated by absorbing multiple photons (indicated as red arrows). (b) Adiabatic tunnel ionization. The potential of the light field (black dashed line) deforms the ionic potential, creating a barrier (black line) through which the previously bound electron can escape via tunneling.

In the regime $\mathrm{Q} \gg 1$, the ionization process is usually dictated by two different time scales: the Keldysh time $\sqrt{2 I_{p}} / E_{0}$ and the optical cycle $T_{\omega}=2 \pi / \omega$ of the external light field. The nonadiabaticity of the ionization process is characterized by their dimensionless combination, i.e., the Keldysh parameter $\gamma$ [106]. The so-called multiphoton regime-the natural generalization of single-photon ioniza-tion-is indicated by large values of the Keldysh parameter $\gamma \gg 1$ (see Fig. 2.1(a)). The electron changes its energy by absorption of several photons in a first step. Hence, for this n-photon process, the ionization rate has the form $\Gamma \propto I^{n}$, where $n$ is the number of absorbed photons and $I=\frac{1}{2} \epsilon_{0} c E_{0}^{2}$ is the intensity (in SI units) [163,164]. Afterwards, the created electron wave packet in the continuum travels away from the parent ion.

In the presence of a strong light field, the bound electron feels the joint electric field of the ionic core and of the external field, giving rise to a time-dependent potential barrier (see Fig. 2.1(b)). For small Keldysh parameters $(\gamma \ll 1)$, the barrier changes slowly compared to the characteristic Keldysh time $\sqrt{2 \mathrm{I}_{\mathrm{p}}} / \mathrm{E}_{0}$ and, thus, the electron can escape through this quasistatic barrier via tunneling. In contrast to multiphoton ionization, the energy does not change, but the position changes in adiabatic tunneling. Hence, an electron that was freed at a given time $t_{0}$, i.e., the "time of birth" or "instance of tunneling", appears at the tunnel-exit position $\mathbf{r}_{0}$. In this tunneling regime, the ionization probability depends exponentially on the width of the tunnel barrier and, hence, on the external field strength. The ionization rate for electrons born at time $t_{0}$ with an initial velocity $\mathbf{v}_{0}$ can be approximated by

$$
\begin{equation*}
w_{\mathrm{ini}}\left(\mathrm{t}_{0}, \mathbf{v}_{0}\right) \propto \exp \left(-\frac{2 \kappa^{3}}{3\left|\mathbf{E}\left(\mathrm{t}_{0}\right)\right|}\right) \exp \left(-\frac{\kappa v_{0}^{2}}{\left|\mathbf{E}\left(\mathrm{t}_{0}\right)\right|}\right) \tag{2.3}
\end{equation*}
$$

with the momentum scale $\kappa=\sqrt{2 \mathrm{I}_{\mathrm{p}}}$ associated with the ionization potential $\mathrm{I}_{\mathrm{p}}$. Equation (2.3) is the exponential part of the Perelomov-Popov-Terent'ev (PPT) or Ammosov-Delone-Krainov (ADK) rate [165168]. In a long-range ionic potential with an asymptotic charge $Z$, a third parameter $\tilde{Z}=\frac{E_{0}}{I_{p}^{2}} Z$ should be considered which characterizes the relative importance of Coulomb effects in the ionization process. For $\tilde{Z}>1 / 4$, the external field strength is so large that the barrier is suppressed and an electron with initial energy $-I_{p}$ can classically escape [169].

Most of today's strong-field experiments are performed in the intermediate regime $\gamma \lesssim 1$ that can be viewed as nonadiabatic tunnel ionization. To a certain extent, the process can be treated as a first step of multiphoton absorption, promoting the initially-bound electron to a virtual intermediate state from which it is afterwards released by adiabatic tunneling [163, 164]. Hence, during nonadiabatic tunneling the energy as well as the position of the electron changes [170]. In this thesis, we will often start with the simple picture of adiabatic tunneling and afterwards include the leading-order nonadiabatic corrections.

### 2.1.1 The simple man's model

The physical understanding of ionization in the adiabatic or nonadiabatic tunneling regime is often greatly boosted by an interpretation in a sequence of two or three steps [7-10]. After the electron is freed in a nonclassical tunneling process (ionization step), it emerges in the continuum and it is further accelerated by the external electromagnetic field (acceleration step). If the frequency $\omega$ is sufficiently low, the electron motion can be treated classically. In this section, we restrict ourselves to the dipole approximation and discuss the most important nondipole modifications in Section 2.1.2. It is fruitful to first neglect the electron-ion interaction and study the classical dynamics induced solely by the external field, i.e., described by Newton's equation of motion

$$
\begin{equation*}
\ddot{\mathbf{r}}(\mathrm{t})=-\mathbf{E}(\mathrm{t}) . \tag{2.4}
\end{equation*}
$$

We first assume that the electron is born at some time $t_{0}$ with vanishing initial velocity $\mathbf{v}_{0}=\dot{\mathbf{r}}\left(\mathrm{t}_{0}\right)=0$. Hence, the time evolution of the velocity $\mathbf{v}(\mathrm{t})$ is given by

$$
\begin{equation*}
\dot{\mathbf{r}}(\mathrm{t})=\mathbf{v}(\mathrm{t})=\mathbf{A}(\mathrm{t})-\mathbf{A}\left(\mathrm{t}_{0}\right) \quad \text { with } \quad \mathbf{A}(\mathrm{t})=-\int_{-\infty}^{\mathrm{t}} \mathrm{~d} \mathrm{t}^{\prime} \mathbf{E}\left(\mathrm{t}^{\prime}\right) \tag{2.5}
\end{equation*}
$$

Here, we introduced the quantity A usually referred to as the vector potential. In a continuous wave (cw) field, the velocity can be split in a time-independent part describing the drift motion and a timedependent part describing the electron's quivering motion. The cycle-averaged kinetic energy of the quivering motion reads

$$
\begin{equation*}
\mathrm{U}_{\mathrm{p}}=\frac{1}{\mathrm{~T}_{\omega}} \int_{0}^{\mathrm{T}_{\omega}} \mathrm{dt} \frac{1}{2} \mathrm{~A}^{2}(\mathrm{t}) \tag{2.6}
\end{equation*}
$$

and it is called ponderomotive potential. In a strong field, the effective ionization potential is enhanced from $I_{p}$ to $I_{p}+U_{p}$ due the required quivering energy, resulting in a shift of the positions of the ATI peaks [171-173]. This shift only appears, if the electron stays in the focus of the radiation until the end of the pulse what is typically fulfilled for the subpicosecond pulses used in today's experiments.

In reality, laser pulses have to satisfy the conditions

$$
\begin{equation*}
\lim _{t \rightarrow \pm \infty} E(t)=0 \quad \text { and } \quad \lim _{t \rightarrow \pm \infty} \mathbf{A}(t)=0 \tag{2.7}
\end{equation*}
$$

If the electron does not leave the focus until the end of the pulse, its asymptotic final momentum reads

$$
\begin{equation*}
\mathbf{p}=-\mathbf{A}\left(\mathrm{t}_{0}\right) \tag{2.8}
\end{equation*}
$$

This important relation between time of ionization $t_{0}$ and photoelectron momentum $\mathbf{p}$ can be used to predict the overall shape of the photoelectron momentum distribution. For example in circularlypolarized light, one expects a distribution that is rotationally symmetric around the propagation direction of light with a maximum of the distribution in the polarization plane at $p_{\perp}=\left|\mathcal{A}\left(\mathrm{t}_{0}\right)\right|=A_{0}$. In
contrast, for linearly-polarized fields with $E(t)=E_{0} \cos (\omega t) \mathbf{e}_{x}$, the vector potential is given by

$$
\begin{equation*}
\mathbf{A}(\mathrm{t})=-\frac{E_{0}}{\omega} \sin (\omega t) \mathbf{e}_{x} . \tag{2.9}
\end{equation*}
$$

Thus, the distribution should be concentrated along the polarization axis with a maximal momentum $p_{x}^{\max }=E_{0} / \omega=A_{0}$ in polarization direction (corresponding to a maximal photoelectron energy of $\left.\left(p_{x}^{\max }\right)^{2} / 2=K_{0}=2 U_{p}\right)$. Here, we used the ponderomotive potential $U_{p}=\frac{\mathrm{E}_{0}^{2}}{4 \omega^{2}}$ for linearly-polarized fields. It turns out that a vanishing initial velocity $\mathbf{v}_{0}$ is a very strict assumption. Instead, a distribution of initial velocities analogous to Eq. (2.3) should be considered to describe more properly the momentum distributions in recollision-free strong-field ionization.


Figure 2.2: Classical simple man's trajectories (solid lines) that start in the half cycle centered around $t=0$ of the depicted electric field (black line). The red curves indicate trajectories that are released in a descending quarter cycle of the electric-field strength and that revisit the ionic core. In contrast, the blue curves show trajectories that depart in an ascending quarter cycle and that do not revisit the ionic core. The dashed dark-blue trajectory corresponds to ionization in another cycle of the field, but is otherwise equivalent to the solid dark-blue trajectory.

By integrating the velocity (2.5), the time-dependent position of the electron is obtained

$$
\begin{equation*}
\mathbf{r}(\mathrm{t})=\mathbf{r}_{0}-\mathbf{A}\left(\mathrm{t}_{0}\right)\left(\mathrm{t}-\mathrm{t}_{0}\right)+\boldsymbol{\alpha}\left(\mathrm{t}, \mathrm{t}_{0}\right), \tag{2.10}
\end{equation*}
$$

where we define the quiver amplitudes

$$
\begin{equation*}
\boldsymbol{\alpha}\left(\mathrm{t}, \mathrm{t}_{0}\right)=\int_{\mathrm{t}_{0}}^{\mathrm{t}} \mathrm{dt} \mathrm{t}^{\prime} \mathbf{A}\left(\mathrm{t}^{\prime}\right) \quad \text { and } \quad \alpha_{2}\left(\mathrm{t}, \mathrm{t}_{0}\right)=\int_{\mathrm{t}_{0}}^{\mathrm{t}} \mathrm{dt}^{\prime} \mathbf{A}^{2}\left(\mathrm{t}^{\prime}\right) \tag{2.11}
\end{equation*}
$$

Since the force due to the external field is independent of the position, we can simply choose the place of birth $\mathbf{r}_{0}=\mathbf{r}\left(\mathrm{t}_{0}\right)=0$. In the special case of linear polarization, the dynamics is restricted to the polarization axis

$$
\begin{equation*}
x(t)=\frac{E_{0}}{\omega} \sin \left(\omega t_{0}\right)\left(t-t_{0}\right)+\frac{E_{0}}{\omega^{2}}\left(\cos (\omega t)-\cos \left(\omega t_{0}\right)\right) . \tag{2.12}
\end{equation*}
$$

Hence, the drift motion of the photoelectron is modulated by the oscillatory quiver motion with an amplitude $E_{0} / \omega^{2}$. Figure 2.2 shows examples of trajectories for different ionization times $t_{0}$. Each final photoelectron momentum $p_{x}$ with $\left|p_{x}\right|<E_{0} / \omega$ is reached by two trajectories starting in one optical cycle of the field. If the electrons depart in an ascending quarter cycle of the electric-field strength (see the trajectories marked in blue), they do not revisit the ionic core. However, electrons that are released in a descending quarter cycle are driven back to the parent ion, i.e., there is a return time $t_{c}>t_{0}$ with $x\left(t_{c}\right)=x\left(t_{0}\right)=0$.

In a recollision step, the electron can undergo different processes: It can recombine with the parent ion resulting in high-harmonic generation [11, 12]. For high-harmonic generation, the return energy of the electron determines the frequency of the emitted radiation. Hence, the cutoff energy of the characteristic plateau structure in the HHG spectrum is related to the maximal return energy and is found to be $E_{\max }^{\mathrm{HHG}} \approx 3.17 \mathrm{U}_{p}+\mathrm{I}_{\mathrm{p}}[9,10]$. For all photon energies between $\mathrm{I}_{\mathrm{p}}$ and $\mathrm{E}_{\max }^{\mathrm{HHG}}$, there exist two trajectories per cycle of the laser field called the short and long (HHG) trajectories. Similarly, the electron can scatter
inelastically, leading to the emission of a second electron via nonsequential double ionization [13, 15]. In the case of an elastic collision, the magnitude of the electron velocity stays constant, but its direction is changed. The target-specific field-free differential cross section (DCS) represents the probability for scattering to a certain direction [36]. After the collision a second stage of acceleration by the field takes place, resulting in high final kinetic energies such that the process is called high-order above-threshold ionization (HATI). For backscattering, the highest energy is classically found to be $\mathrm{E}_{\max }^{\mathrm{HATI}} \approx 10.01 \mathrm{U}_{\mathrm{p}}$ [16, 17]. Trajectories starting very close to the time of peak electric-field strength (see the trajectory drawn as dark red line in Fig. 2.2), can revisit the parent ion multiple times. However, in general, the ability of a return to the ionic core depends strongly on the shape of the external field, e.g., when increasing the ellipticity towards circular polarization recollisions are suppressed.

### 2.1.2 Nondipole effects

Strong-field ionization is usually described in the electric dipole approximation, i.e., the magnetic field of the laser pulse is neglected and furthermore the incident electric field is assumed to be spatially homogeneous over the field-atom interaction region. Formally, electromagnetic plane-wave fields (2.1) can be represented in Coulomb gauge with $\nabla \cdot \mathbf{A}=0$ and $\rho=0$, where $\mathbf{A}$ and $\rho$ are the vector and scalar potential, respectively. We assume that the electronic system is centered around the origin $\mathbf{r}=0$. Mathematically, the electric dipole approximation is then realized by replacing the exact vector potential $\mathbf{A}(\mathbf{r}, \mathrm{t})$ by its value at the origin, i.e., by the purely time-dependent function $\mathbf{A}(\mathrm{t})=\mathbf{A}(\mathbf{0}, \mathrm{t})$. This has some important observable consequences. Here, we review for what parameters of the electromagnetic radiation the dipole approximation is expected to be accurate. To this end, following Refs. [144, 145], we consider the parameter space spanned by the frequency $\omega$ and the intensity I of the radiation (see Fig. 2.3).


Figure 2.3: (a) Illustration of the wavelength-intensity parameter space in strong-field physics. In the various regions, different approximations of an "exact" theory are possible, e.g., in the dipole oasis the electron dynamics can be accurately described by the nonrelativistic Schrödinger equation in the dipole approximation. The indicated boundaries are explained in the main text. Adapted from Refs. [144, 145]. (b) Examples of classical trajectories in the simple man's model starting at $t_{0}=T_{\omega} / 20$ with vanishing initial velocity for a linearly-polarized laser field with 1600 nm wavelength and a peak field strength of $E_{0}=0.1$ a.u. In contrast to the dipole approximation (black line), nondipole corrections (red line) result in a displacement of the electron and a velocity component in the light-propagation direction. Note the different scales in $x$-direction and $z$-direction.

A short-wavelength boundary of the dipole approximation is reached, if the wavelength $\lambda$ of the radiation is on the order of the length scale of the target [2]. Here, the spatial variation of the electric field can palpate the electronic structure and, thus, electric quadrupole transitions become important [174]. Hence, we estimate this short-wavelength boundary by $\lambda \approx 1$ a.u. It is of importance for single-photon ionization [150, 175, 176], but does not play a practical role in the strong-field ionization with visible or infrared fields.

On the other hand, the quantum electrodynamics defines a hard relativistic boundary. Nonperturbative phenomena of (quasi)-free electrons in electromagnetic fields such as pair annihilation or Compton
scattering become important, when the parameter $z_{f}=2 \mathrm{U}_{\mathrm{p}} / \mathrm{c}^{2} \approx 1[144,145]$. Then, the characteristic kinetic energy $2 U_{p}$ of an electron in the field is on the order of its rest energy $E=c^{2}$. This boundary is usually not reached by table-top laser sources in the mid-infrared range.

In the dipole approximation, there exists no radiation pressure. Or to phrase it differently, the light field cannot transfer any momentum to the center of mass of an electron-ion system. Thus, for an atom that was initially at rest, the momentum of the residual ion is equal to the negative photoelectron momentum. As a result, one of the most fundamental concepts in physics, the conservation of momentum in the total system of photons, electrons and ion would be violated. In reality, however, every portion of energy $\mathrm{E}_{\gamma}$ injected by the light field during the ionization process is accompanied by a transfer of linear momentum $p_{\gamma}=E_{\gamma} / c$ to the center of mass. If we assume that after tunneling the electron is accelerated by the laser field independently of the parent ion, then we expect that the electron receives the photon momentum associated with its gain in kinetic energy $K=\mathbf{p}^{2} / 2$. The typical drift momentum can be estimated as $p \approx A_{0} \approx E_{0} / \omega$. Thus, linear momentum of about $K_{0} / c=A_{0}^{2} /(2 c)$ should be transferred to the electron. The relative importance of this radiation-pressure effect can be quantified by the ratio of the transferred linear momentum to the drift momentum in the polarization plane, i.e., the ratio is given by $A_{0} /(2 c) .{ }^{1}$ In Figure 2.3(a), we use the condition $A_{0} / c=0.05$ to estimate the breakdown of the dipole approximation due to importance of radiation pressure. Interestingly, nondipole effects can be observed at significantly lower intensities compared to the hard relativistic boundary. For the popular Ti:sapphire laser systems with wavelengths of 800 nm , the radiation-pressure boundary is on the order of $5 \times 10^{15} \mathrm{~W} / \mathrm{cm}^{2}$, an intensity that is commonly accessible in modern laboratories. For the up-coming mid-infrared laser systems, this boundary will even be reached at much lower intensities.

To underpin the arguments, we study again the classical dynamics of an electron that is born with vanishing initial velocity $\mathbf{v}_{0}=0$ at the origin $\mathbf{r}_{0}=0$. Neglecting the Coulomb attraction but including the nondipole parts of the Lorentz force, Newton's equation reads

$$
\begin{equation*}
\ddot{\mathbf{r}}(\mathrm{t})=-\mathbf{E}\left(\mathrm{t}-\frac{z(\mathrm{t})}{\mathrm{c}}\right)-\dot{\mathbf{r}}(\mathrm{t}) \times \mathbf{B}\left(\mathrm{t}-\frac{z(\mathrm{t})}{\mathrm{c}}\right) . \tag{2.13}
\end{equation*}
$$

Here, both the electric field inhomogeneity and the magnetic field are considered. For the laser parameters under consideration, this equation can be solved perturbatively. To first order in $1 / \mathrm{c}$, nondipole effects modify only the motion in the light-propagation direction. The time evolution of the corresponding velocity component is given by

$$
\begin{equation*}
\dot{z}(\mathrm{t})=\frac{1}{\mathrm{c}}\left[\frac{\mathbf{A}^{2}(\mathrm{t})}{2}-\mathbf{A}\left(\mathrm{t}_{0}\right) \cdot \mathbf{A}(\mathrm{t})+\frac{\mathbf{A}^{2}\left(\mathrm{t}_{0}\right)}{2}\right] \tag{2.14}
\end{equation*}
$$

The first two terms represent an additional quivering motion induced by the nondipole part of the Lorentz force and vanish after the end of the laser pulse. In contrast, the last term determines the final momentum in the light-propagation direction after the end of the light pulse (see for example Ref. [177])

$$
\begin{equation*}
p_{z}=\frac{\mathbf{A}^{2}\left(\mathrm{t}_{0}\right)}{2 \mathrm{c}} \tag{2.15}
\end{equation*}
$$

In agreement with the radiation-pressure picture, the classical description of the electron dynamics in the electromagnetic field leads to a small momentum shift in forward direction. Importantly, in Chapter 8, we will show that this simple result needs to be revised, if nonzero initial velocities of the electrons are considered.

The position of the electron in the light-propagation direction is also modified by nondipole effects. The integration of the velocity (2.14) results in

$$
\begin{equation*}
z(\mathrm{t})=\frac{1}{\mathrm{c}}\left[\frac{1}{2} \alpha_{2}\left(\mathrm{t}, \mathrm{t}_{0}\right)-\mathbf{A}\left(\mathrm{t}_{0}\right) \cdot \boldsymbol{\alpha}\left(\mathrm{t}, \mathrm{t}_{0}\right)+\frac{1}{2} \mathbf{A}^{2}\left(\mathrm{t}_{0}\right)\left(\mathrm{t}-\mathrm{t}_{0}\right)\right] \tag{2.16}
\end{equation*}
$$

[^0]with $\alpha$ and $\alpha_{2}$ defined in Eq. (2.11). In contrast to the dipole approximation, the electron motion is not restricted to the polarization plane. A typical trajectory in a linearly-polarized field is shown in Fig. 2.3(b). The magnetic part of the Lorentz force induces a drift motion in the light-propagation direction with a position offset per optical cycle of the field given by $z_{\text {off }}=\pi \mathrm{E}_{0}^{2} /\left(2 \omega^{3} \mathrm{c}\right)$ for $\mathrm{t}_{0}=0$. For an electron starting with zero initial velocity, the displacement prevents an exact recollision and, thus, can influence the dynamics of recollision-based phenomena such as HHG, NSDI or HATI. The blue line in Fig. 2.3(a) shows the rough estimate of $z_{\text {off }}=1$ a.u. similar to Ref. [178].

### 2.2 The time-dependent Schrödinger equation

In the nonrelativistic regime, the time evolution of atomic or molecular systems under the influence of external electromagnetic fields follows the time-dependent Schrödinger equation (TDSE)

$$
\begin{equation*}
\mathrm{i} \frac{\partial}{\partial \mathrm{t}}|\psi(\mathrm{t})\rangle=\mathrm{H}(\mathrm{t})|\psi(\mathrm{t})\rangle \tag{2.17}
\end{equation*}
$$

Here, in principle, $|\psi(t)\rangle$ is the many-body state representing electronic and nuclear degrees of freedom. The Hamiltonian $\mathrm{H}(\mathrm{t})$ includes effects of the time-dependent external fields as well as the interaction of the different particles with each other. For most atomic and molecular targets, this quantum-mechanical system is still too complicated to be solved numerically. Thus, we apply the following common approximations: The nuclear motion is neglected, i.e., the relative distances between the nuclei are fixed. We are interested in single-ionization processes and, hence, consider only the time evolution of one of the electrons. In this single-active-electron (SAE) approximation, the electron moves in an effective potential $V(\mathbf{r})$, representing the interaction with the nuclei as well as an averaged interaction with the other electrons. The spin degree of freedom is also not considered. ${ }^{2}$

Despite these approximations, the theoretical treatment of nondipole effects and momentum transfer in strong-field ionization is still complicated. Strictly speaking, when considering nondipole corrections, the electron-ion two-particle system does not decouple into center-of-mass and relative motion. The remaining coupling terms scale with the ratio of the electron to the ionic core masses and, thus, are nonnegligible for exotic atoms [150, 185]. However, for common atoms and molecules, it is a very good approximation to identify the electron-ion relative coordinates with the laboratory-frame coordinates of the electron. Hence, in the following, we will only consider the relative motion represented by the positions $\mathbf{r}$ and momenta $\mathbf{p}$.

The central observables of this thesis are photoelectron momentum distributions (PMDs). Initially, at a time $t_{A}$, the electronic system is prepared in a state $\left|\psi_{0}\right\rangle$. Afterwards, a light pulse induces ionization, i.e., the electron evolves under the influence of the electromagnetic field as well as the binding potential $V(\mathbf{r})$. After the end of the light pulse at a time $t_{f}$, the created continuum electron wave packet spreads out and its motion is only governed by the field-free Hamiltonian $H_{0}=\mathrm{K}+\mathrm{V}(\mathbf{r})$ with $\mathrm{K}=\frac{1}{2} \hat{\mathbf{p}}^{2}$. The momenta $\mathbf{p}$ of the photoelectrons are measured experimentally at asymptotically large distances (compared to the microscopic length scales). In principle, the spreading electron waves need to be propagated till asymptotically large times $t \rightarrow \infty$. Hence, the quantum-mechanical photoelectron momentum distribution, i.e., the distribution of final asymptotic momenta $\mathbf{p}$, is formally given by

$$
\begin{equation*}
\left.w(\mathbf{p})=\lim _{\mathrm{t} \rightarrow \infty}\left|\langle\mathbf{p}| \mathrm{U}\left(\mathrm{t}, \mathrm{t}_{\mathrm{A}}\right)\right| \psi_{0}\right\rangle\left.\right|^{2} \tag{2.18}
\end{equation*}
$$

Here, $\mathrm{U}\left(\mathrm{t}, \mathrm{t}_{\mathrm{A}}\right)$ is the time-evolution operator and $|\mathbf{p}\rangle$ are plane waves with momentum $\mathbf{p}$. In practical simulations, the limit $t \rightarrow \infty$ can never be reached. However, the field-free evolution after $t_{f}$ can be

[^1]carried out efficiently by considering the spectral resolution of $\mathrm{H}_{0}$. The electron momentum distribution $w(\mathbf{p})=|M(\mathbf{p})|^{2}$ can be expressed by means of a probability amplitude
\[

$$
\begin{equation*}
M(\mathbf{p})=\left\langle\mathbf{p}^{(-)}\right| \mathrm{U}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}_{\mathrm{A}}\right)\left|\psi_{0}\right\rangle, \tag{2.19}
\end{equation*}
$$

\]

where we introduced the incoming stationary scattering states $\left|\mathbf{p}^{(-)}\right\rangle$with asymptotic momentum $\mathbf{p}$ (see Appendix A. 1 for an introduction to scattering theory).

### 2.2.1 Minimal-coupling Hamiltonian

Based on the minimal coupling principle the dynamics of the electron in the light field is governed by the following Hamiltonian

$$
\begin{equation*}
H(t)=\frac{1}{2}(\hat{\mathbf{p}}+\mathbf{A}(\mathbf{r}, \mathrm{t}))^{2}-\rho(\mathbf{r}, \mathrm{t})+\mathrm{V}(\mathbf{r}) . \tag{2.20}
\end{equation*}
$$

Although the corresponding TDSE is invariant under gauge transformations of the form

$$
\begin{equation*}
\mathbf{A}^{\prime}=\mathbf{A}+\nabla \chi, \quad \rho^{\prime}=\rho-\partial_{\mathrm{t}} \chi \quad \text { and } \quad\left|\psi^{\prime}\right\rangle=\exp (-\mathrm{i} \chi)|\psi\rangle \tag{2.21}
\end{equation*}
$$

with fields $\chi(\mathbf{r}, \mathrm{t})$, an appropriate choice of the gauge simplifies drastically the numerical solution of the TDSE and is important to construct approximate models. In this thesis, we consider effects beyond the electric dipole approximation. However, for the laser parameters under considerations, these effects are still small and can be treated as a perturbation. The vector potential of a plane-wave field (2.1) in Coulomb gauge $(\rho=0)$ can be expanded in $1 / c$ (see for example [186])

$$
\begin{equation*}
\mathbf{A}(\mathbf{r}, \mathrm{t})=\mathbf{A}\left(\mathrm{t}-\frac{z}{\mathrm{c}}\right)=\mathbf{A}(\mathrm{t})+\frac{z}{\mathrm{c}} \mathbf{E}(\mathrm{t})+\mathcal{O}\left(\frac{1}{\mathrm{c}^{2}}\right) \tag{2.22}
\end{equation*}
$$

with $\mathbf{E}(\mathrm{t})=-\partial_{\mathrm{t}} \mathbf{A}(\mathrm{t})$. The corresponding physical electric and magnetic fields are

$$
\begin{equation*}
\mathbf{E}(\mathbf{r}, \mathrm{t})=-\partial_{\mathrm{t}} \mathbf{A}(\mathbf{r}, \mathrm{t})=\mathbf{E}(\mathrm{t})-\frac{z}{\mathrm{c}} \dot{\mathbf{E}}(\mathrm{t})+\mathcal{O}\left(\frac{1}{\mathrm{c}^{2}}\right) \quad \text { and } \quad \mathbf{B}(\mathbf{r}, \mathrm{t})=\nabla \times \mathbf{A}(\mathbf{r}, \mathrm{t})=\frac{1}{\mathrm{c}} \mathbf{e}_{z} \times \mathbf{E}(\mathrm{t})+\mathcal{O}\left(\frac{1}{\mathrm{c}^{2}}\right) \tag{2.23}
\end{equation*}
$$

Using the expansion of the vector potential (2.22) and neglecting terms proportional to $1 / \mathrm{c}^{2}$ the Hamiltonian reads

$$
\begin{equation*}
\mathrm{H}(\mathrm{t})=\frac{1}{2}(\hat{\mathbf{p}}+\mathbf{A}(\mathrm{t}))^{2}+\frac{z}{\mathrm{c}}(\hat{\mathbf{p}}+\mathbf{A}(\mathrm{t})) \cdot \mathbf{E}(\mathrm{t})+\mathrm{V}(\mathbf{r})+\mathcal{O}\left(\frac{1}{\mathrm{c}^{2}}\right) . \tag{2.24}
\end{equation*}
$$

The theory covers the dynamics in electric quadrupole approximation, i.e., effects of the electric-field inhomogeneity are into account. However, to first order in $1 / c$, only a spatially homogeneous magnetic field is considered, i.e, the magnetic dipole approximation is used. We title this choice of the Hamiltonian as generalized velocity gauge. Since relativistic corrections to Eq. (2.24) are on the order of $1 / \mathrm{c}^{2}$, the description is consistent with the full relativistic Dirac theory to first order in $1 / \mathrm{c}$.

The dipole approximation enables to choose a gauge with vanishing vector potential by applying a gauge transformation with [2]

$$
\begin{equation*}
\chi_{\mathrm{L}}=-\mathbf{A}(\mathrm{t}) \cdot \mathbf{r} . \tag{2.25}
\end{equation*}
$$

When this transformation is used for the generalized velocity gauge (see Eq. (2.24)), the vector potential is still nonzero and, hence, a coupling between momenta and positions is still present

$$
\begin{equation*}
\mathrm{H}_{\mathrm{L}}(\mathrm{t})=\frac{1}{2} \hat{\mathbf{p}}^{2}+\left(\mathbf{r}+\frac{z}{\mathrm{c}} \hat{\mathbf{p}}\right) \cdot \mathbf{E}(\mathrm{t})+\mathrm{V}(\mathbf{r})+\mathcal{O}\left(\frac{1}{\mathrm{c}^{2}}\right) . \tag{2.26}
\end{equation*}
$$

This is expected, because a nonvanishing magnetic field always requires a spatially-inhomogeneous vector potential. We refer to the Hamiltonian (2.26) as generalized length gauge.

### 2.2.2 Unitary transformation to "natural gauge"

In the dipole approximation, a great advantage of the velocity gauge is that the canonical momenta $\mathbf{p}$ are classically conserved for a vanishing binding potential V. However, beyond the dipole approximation, it is impossible to find a gauge transformation (2.21) such that the resulting canonical momenta are conserved, i.e., there is always a coupling between position and momentum operators in the Hamiltonian. Luckily, we can overcome this problem by applying a more general unitary transformation $U=\exp \left(-i \chi_{U}\right)$ generated by a hermitian operator $\chi_{U}$. The idea was first worked out in Refs. [160, 187].

Inserting the transformed state $|\widetilde{\psi}\rangle=\mathrm{U}|\psi\rangle$ into the TDSE (2.17) and ensuring its form invariance, i.e., the transformed TDSE should be given by id $\partial_{t}|\widetilde{\psi}(t)\rangle=\widetilde{H}(t)|\widetilde{\psi}\rangle$, we can read off the transformed Hamiltonian

$$
\begin{equation*}
\widetilde{\mathrm{H}}(\mathrm{t})=\mathrm{UH}(\mathrm{t}) \mathrm{U}^{\dagger}+\frac{\partial}{\partial \mathrm{t}} \chi_{\mathrm{U}} . \tag{2.27}
\end{equation*}
$$

We use the generating operator

$$
\begin{equation*}
\chi_{\mathrm{U}}=\frac{z}{\mathrm{c}}\left(\hat{\mathbf{p}} \cdot \mathbf{A}(\mathrm{t})+\frac{1}{2} \mathbf{A}^{2}(\mathrm{t})\right) \tag{2.28}
\end{equation*}
$$

to transform the generalized velocity gauge (2.24). Importantly, the position and momentum operators do not commute. Hence, in addition to the modifications in the kinetic and the interaction terms, the transformation changes also the potential term. Using Hadamard's lemma we find the following transformed Hamiltonian

$$
\begin{equation*}
\widetilde{\mathrm{H}}(\mathrm{t})=\frac{1}{2}\left(\hat{\mathbf{p}}+\mathbf{A}(\mathrm{t})+\frac{\mathbf{e}_{z}}{\mathrm{c}}\left(\hat{\mathbf{p}} \cdot \mathbf{A}(\mathrm{t})+\frac{1}{2} \mathbf{A}^{2}(\mathrm{t})\right)\right)^{2}+\mathrm{V}\left(\mathbf{r}-\frac{z}{\mathrm{c}} \mathbf{A}(\mathrm{t})\right) . \tag{2.29}
\end{equation*}
$$

A time-dependent shear of the potential appears due to the position-dependent shift $\mathbf{s}(\mathrm{t})=z \mathbf{A}(\mathrm{t}) / \mathrm{c}$. Because of the first term in Eq. (2.28), the transformation is not a gauge transformation (2.21) in the usual sense. Nevertheless, we refer to the transformed system as "natural gauge". The separation of the Hamiltonian $\widetilde{H}$ in purely position- and momentum-dependent terms allows to apply the Fourier split-operator method [188] to solve numerically the TDSE (see Appendix A.2.2 for details).

### 2.2.3 Gordon-Volkov states

The solution of the potential-free TDSE, i.e., neglecting the potential $V$ and considering only the dynamics induced by an external electromagnetic field, is quite helpful for the development of approximate theories in strong-field physics. Here, the time evolution is governed by the so-called Volkov Hamiltonian that reads (to first order in $1 / \mathrm{c}$ )

$$
\mathrm{H}_{\mathrm{F}}(\mathrm{t})=\frac{1}{2} \hat{\mathbf{p}}^{2}+\mathrm{H}_{\mathrm{I}}(\mathrm{t})= \begin{cases}\frac{1}{2} \hat{\mathbf{p}}^{2}+\left(\mathbf{r}+\frac{z}{\mathrm{c}} \hat{\mathbf{p}}\right) \cdot \mathbf{E}(\mathrm{t}) & \text {, length gauge }  \tag{2.30}\\ \frac{1}{2}(\hat{\mathbf{p}}+\mathbf{A}(\mathrm{t}))^{2}+\frac{z}{c}(\hat{\mathbf{p}}+\mathbf{A}(\mathrm{t})) \cdot \mathbf{E}(\mathrm{t}) & \text {, velocity gauge } \\ \frac{1}{2}\left(\hat{\mathbf{p}}+\mathbf{A}(\mathrm{t})+\frac{\mathbf{e}_{z}}{\mathrm{c}}\left(\hat{\mathbf{p}} \cdot \mathbf{A}(\mathrm{t})+\frac{1}{2} \mathbf{A}^{2}(\mathrm{t})\right)\right)^{2} & , \text { natural gauge. }\end{cases}
$$

The corresponding solutions of the TDSE consist of plane-wave states $|\mathbf{w}\rangle$ and can be labeled by a vector $\mathbf{k}$ that is equal to the momentum before and after the end of the light pulse. We define an auxiliary vector by

$$
\begin{equation*}
\mathbf{v}(\mathbf{k}, \mathrm{t})=\mathbf{k}+\mathbf{A}(\mathrm{t})+\frac{\mathbf{e}_{z}}{\mathrm{c}}\left(\mathbf{k} \cdot \mathbf{A}(\mathrm{t})+\frac{1}{2} \mathbf{A}^{2}(\mathrm{t})\right) . \tag{2.31}
\end{equation*}
$$

For the three considered gauges, the Gordon-Volkov states are given by (see for example [186, 189])

$$
\left|\psi_{\mathbf{k}}^{\mathrm{F}}(\mathrm{t})\right\rangle=\exp \left(\mathrm{iS}_{\mathrm{F}}(\mathbf{k}, \mathrm{t})\right) \times \begin{cases}|\mathbf{v}(\mathbf{k}, \mathrm{t})\rangle & , \text { length gauge }  \tag{2.32}\\ |\mathbf{v}(\mathbf{k}, \mathrm{t})-\mathbf{A}(\mathrm{t})\rangle & , \text { velocity gauge } \\ |\mathbf{k}\rangle & , \text { natural gauge }\end{cases}
$$

Here, we introduced the action

$$
\begin{equation*}
S_{F}(\mathbf{k}, \mathrm{t})=\frac{1}{2} \int_{\mathrm{t}} \mathrm{~d} \zeta \mathbf{v}^{2}(\mathbf{k}, \zeta) \tag{2.33}
\end{equation*}
$$

As expected, the momenta $\mathbf{k}$ used as labels of the states are classically conserved in natural gauge. For the exact nonrelativistic Hamiltonian (2.20) with $V=0$, a procedure was recently established to construct the Volkov states in plane-wave fields [190]. These exact states and the approximate states of Eq. (2.32) agree to first order in $1 / c$.

At each time $t$, the Gordon-Volkov states form an orthogonal and complete basis system. Thus, the potential-free time-evolution operator $U_{F}$ that propagates an arbitrary state under the influence of an electromagnetic field can be written as

$$
\begin{equation*}
\mathrm{U}_{\mathrm{F}}\left(\mathrm{t}, \mathrm{t}^{\prime}\right)=\int \mathrm{d} \mathbf{k}\left|\psi_{\mathbf{k}}^{\mathrm{F}}(\mathrm{t})\right\rangle\left\langle\psi_{\mathbf{k}}^{\mathrm{F}}\left(\mathrm{t}^{\prime}\right)\right| . \tag{2.34}
\end{equation*}
$$

### 2.3 Strong-field approximation

The strong-field approximation (SFA) offers a simplified quantum-mechanical description of strongfield processes. The main idea is that the electron dynamics is governed by the electromagnetic field and is only weakly perturbed by the ionic potential. Already in 1964, Keldysh [106] developed the first approach that was later on further refined by Faisal [107] and Reiss [108]. Since then several formulations and extensions of the theory were provided that allow the description of various phenomena such as recollision-free strong-field ionization, laser-induced electron diffraction and high-harmonic generation. Here, we focus on the approximate evaluation of photoelectron momentum distributions beyond the electric dipole approximation. We assume that the electron is initially in an eigenstate with energy $-I_{p}$ of the field-free Hamiltonian $\mathrm{H}_{0}=\frac{\hat{\mathbf{p}}^{2}}{2}+\mathrm{V}(\mathbf{r})$. The field-free time evolution is then given by $\mathrm{U}_{0}\left(\mathrm{t}^{\prime}, \mathrm{t}_{\mathrm{A}}\right)\left|\psi_{0}\right\rangle=$ $e^{\mathrm{iI} \mathrm{p}_{\mathfrak{p}}\left(\mathrm{t}^{\prime}-\mathrm{t}_{\mathrm{A}}\right)}\left|\psi_{0}\right\rangle$.

To build the physical intuition of the two- and three-step models into a quantum-mechanical description, the full time-evolution operator $\mathrm{U}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}_{\mathrm{A}}\right)$ can be rewritten by means of a Dyson representation. Hence, the time-evolved final state is given by

$$
\begin{equation*}
\left|\psi\left(\mathrm{t}_{\mathrm{f}}\right)\right\rangle=\mathrm{u}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}_{\mathrm{A}}\right)\left|\psi_{0}\right\rangle=\mathrm{U}_{0}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}_{\mathrm{A}}\right)\left|\psi_{0}\right\rangle-\mathrm{i} \int_{\mathrm{t}_{\mathrm{A}}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{~d} \mathrm{t}^{\prime} \mathrm{U}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}^{\prime}\right) \mathrm{H}_{\mathrm{I}}\left(\mathrm{t}^{\prime}\right) \mathrm{u}_{0}\left(\mathrm{t}^{\prime}, \mathrm{t}_{\mathrm{A}}\right)\left|\psi_{0}\right\rangle . \tag{2.35}
\end{equation*}
$$

In the second term, the system evolves first in its initial state. At a time $t^{\prime}$, the application of the interaction operator $\mathrm{H}_{\mathrm{I}}\left(\mathrm{t}^{\prime}\right)$ acts like a "kick" and in the spirit of the two-step model the electron is born in the continuum [191]. The integral over $t^{\prime}$ represents the summation over all possible ionization times. If the external electromagnetic fields are strong, we can hope that the continuum motion of the electron is mainly governed by these fields. Hence, we use a second Dyson representation of the time-evolution operator

$$
\begin{equation*}
\mathrm{U}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}^{\prime}\right)=\mathrm{U}_{\mathrm{F}}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}^{\prime}\right)-\mathrm{i} \int_{\mathrm{t}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{dt} \mathrm{U}_{\mathrm{F}}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}\right) \mathrm{VU}\left(\mathrm{t}, \mathrm{t}^{\prime}\right) \tag{2.36}
\end{equation*}
$$

with the Volkov propagator $U_{F}$ of Eq. (2.34). Using Eqs. (2.35) and (2.36), the probability amplitude (2.19) has the following form

$$
\begin{equation*}
\mathrm{M}(\mathbf{p})=\left\langle\mathbf{p}^{(-)}\right| \mathrm{U}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}_{\mathrm{A}}\right)\left|\psi_{0}\right\rangle=\mathrm{M}_{\mathrm{D}}(\mathbf{p})+\mathrm{M}_{\mathrm{R}}(\mathbf{p}) \tag{2.37}
\end{equation*}
$$

with an amplitude for direct electrons

$$
\begin{equation*}
M_{D}(\mathbf{p})=-i \int_{t_{A}}^{t_{f}} d t^{\prime}\left\langle\mathbf{p}^{(-)}\right| \mathrm{U}_{\mathrm{F}}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}^{\prime}\right) \mathrm{H}_{\mathrm{I}}\left(\mathrm{t}^{\prime}\right) \mathrm{U}_{0}\left(\mathrm{t}^{\prime}, \mathrm{t}_{\mathrm{A}}\right)\left|\psi_{0}\right\rangle \tag{2.38}
\end{equation*}
$$

and an amplitude including rescattering

$$
\begin{equation*}
M_{\mathrm{R}}(\mathbf{p})=(-\mathrm{i})^{2} \int_{\mathrm{t}_{\mathrm{A}}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{dt} \mathrm{t}^{\prime} \int_{\mathrm{t}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{dt}\left\langle\mathbf{p}^{(-)}\right| \mathrm{U}_{\mathrm{F}}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}\right) \mathrm{VU}\left(\mathrm{t}, \mathrm{t}^{\prime}\right) \mathrm{H}_{\mathrm{I}}\left(\mathrm{t}^{\prime}\right) \mathrm{U}_{0}\left(\mathrm{t}^{\prime}, \mathrm{t}_{\mathrm{A}}\right)\left|\psi_{0}\right\rangle \tag{2.39}
\end{equation*}
$$

Up to this point, the derived expressions are exact. Due to the appearance of the full time-evolution operator U in Eq. (2.39) no simplification of the numerical calculations is yet achieved. In the remaining part of this section, we discuss usual approximations for both amplitudes.

## Direction ionization

In the usual strong-field approximation only the amplitude of Eq. (2.38) is considered and the exact scattering states $\left|\mathbf{p}^{(-)}\right\rangle$are approximated by plane-wave states $|\mathbf{p}\rangle$. Inserting the Volkov propagator (2.34) into Eq. (2.38), the KFR amplitude is obtained (for a nondipole version see for example [147, 190, 192])

$$
\begin{equation*}
M_{K F R}(\mathbf{p})=-i \int_{t_{A}}^{t_{f}} d t^{\prime} D\left(\mathbf{p}, \mathrm{t}^{\prime}\right) e^{i S_{S F A}\left(p, t^{\prime}\right)} \tag{2.40}
\end{equation*}
$$

with the generalized action of SFA

$$
\begin{equation*}
\mathrm{S}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}^{\prime}\right)=-\frac{1}{2} \int_{\mathrm{t}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{~d} \zeta \mathbf{v}^{2}(\mathbf{p}, \zeta)+\mathrm{I}_{\mathrm{p}}\left(\mathrm{t}^{\prime}-\mathrm{t}_{\mathrm{A}}\right) \tag{2.41}
\end{equation*}
$$

and the transition matrix element given by (to first order in $1 / \mathrm{c}$ )

$$
\mathrm{D}\left(\mathbf{p}, \mathrm{t}^{\prime}\right)= \begin{cases}\left\langle\mathbf{v}\left(\mathbf{p}, \mathrm{t}^{\prime}\right)\right|\left(\mathbf{r}+\frac{z}{c} \hat{\mathbf{p}}\right) \cdot \mathbf{E}\left(\mathrm{t}^{\prime}\right)\left|\psi_{0}\right\rangle & , \text { length gauge }  \tag{2.42}\\ \left\langle\mathbf{v}\left(\mathbf{p}, \mathrm{t}^{\prime}\right)-\mathbf{A}\left(\mathrm{t}^{\prime}\right)\right| \mathbf{A}\left(\mathrm{t}^{\prime}\right) \cdot \hat{\mathbf{p}}+\frac{\mathbf{A}^{2}\left(\mathrm{t}^{\prime}\right)}{2}+\frac{z}{c}\left(\hat{\mathbf{p}}+\mathbf{A}\left(\mathrm{t}^{\prime}\right)\right) \cdot \mathbf{E}\left(\mathrm{t}^{\prime}\right)\left|\psi_{0}\right\rangle & , \text { velocity gauge } \\ \langle\mathbf{p}|\left(1+\frac{\mathbf{p}_{z}}{\mathrm{c}}\right)\left(\mathbf{A}\left(\mathrm{t}^{\prime}\right) \cdot \hat{\mathbf{p}}+\frac{\mathbf{A}^{2}\left(\mathrm{t}^{\prime}\right)}{2}\right)\left|\psi_{0}\right\rangle & , \text { natural gauge. }\end{cases}
$$

In a physical interpretation, the "kicked" electron experiences only the influence of the light field during its continuum propagation such that the KFR amplitude describes direct ionization without rescattering.

In general, the strong-field approximation is not gauge invariant (see for example [193]). In length gauge, unlike the velocity gauge, the field-free initial state $\left|\psi_{0}\right\rangle$ is usually a good approximation of the dressed ground state in the presence of the light field. Hence, the length gauge results in a more accurate description for many strong-field phenomena [194-196], e.g., it reproduces well the PMDs for short-range potentials.

## Ionization including rescattering

The amplitude of Eq. (2.39) contains scattering of the electron in the potential. It can be again simplified by replacing the exact scattering states $\left|\mathbf{p}^{(-)}\right\rangle$by plane-wave states $|\mathbf{p}\rangle$ and the full propagator $U$ by the Volkov propagator $\mathrm{U}_{\mathrm{F}}$. The resulting improved SFA amplitude contains a single scattering event [18, 192, 197]

$$
\begin{equation*}
M_{1 B A}(\mathbf{p})=(-i)^{2} \int_{t_{A}}^{t_{f}} \mathrm{dt}^{\prime} \int_{\mathrm{t}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{dt}\langle\mathbf{p}| \mathrm{U}_{\mathrm{F}}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}\right) \mathrm{VU}_{\mathrm{F}}\left(\mathrm{t}, \mathrm{t}^{\prime}\right) \mathrm{H}_{\mathrm{I}}\left(\mathrm{t}^{\prime}\right) \mathrm{U}_{0}\left(\mathrm{t}^{\prime}, \mathrm{t}_{\mathrm{A}}\right)\left|\psi_{0}\right\rangle \tag{2.43}
\end{equation*}
$$

The physical interpretation is that after a first acceleration in the continuum, the electron scatters off the parent ion at a time $t$. The subsequent electron motion is again governed by the electromagnetic field. Thus, two integrals over the possible ionization times $t^{\prime}$ and scattering times $t$ appear. The laserassisted scattering process is treated in first Born approximation (1BA) such that the distortion of an incident plane wave caused by the potential is neglected. We will redress this issue in Section 9.4.

Two major problems appear: (i) For realistic long-range potentials, the integrals in Eq. (2.43) diverge. For example, for a Yukawa potential $V(r)=-Z / r \exp (-r / \sigma)$, the integrals converge only for small cutoff parameters $\sigma \leqslant 1$ [190]. (ii) Formally, higher-order rescattering processes can be included in the theory by the recursive use of the Dyson Equation (2.36) in Eq. (2.39). However, in general, the resulting Born series does not converge [198].

### 2.3.1 Saddle-point analysis and the appearance of quantum orbits

In the KFR amplitude of Eq. (2.40), the underlying physics is still veiled by the appearing time integral. In principle, for a given momentum $p$, the probability amplitude can be viewed as the coherent superposition of contributions from all different pathways labeled by the real-valued starting times $t^{\prime}$. A simplified analytical treatment of the integral is provided by the saddle-point approximation (SPA). In this approach, the physical signal at each momentum $\mathbf{p}$ is linked to a finite number of specific events.


Figure 2.4: Illustration of the steepest-descent method for the KFR amplitude (2.40) in a linearly-polarized field (momentum $\mathbf{p}=0$ ): (a) real part $\operatorname{Re}\left(S_{S F A}\right)$ of the action, (b) imaginary part $\operatorname{Im}\left(S_{S F A}\right)$ of the action and (c) absolute value of the integrand (in velocity gauge) shown as a function of complex time. The relevant stationary point is indicated as black dot and the dashed line marks the corresponding steepest-descent path, i.e., the path at constant phase $\operatorname{Re}\left(\mathrm{S}_{\mathrm{SFA}}\right)$.

The integrand in Eq. (2.40) is a product of a transition matrix element and an oscillating phase factor of the action (2.41). The time integral is well approximated in SPA, when the phase factor oscillates quickly as a function of the time $t^{\prime}$. In the literature, there is no definite agreement what physical conditions need to be fulfilled. It sounds reasonable that the SPA works well in the low-frequency limit, i.e, when the ponderomotive energy $U_{p}$ and the ionization potential $I_{p}$ are large compared to the photon energy $\omega$ [122]. Importantly, stationary points $\mathrm{t}_{\mathrm{s}}^{\prime}=\mathrm{t}_{\mathrm{r}}^{\prime}+\mathrm{it}_{i}^{\prime}$ of the action (2.41) are defined by the saddle-point equation

$$
\begin{equation*}
\dot{S}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)=\left.\frac{\partial}{\partial \mathrm{t}^{\prime}} \mathrm{S}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}^{\prime}\right)\right|_{\mathrm{t}^{\prime}=\mathrm{t}_{\mathrm{s}}^{\prime}}=0 . \tag{2.44}
\end{equation*}
$$

The solutions $t_{s}^{\prime}$ are in general complex. The probability amplitude (2.40) is then approximated as [199]

$$
\begin{equation*}
M_{\mathrm{KFR}}(\mathbf{p}) \approx-\mathrm{i} \sum_{\mathrm{t}_{\mathrm{s}}^{\prime}} \sqrt{\frac{2 \pi \mathrm{i}}{\ddot{\mathrm{~S}}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)}} \mathrm{D}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right) e^{\mathrm{i} \mathrm{~S}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)} \tag{2.45}
\end{equation*}
$$

Here, the sum enables the interference of a finite number of contributions linked to the saddle points.
Mathematically, the idea behind the SPA is to deform the integration path in Eq. (2.40) into the complex time plane [200]. For a single stationary point, a steepest-descent path is chosen such that (i) it goes through the saddle point, (ii) the real part of the phase $S_{\text {SFA }}$ is constant along the path and (iii) the imaginary part of the phase $S_{\text {SFA }}$ increases when moving away from the saddle point. ${ }^{3}$ The integral along the deformed path is dominated by the region around the saddle point (see the schematic illustration in Fig. 2.4). Hence, the integrand can be approximated by a Gaussian function and the integral can be evaluated analytically. If multiple well-separated saddle points appear, the total integration path is split in different sections that are each chosen as steepest-descent contour and, hence, the final amplitude is given by the sum in Eq. (2.45).

The applicability of SPA is based on two critical assumptions: (i) The integrand is holomorphic in the relevant complex-time region and (ii) the saddle points are well separated. However, in the favored length gauge, the transition matrix element (2.42) has a pole at $t_{s}^{\prime}$ and, hence, strictly speaking a generalized approximation is needed as derived in Refs. [194, 201]. On the other hand, for a given electric field, the number of saddle points reached by the steepest-descent contour can depend on the final momenta p. For example, in elliptical polarization, there are two relevant saddle points at low energies, but only a single point at high energies [202, 203]. At intermediate energies, where both points merge, the usual SPA breaks down. Here, it is not possible to consider the contributions of the two points separately and, thus, more advanced methods such as the uniform approximation are needed to obtain reliable results [204].
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Figure 2.5: Standard integration contour in the complex-valued time plane to calculate the action of Eq. (2.41).

The overall shape of the momentum distributions and the appearance of interference are often dominated by the exponential of the action in the probability amplitude (2.45). For holomorphic functions $\mathbf{A}(t)$, the integral in the action (2.41) does not dependent on the chosen integration contour. However, in the spirit of the two-step model, we can consider a standard contour consisting of two sections as depicted in Fig. 2.5. The leg from the complex-valued saddle point $t_{s}^{\prime}=t_{r}^{\prime}+i t_{i}^{\prime}$ down to the real axis is usually identified with the under-the-barrier motion. It determines fully the ionization probability and, thus, the shape of the electron wave packet. The second leg along the real axis from $\operatorname{Re}\left(t_{s}^{\prime}\right)=t_{r}^{\prime}$ to the final time $t_{f}$ can be interpreted as continuum propagating after liberation at time $t_{r}^{\prime}$. Here, the electron picks up some additional phase, i.e., the real part of the action changes, which influences decisively the interference patterns.

In semiclassical theory, trajectories are introduced for a descriptive analysis of the classical action. Inspired by this concept, "quantum orbits" can be defined to evaluate the complex-valued action in SFA [110]. To this end, we solve Newton's equation in complex time. At each time $t$ along the integration path, the velocity is given by $\mathbf{v}(\mathrm{t})=\mathbf{p}+\mathbf{A}(\mathrm{t})$ in the dipole approximation. Formally, its integration results also in a complex-valued position

$$
\begin{equation*}
\mathbf{r}(\mathrm{t})=\int_{\mathrm{t}_{\mathrm{s}}^{\prime}}^{\mathrm{t}} \mathrm{~d} \tau[\mathbf{p}+\mathbf{A}(\tau)] \tag{2.46}
\end{equation*}
$$

The real parts of these orbits are frequently considered for an intuitive explanation of strong-field phenomena. In particular, the nonzero position $\operatorname{Re}\left(\mathbf{r}\left(\mathrm{t}_{r}^{\prime}\right)\right)$ at the liberation time $\mathrm{t}_{r}^{\prime}$ is often interpreted as the SFA tunnel-exit position. However, as the SFA action does not explicitly depend on a real-valued orbit's position, this interpretation should be viewed with caution [205-207].

### 2.4 Semiclassical two-step model

As motivated in Section 2.3, effects of the ionic potential can be included in the SFA by means of a Born expansion. In such a description, the electron follows potential-free paths in between two scattering events and, hence, only hard-scattering phenomena are considered properly. ${ }^{4}$ In contrast, even for recollision-free ionization, a long-range Coulomb potential leads to a deflection of the outgoing electrons [55]. Furthermore, in linear polarization, "soft" Coulomb effects can change the topology of the orbits and, hence, are crucial for the real physical dynamics [208]. To include such observations explicitly in the theoretical description, it is advantageous to split the ionization process into a release step and a propagation step. In the large class of "semiclassical models", the propagation step is then described using classical trajectories that are governed by the electromagnetic field and the electron-ion

[^3]interaction. Here, we briefly discuss the main ideas of these models by the example of the semiclassical two-step (SCTS) model [122]. A comparison of different approaches can be found in Ref. [208].

In the first step, electrons are released by laser-induced tunnel ionization at each time $t_{0}$. This nonclassical process leads to a freed electron wave packet that is represented by a classical phase-space distribution. For adiabatic tunneling $(\gamma \rightarrow 0)$, the initial velocities $\mathbf{v}_{0}$ of the electrons have to be perpendicular to the instantaneous electric field $\mathbf{E}\left(\mathrm{t}_{0}\right)[106,209,210]$

$$
\begin{equation*}
\mathbf{v}_{0} \cdot \mathbf{E}\left(\mathrm{t}_{0}\right)=0 \tag{2.47}
\end{equation*}
$$

The initial probability distribution $w_{\text {ini }}\left(t_{0}, v_{0, \perp}, v_{0, z}\right)$ can be parameterized by the ionization time $t_{0}$, a velocity component $v_{0, \perp}$ in the polarization plane and a velocity component $v_{0, z}$ in the light-propagation direction. A possible choice for $w_{\mathrm{ini}}$ is, for example, the ADK rate (2.3). An initial position $\mathbf{r}_{0}$ is chosen for each set of coordinates ( $\mathrm{t}_{0}, v_{0, \perp}, v_{0, z}$ ). In the original SCTS implementation, tunnel-exit positions from the tunnel ionization in parabolic coordinates with induced dipole and Stark shift (TIPIS) model were used [54, 122]. This relies on the separation of the time-independent Schrödinger equation for a Coulomb potential $\mathrm{V}(\mathrm{r})=-\mathrm{Z} / \mathrm{r}$ under the influence of a (weak) static electric field $\mathbf{E}$ in parabolic coordinates. The exit position is then determined by the intersection of the field-dressed potential surface with the bound-state energy $[54,122,211]$

$$
\begin{equation*}
\mathbf{r}_{0}=-\frac{\mathrm{I}_{\mathrm{p}}+\sqrt{\mathrm{I}_{\mathfrak{p}}^{2}-4 \beta \mathrm{E}}}{2 \mathrm{E}} \hat{\mathbf{E}} \tag{2.48}
\end{equation*}
$$

Here, we introduced the separation constants $\beta=\mathrm{Z}-\sqrt{2 \mathrm{I}_{\mathfrak{p}}} / 2$ in 3 D and $\beta=\mathrm{Z}-\sqrt{2 \mathrm{I}_{\mathfrak{p}}} / 4$ in 2D.
In the second step, the electron is described classically. In the dipole approximation, the trajectory $\mathbf{r}_{\mathrm{cl}}(\mathrm{t})$ is governed by the following Newton's equation of motion (EOM)

$$
\begin{equation*}
\ddot{\mathbf{r}}_{\mathrm{cl}}(\mathrm{t})=-\mathbf{E}(\mathrm{t})-\nabla \mathrm{V}\left(\mathbf{r}_{\mathrm{cl}}(\mathrm{t})\right), \quad \mathbf{r}_{\mathrm{cl}}\left(\mathrm{t}_{0}\right)=\mathbf{r}_{0}, \quad \dot{\mathbf{r}}_{\mathrm{cl}}\left(\mathrm{t}_{0}\right)=\mathbf{v}_{0} \tag{2.49}
\end{equation*}
$$

For late final times $\mathrm{t}_{\mathrm{f}}$ after the end of the light pulse, the velocity $\dot{\mathbf{r}}_{\mathrm{cl}}\left(\mathrm{t}_{\mathrm{f}}\right)$ approaches some final asymptotic momentum p. A key ingredient of semiclassical models is a phase associated with each trajectory. In the SCTS model, the phase is basically given by the exponential part of the semiclassical propagator

$$
\begin{equation*}
\mathrm{S}_{\mathrm{SCTS}}\left(\mathrm{t}_{0}, \mathbf{v}_{0}\right)=-\mathbf{v}_{0} \cdot \mathbf{r}_{0}+\mathrm{I}_{\mathrm{p}}\left(\mathrm{t}_{0}-\mathrm{t}_{\mathrm{A}}\right)-\int_{\mathrm{t}_{0}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{dt}\left[\frac{1}{2} \dot{\mathbf{r}}_{\mathrm{cl}}^{2}(\mathrm{t})+\mathrm{V}\left(\mathbf{r}_{\mathrm{cl}}(\mathrm{t})\right)-\mathbf{r}_{\mathrm{cl}}(\mathrm{t}) \cdot \nabla \mathrm{V}\left(\mathbf{r}_{\mathrm{cl}}(\mathrm{t})\right)\right] . \tag{2.50}
\end{equation*}
$$

To calculate electron momentum distributions, there are basically two roads. One can solve the socalled inversion problem, i.e., find all initial conditions ( $\mathrm{t}_{0}, \mathbf{v}_{0}$ ) that are mapped by the classical motion to a given final momentum $\mathbf{p}$. The solution of the inversion problem is in general a quite difficult task and we will study this approach further in Chapter 3. Alternatively, one uses the "shooting method" as introduced in Ref. [118]. Then, the classical ensemble is represented by a swarm of trajectories obtained by randomly sampling the initial conditions $\left(t_{0}, \mathbf{v}_{0}\right)$. Afterwards, the momentum distribution is then calculated by binning. For a given momentum $\mathbf{p}$, we consider all $n_{p}$ trajectories with final momenta in the vicinity of $p$, i.e., we determine all trajectories that end up in the bin $\left[p_{i}+\Delta p, p_{i}+\Delta p\right](i=x, y, z)$. If the interference of different branches is neglected, the probability distribution of a classical-trajectory Monte Carlo (CTMC) simulation is given by

$$
\begin{equation*}
w(\mathbf{p}) \approx \sum_{j=1}^{\mathrm{n}_{\mathrm{p}}} w_{\mathrm{ini}}\left(\mathrm{t}_{0}^{\mathrm{j}}, \mathbf{v}_{0}^{\mathrm{j}}\right) . \tag{2.51}
\end{equation*}
$$

To consider interference, this formula was modified to include the phases associated with the trajectories

$$
\begin{equation*}
w(\mathbf{p}) \approx\left|\sum_{j=1}^{n_{p}} \sqrt{w_{\text {ini }}\left(\mathrm{t}_{0}^{\mathrm{j}}, \mathbf{v}_{0}^{j}\right)} \exp \left(\mathrm{iS}_{\mathrm{SCTS}}\left(\mathrm{t}_{0}^{\mathrm{j}}, \mathbf{v}_{0}^{\mathrm{j}}\right)\right)\right|^{2} \tag{2.52}
\end{equation*}
$$

Even though this approximation works qualitatively well, we will treat in Chapter 3 the preexponential part of the semiclassical propagator more faithful and investigate the quantitative differences.

The introduced SCTS model neglects nonadiabatic effects and also to a certain extent sub-barrier Coulomb effects. To cure these deficits, different initial conditions of the classical trajectories, modified initial probability distributions as well as more advanced implementations of the semiclassical propagator can be used. This variety results in a plethora of different trajectory-based models.

### 2.5 Analytical R-matrix theory

Semiclassical models are usually based on many physically-motivated ad-hoc assumptions. In contrast, the analytical R-matrix theory is a systematic approach to include the effects of long-range Coulomb potentials and nonadiabaticity on photoelectron momentum distributions. The price, however, is that the theory includes the binding potential V only as a first-order correction to the SFA action. ARM theory was originally developed for linear polarization in Ref. [113]. Later, it was extended to close-to-circularly-polarized fields [114, 212, 213]. The main idea is to split the position space into two regions separated by a spherical boundary of radius a. For the splitting, a Bloch operator is defined as

$$
\begin{equation*}
\mathrm{L}(\mathrm{a})=\delta(\mathrm{r}-\mathrm{a})\left(\frac{\partial}{\partial r}+\frac{1-\mathrm{b}}{\mathrm{r}}\right) \tag{2.53}
\end{equation*}
$$

with an arbitrary constant $b$. The probability amplitude can be written as an integral over the matching sphere

$$
\begin{equation*}
\left.M(\mathbf{p})=-i \int_{t_{A}}^{t_{f}} d t^{\prime} \int d r \quad \mathbf{p}\left|\mathrm{U}_{\text {out }}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}^{\prime}\right)\right| \mathbf{r}\right\rangle \mathrm{L}(\mathrm{a}) \psi\left(\mathbf{r}, \mathrm{t}^{\prime}\right) \tag{2.54}
\end{equation*}
$$

Here, the time-evolution operator $U_{\text {out }}$ satisfies the homogeneous Schrödinger equation $i \partial_{t} U_{\text {out }}\left(t, t^{\prime}\right)=$ $H_{\text {out }}(t) \mathrm{U}_{\text {out }}\left(\mathrm{t}, \mathrm{t}^{\prime}\right)$ with the Hamiltonian $\mathrm{H}_{\text {out }}(\mathrm{t})=\mathrm{H}(\mathrm{t})-\mathrm{L}(\mathrm{a})$. When the boundary radius is chosen within the tunneling barrier with $1 / \kappa \ll a \ll I_{p} / E_{0}$, then different approximations for the dynamics in inner and outer space can be used. In the outer region, an eikonal-Volkov approximation of the propagator in length gauge is applied [214,215]

$$
\begin{equation*}
\langle\mathbf{p}| \mathrm{U}_{\text {out }}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}^{\prime}\right)|\mathbf{r}\rangle \approx \frac{1}{(2 \pi)^{3 / 2}} \mathrm{e}^{-\mathrm{i}\left(\mathbf{p}+\mathbf{A}\left(\mathrm{t}^{\prime}\right)\right) \cdot \mathbf{r}} e^{-\frac{i}{2} \int_{t^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{~d} \tau(\mathbf{p}+\mathbf{A}(\tau))^{2}} e^{-\mathrm{i} \int_{t^{\prime}}^{\mathrm{t}} f \mathrm{~d} \tau\left(\mathbf{r}+\mathbf{r}_{\mathrm{L}}\left(\tau ; \mathbf{p}, \mathrm{t}^{\prime}\right)\right)} \tag{2.55}
\end{equation*}
$$

The potential-free trajectory of the light-driven electron reads

$$
\begin{equation*}
\mathbf{r}_{\mathrm{L}}\left(\tau ; \mathbf{p}, \mathrm{t}^{\prime}\right)=\int_{\mathrm{t}^{\prime}}^{\tau} \mathrm{d} \mathrm{t}^{\prime \prime}\left(\mathbf{p}+\mathbf{A}\left(\mathrm{t}^{\prime \prime}\right)\right) \tag{2.56}
\end{equation*}
$$

In the inner region, the electric field is neglected. Hence, the time-dependent wave function $\psi\left(\mathbf{r}, \mathrm{t}^{\prime}\right)$ is approximated by the field-free bound-state evolution, given by $e^{i I_{p}\left(t^{\prime}-t_{A}\right)} \psi_{0}(\mathbf{r})$. We restrict ourselves to atoms and only consider initial states with zero angular momentum. In an asymptotically Coulomblike potential, i.e., $V(r) \simeq-Z / r$ for large $r$, the bound states at large $r$ satisfy $\psi_{0}(\mathbf{r}) \propto C(\kappa r)^{Z / \kappa-1} e^{-\kappa r}$ with some constant $C$. These approximations lead to an expression for the probability amplitude of the following form

$$
\begin{equation*}
M(\mathbf{p}) \approx \frac{\mathrm{i} \kappa}{(2 \pi)^{3 / 2}} \int_{\mathrm{t}_{\mathrm{A}}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{dt} \mathrm{t}^{\prime} \int \mathrm{d} \mathbf{r} \delta(\mathrm{r}-\mathrm{a}) e^{\mathrm{i} \tilde{S}_{A R M}\left(\mathbf{p}, \mathrm{t}_{\mathrm{f}}, \mathbf{r}, \mathrm{t}^{\prime}\right)}\left(\mathrm{C}(\kappa r)^{\mathrm{Z} / \kappa-1} \mathrm{e}^{-\kappa r}\right) \tag{2.57}
\end{equation*}
$$

with an action phase $\tilde{S}_{\text {ARM }}$. Usually, the integrals are tackled by using a saddle-point approximation. For a consistent description to first order in the potential $V$, the corrections of the saddle-point times due to the potential can be neglected. Firstly, the saddle points $t_{a}^{\prime}$ are still functions of the boundary radius a. However, luckily, the dependence of the action and of the initial state on the boundary radius a approximately compensate each other. As a result, the probability amplitude is approximately independent of $a$.

For an explicitly a independent result, a matching procedure is considered as described in Refs. [113, 114]. The probability amplitude can be written in the following form [206, 212, 213]

$$
\begin{equation*}
M_{\mathrm{ARM}}(\mathbf{p})=\mathrm{R}\left(\mathbf{p}, \mathrm{t}_{s}^{\prime}\right) e^{\mathrm{i} \mathrm{~S}_{\mathrm{ARM}}\left(\mathbf{p}, \mathrm{t}_{s}^{\prime}\right)} \tag{2.58}
\end{equation*}
$$

with an atomic form factor $R\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)$ and the ARM action

$$
\begin{equation*}
\mathrm{S}_{\mathrm{ARM}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)=\mathrm{S}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)+\mathrm{S}_{\mathrm{C}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right) \tag{2.59}
\end{equation*}
$$

The shape of the momentum distribution is usually dominated by this complex-valued action, where in addition to the SFA term a Coulomb-correction appears. The correction is simply obtained by integration of the potential $V$ along the potential-free trajectory (2.56)

$$
\begin{equation*}
S_{C}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)=-\int_{\mathrm{t}_{-}^{\prime}-\mathrm{i}^{-}-2}^{\mathrm{t}_{\mathrm{f}}} \mathrm{~d} \tau \mathrm{~V}\left(\mathbf{r}_{\mathrm{L}}\left(\tau ; \mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)\right) \tag{2.60}
\end{equation*}
$$

Here, the lower integration boundary $t_{k}^{\prime}=t_{s}^{\prime}-\mathrm{i}^{-2}$ is related to the boundary matching for a Coulomb potential. As, for example, in Ref. [212], we only consider ionization from spherically-symmetric ground states in this work and, hence, neglect the preexponential factor $R\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)$ in Eq. (2.58).

## Chapter 3

## Gouy's Phase Anomaly in Electron Waves Produced by Strong-Field Ionization

### 3.1 Introduction

When an electromagnetic wave passes through a focus, its phase is shifted by $\pi$ with respect to the evolution of a plane wave. More than 100 years ago, this astonishing effect was already observed by Gouy [80]. With the advances in optical technologies, important consequences were found, e.g., for the trapping force in optical tweezers [216], in applications based on single-cycle terahertz waveforms [217] or few-cycle laser pules [218] and for phase matching in the production of attosecond pulses [219]. Analogous phenomena were also explored in other types of waves such as acoustic waves [220], standing microwaves [221] and phonon-polariton wave packets [222]. Due to the particle-wave duality, experiments were proposed and conducted for measuring the Gouy phase anomaly in matter waves such as coherent beams of Rydberg atoms [223], Laguerre-Gaussian beams in transmission electron microscopes [224] and astigmatic electron waves [225].

In strong-field ionization of atoms or small molecules, continuum electron wave packets are formed by (nonadiabatic) tunnel ionization. Afterwards, their motion is governed by the electromagnetic field in presence of the attraction of the parent ion. In linear polarization, a part of the created wave packet is driven back to the parent ion where it scatters. In full dimensionality (3D) and for long-range potentials, the scattering electron waves pass through focal points similar to the focusing of a light wave by a lens. This so-called Coulomb focusing [77] is reflected as an enhancement of the yield in photoelectron momentum distributions [78, 79]. However, analogous to Gouy phase shift in optical waves, we will show that the scattered wave packet acquires also a $\pi / 2$ phase shift while passing through focal points. Importantly, the situation need to be considered in 3D as in reduced dimensionality (2D) Coulomb focusing is absent. This phenomenon is not restricted to linear polarization, but occurs also in other waveforms that give rise to rescattering.

Even though a rigorous derivation of the focal-point phase shift is nontrivial, several illustrative explanations were given (see for example Refs. [226-228]). In an intuitive trajectory-based description, the focal-point properties are not fully determined by the selected trajectory itself, but also by the evolution of its local environment [229]. The environment can be represented as a bunch of "neighboring" trajectories or, more mathematically, as a small oriented volume element [229-231]. When the wave packet passes through a focal point, the spatial extension of the bunch of trajectories and the oriented volume go through zero. After the focus, the orientation of the volume element is inverted in the direction where the spatial extension crosses zero. In the semiclassical theory, the wave amplitudes are inversely proportional to the square root of the oriented volume. Hence, a sign change of the volume induces a
phase jump of $\pm \pi / 2$. Similar to a cylindrical lens [232], Coulomb focusing in strong-field ionization acts only in one degree of freedom, it causes a bare phase shift of $\pi / 2$. In contrast, in the common focusing of an optical Gaussian beam, a two-dimensional manifold of optical rays is deflected to one point, i.e., the beam is focused in two degrees of freedom. Hence, the well-known optical Gouy phase of $\pi$ appears.

The absolute phase of a quantum-mechanical wave function cannot be measured in experiments. However, by considering interference structure in the photoelectron momentum distributions, relative phases of the interfering wave packets can be retrieved from the fringe positions. In this case, the emerging PMD may be viewed as a "phasometer". For linear polarization, different parts of the released electron wave packets are always deflected to the same final momenta and, thus, rich interference patterns appear. For a cw field, wave packets are born in every cycle of the field, leading to intercycle interference that is reflected as ATI rings in the PMD. Even in recollsion-free ionization, contributions that are released at different times of birth within one optical cycle are mapped to the same final momentum and, thus, create intracycle interference pattern [71-73, 76, 233]. Scattering off the parent ion induces additional "holographic patterns" with spider-like [74, 234, 235], fork-like [236], fishbone-like [28, 30] or spiral-like interference structures [79, 237].

To reveal the physical origin of the holographic patterns, the concept of conventional holography [238] was transferred to strong-field ionization. A "reference" wave is formed by a part of the released wave packet with large transverse initial velocities [28,239]. A "signal" wave is formed by another part of the wave packet with small initial velocities that is driven back to the parent ion, where it scatters [28, 239]. The interference of the signal (scattered) and reference (nonscattered) waves creates a hologram with finger- or spider-like interference fringes. Today, a more general class of structures resulting from the interference between trajectories undergoing different types of rescattering is often referred to as holographic patterns [208]. The holograms encode spatial and temporal information about the atomic or molecular structure and dynamics on the subfemtosecond time scale. Thus, photoelectron holography was successfully used to probe the continuum electron phase in molecular ionization [29,240], the parity of atomic and molecular orbitals [241] or momentum offsets at the tunnel exit [242]. Other achievements were the observations of nuclear motion and electronic valence-shell dynamics in molecules [30-32].

Photoelectron holography provides an ideal setting to observe Gouy's phase anomaly in electron waves. The scattered signal wave experiences a phase shift of the fundamental value of $\pi / 2$ due to Coulomb focusing and the nonscattered wave automatically acts as a Gouy-phase-free reference. In agreement with this prediction, we can already note that PMDs obtained by numerical solution of the TDSE in full dimensionality (3D) reproduce well with experimental data [74, 234]. In contrast, in reduced dimensionality (2D) where Coulomb focusing is absent, simulated PMDs show different fringe positions as well as emission strengths and do not quantitatively agree the experimental findings [29]. In this chapter, we will demonstrate that these differences are indeed related to Gouy's phase anomaly in electron waves.

In order to decode photoelectron holograms, several attempts were undertaken to model PMDs by means of classical trajectories. In the simplest approach, an action phase is added to the simple man's model of Section 2.1.1. The influence of the ionic potential is then only included as a hard scattering event and Coulomb-free orbits are employed during the propagation in the continuum [28, 35, 239]. This simple man's model can be seen as a SFA-based description where the reference wave is modeled by the direct SFA (2.40) and the signal wave is represented by the improved SFA (2.43). However, such a perturbative inclusion of the ionic potential by means of a Born series results in holographic patterns that significantly differ from ab-initio simulations for long-range potentials and from experimental measurements. For a realistic modeling, the distortion of the electron trajectories by the long-range Coulomb attraction is essential. As a consequence, the distinction between direct and rescattered trajectories becomes blurred in long-range potentials and the topology of trajectories can be changed. To reproduce the interference pattern, several attempts based on classical Newtonian trajectories were made, e.g., trajectory-based Coulomb-corrected strong-field approximation (TCSFA) [116-119], the quantumtrajectory Monte Carlo (QTMC) model [120], the Coulomb quantum orbit strong-field approximation (CQSFA) [121], or the semiclassical two-step (SCTS) model [122]. All have in common that they assign
a certain phase to each classical trajectory and add coherently the contributions leading to a given final momentum (see also Section 2.4 for an introduction).

Qualitatively, the various types of interference structures for linear polarization are well reproduced by this zoo of semiclassical models. However, almost all models assume that a slice through the 3D dynamics is equal to the corresponding 2D dynamics. Hence, these approaches do not allow to model quantitatively the fringe position of the holographic pattern in 3D and to predict the correct relative weights of various kinds of trajectories. Putting aside the question of dimensionality, the Coulomb potential is only considered in first-order perturbation theory in the semiclassical phase in the TCSFA and QTMC models so that the number of fingers in the spider-like and the number of blades in the fan-like interference structures are not correctly reflected [122]. In contrast, the phases of the SCTS and CQSFA approaches are based on a semiclassical approximation of the time-dependent propagator formulated as Feynman's path integral. They include the Coulomb potential beyond perturbation theory. This approach is promising, because it leads to the correct number of interference fringes [72, 73, 121, 122, 243]. For photoelectrons with low transverse final momenta, the semiclassical trajectory-based description breaks down. The central maximum of the interference pattern was recently modeled by considering a glory-rescattering process [158, 244, 245]. However, since this approach does not take the interference between different types of trajectories into account, this glory model is unable to predict the full holographic pattern.

Even many years after the first measurement and first numerical calculation of interferences in strong-field photoelectron distributions, there is a puzzling discrepancy between observation and previous trajectory-based modeling. In this chapter, we resolve the existing discrepancy and explain quantitatively the interference structures in the PMDs by refining the semiclassical description. The prefactor of the exponentiated action [246, 247] is the missing piece that was not considered in detail in previous models for strong-field ionization. Its phase, known as Maslov phase, is related to Gouy's phase anomaly and influences the interference structures. Its modulus affects the relative weights of various trajectories. Here, we give a recipe how to analyze the focal-point structure of the system and determine the corresponding phase jumps. Using the rotational symmetry in linearly-polarized fields, we formulate a simple rule how to evaluate the modulus and the phase in 3D compared to 2D. In addition, we find that there exist observable Maslov phases already in the 2D situation. As a first step towards more complex systems, we show that Gouy's phase anomaly is also present in interference pattern created by bicircular fields consisting of two counter-rotating circularly-polarized fields. The analysis and classification of the semiclassical trajectories is carried out by means of a method that combines the shooting method $[74,118]$ with a clustering algorithm to determine all initial momenta that are classically mapped to a given final momentum (inversion problem).

Many results of this chapter are published in Ref. [248].

### 3.2 Anatomy of momentum distributions for linear polarization

### 3.2.1 Computational details

To calculate photoelectron momentum distributions in the dipole approximation, we solve numerically the TDSE in the single-active-electron approximation. The linearly-polarized laser pulse is represented by a vector potential of the form

$$
\begin{equation*}
\mathbf{A}(\mathrm{t})=-\frac{\mathrm{E}_{0}}{\omega} \sin \left(\omega \mathrm{t}-\phi_{\mathrm{CEP}}\right) \cos ^{2}\left(\frac{\omega \mathrm{t}}{2 n_{\mathrm{p}}}\right) \mathbf{e}_{x} \tag{3.1}
\end{equation*}
$$

where $\omega$ is the central frequency of the field. ${ }^{1}$ Mostly, we restrict ourselves to very short two-cycle pulses $\left(n_{p}=2\right)$ with a fixed carrier-envelope phase $\phi_{C E P}=0$ and an electric-field strength $E_{0}=0.107$ a.u. corresponding to an intensity of $4 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. For 3D calculations, we use a Tong-Lin potential

[^4]for helium (see Section A.2.3). For 2D calculations, this potential is softened by replacing the radius $r$ by $\sqrt{r^{2}+\alpha}$ and tuning $\alpha$ to 0.1962 such that the 1 s state provides still the correct ionization potential $\mathrm{I}_{\mathrm{p}} \approx 0.904$ a.u. of helium.

In 3D, the TDSE is solved by means of the pseudospectral method in length gauge using a time step $\Delta t=0.1$ a.u. as described in the Appendix A.2.1. To obtain PMDs, we project the wave function at the end of the laser pulse onto numerically-calculated scattering states for the ionic potential. The angular dependence of the wave function is expanded in spherical harmonics. If not stated otherwise, a maximal orbital angular momentum $l_{\max }=512$ is used. In position representation, the wave function is represented in spherical coordinates. The radial coordinate is discretized using 2000 points on a nonuniform $\operatorname{grid}(A .44)$ with a core region $r_{\text {center }}=80$ a.u. and an extension $r_{\max }=1000$ a.u.

In 2D, the TDSE is solved using the Fourier split-operator technique on Cartesian grids as described in the Appendix A.2.2. To this end, the wave function is divided into an inner and an outer part. The inner wave function is represented on Cartesian grids of size $819.2 \times 819.2$ a.u. with spacings $\Delta x=\Delta z=0.2$ a.u. and a time step $\Delta t=0.01$ a.u. is used. The absorbing potential starts at a distance $r_{A}=360$ a.u. from the grid center. Within the absorber, the ionic potential is set to a constant value (see Appendix A.2.2). After the end of the pulse, the simulation is usually run for a time of 800 a.u. In principle, the electron momentum distribution is obtained from the outer wave function with a resolution of $\Delta p_{x}=\Delta p_{z}=0.0077$ a.u. However, to increase the quality at low energies, we add coherently the continuum part that is still on the inner grid and that can be extracted by projection on eikonal states (see Appendix A.2.2).


Figure 3.1: Photoelectron momentum distribution for helium ionized by linearly-polarized laser pulses with 800 nm wavelength. (a) PMDs obtained from 2D simulations and (b) slices at $p_{y}=0$ through 3D distributions. Distributions for a two-cycle pulse at $4 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity are presented in the upper row whereas focal-volume-averaged distributions for a ten-cycle pulse and a peak intensity of $4.5 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ are shown in the lower row. Certain structures of the PMD are highlighted in panel (b1) by dashed lines (see main text). The distributions are arbitrarily normalized. Figure is adapted from Brennecke et al. [248].

### 3.2.2 Comparison of TDSE results in 2D and 3D

The photoelectron momentum distributions for ionization of helium by short linearly-polarized laser pulses obtained by numerical solution of the TDSE are shown in Fig. 3.1(a1) for a 2D simulation and in Fig. 3.1(b1) for a 3D simulation. In 3D, it is sufficient to show a 2D slice at $p_{y}=0$ through the distribution, because the system has a rotational symmetry around the polarization axis. The shortness of the laser pulses (see also Fig. 3.2) induces a strong asymmetry of the PMD along the polarization direction ( $p_{x}$-direction) that depends on the chosen CEP [111, 249-251]. This offers the ability to separate different structures present in the PMDs. For momenta $p_{\chi}$ below the classical cutoff of the simple man's model (here at $\left|p_{x}\right| \approx 1.63$ a.u.), direct nonscattered and forward-scattered electrons concentrated along the polarization axis dominate for $p_{x}<0$ and $p_{x}>0$, respectively. According to the simple man's model, the signal of direct electrons is dominated by trajectories starting at two different release times within the central optical cycle. Their superposition results in intracycle interference structures [71-73] that appear as signal modulations along the $p_{x}$-axis and are indicated as gray dashed lines in Fig. 3.1(b1). When ionization takes place in a quarter cycle of descending electric-field strength, the electrons are driven back to the ionic core. The interference of forward-scattered trajectories and nonscattered trajectories starting in the same quarter cycle leads to photoelectron holography [74,234,239]. It is observable for $p_{x}>0$ as finger-like structures that are nearly parallel to the $p_{\chi}$-axis and that are indicated as white dashed lines in Fig. 3.1(b1). High energies can be reached by hard rescattering of electrons [16, 17]. These high-order above-threshold ionization (HATI) electrons form a weaker contribution that extends over a large range of lateral momenta $p_{z}$ (mostly $\left|p_{z}\right|>0.5$ a.u.). For the short pulse, only one of the "table-tennis-bat-like" structures is visible showing a cutoff energy much smaller than the $\approx 10 \mathrm{U}_{\mathrm{p}}$ expected for a cw field [252]. The high-energy plateau is overlaid by broad interference rings that are indicated as black dashed lines in Fig. 3.1(b1). In general, the same overall structures appear in the PMDs from 2D and 3D simulations. However, there are obvious differences in the positions of the interference fringes and in the relative signal strengths of the various structures.


Figure 3.2: Two-cycle laser pulse with CEP $\phi_{\mathrm{CEP}}=0$ at an intensity of $4 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ as a function of time in units of optical cycles $\mathrm{T}_{\omega}$ : (a) electric field and (b) vector potential.

In experiments, longer laser pulses are usually used. In addition, the intensity varies spatially over the laser focus and the contributions from the whole laser spot determine the experimentally-observed momentum distributions (see Section A.2.4). Hence, in order to more-realistically mimic a typical strong-field experiment, we show in Fig. 3.1(a2) and 3.1(b2) focal-volume averaged PMDs for a tencycle laser pulse with a peak intensity of $\mathrm{I}_{\text {peak }}=4.5 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2} .{ }^{2}$ For the present laser conditions, the focal-volume averaging washes out some of the previously-visible patterns such as intracycle interference. However, the long laser pulse supports also plenty of additional structures that are partly caused by the interference of trajectories starting in different half cycles of the laser pulse. In addition, some familiar structures such as spider-like holographic fingers are visible. In agreement with the findings for a short pulse, the positions of the holographic fingers are shifted in 2D compared to 3D and, especially, the central fringe along the $p_{x}$-axis is much broader in 3D.

[^5]
### 3.3 Semiclassical model

The semiclassical treatment of Feynman's path integral offers a unique opportunity to interpret quantummechanical dynamics on basis of classical physics. Naturally, a successful model should be able to describe quantitatively the appearing interference patterns in PMDs. Hence, both the ionic potential and the laser fields need to be included in the model beyond perturbation theory. In the spirit of the twostep picture and similar to the derivation of the SFA, it is advantageous [253,254] to first express the probability amplitude (2.19) by means of a Dyson representation (2.35)

$$
\begin{equation*}
M(\mathbf{p})=-i \int_{t_{A}}^{t_{f}} \mathrm{~d} t^{\prime} \int \mathrm{d} \tilde{\mathbf{r}}\langle\mathbf{p}| \mathrm{U}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}^{\prime}\right)|\tilde{\mathbf{r}}\rangle\langle\tilde{\mathbf{r}}| \mathrm{H}_{\mathrm{I}}\left(\mathrm{t}^{\prime}\right)\left|\psi_{0}\right\rangle e^{\mathrm{iI}_{\mathfrak{p}}\left(\mathrm{t}^{\prime}-\mathrm{t}_{\mathrm{A}}\right)} \tag{3.2}
\end{equation*}
$$

Here, we additionally approximated the exact scattering state by a plane wave and introduced the closure relation $\mathbf{1}=\int \mathrm{d} \mathbf{r}|\tilde{\mathbf{r}}\rangle\langle\tilde{\mathbf{r}}|$. The expression has an intuitive physical interpretation in terms of field-free ground-state evolution up to a time $t^{\prime}$ when the electron is "kicked" to the continuum via interaction with the laser field [191]. Afterwards, in contrast to the strong-field approximation, the dynamics is governed by the laser field and the ionic potential. Similar to the models introduced in Refs. [121, 122], we apply a semiclassical approximation to the mixed position-momentum-space propagator $\langle\mathbf{p}| \mathrm{U}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}^{\prime}\right)|\tilde{\mathbf{r}}\rangle$. However, in previous semiclassical models in strong-field physics, the attention was mostly paid to the appearing semiclassical phase $\mathrm{S}_{\mathrm{SC}}$ and the remaining prefactor was not considered properly. Here, we fully include the prefactor and discuss its implications on PMDs.

### 3.3.1 Semiclassical approximation

In general, we study a system in D dimensions that is described by Cartesian coordinates $\mathbf{r}$ and corresponding canonical momenta $\mathbf{k}$. The motion of the system is governed by the Hamiltonian $\mathrm{H}(\mathbf{r}, \mathbf{k}, \mathrm{t})$ including both the laser field and the ionic potential. Formally, the mixed position-momentum-space propagator can be represented as a path integral (see Refs. [246, 255, 256])

$$
\begin{equation*}
\langle\mathbf{p}| \mathrm{U}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}^{\prime}\right)|\tilde{\mathbf{r}}\rangle=\int_{\mathbf{r}\left(\mathrm{t}^{\prime}\right)=\tilde{\mathbf{r}}}^{\mathbf{k}\left(\mathrm{t}_{\mathrm{f}}\right)=\mathbf{p}} \mathrm{D}[\mathbf{r}(\mathrm{t}), \mathbf{k}(\mathrm{t})] \mathrm{e}^{\mathrm{i}\left(S_{\mathrm{SC}}[\mathbf{r}(\mathrm{t}), \mathbf{k}(\mathrm{t})]-\mathbf{r}\left(\mathrm{t}^{\prime}\right) \cdot \mathbf{k}\left(\mathrm{t}^{\prime}\right)\right)} \tag{3.3}
\end{equation*}
$$

with an action phase

$$
\begin{equation*}
\mathrm{S}_{\mathrm{SC}}[\mathbf{r}(\mathrm{t}), \mathbf{k}(\mathrm{t})]=-\int_{\mathrm{t}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{dt}[\mathrm{H}(\mathbf{r}(\mathrm{t}), \mathbf{k}(\mathrm{t}), \mathrm{t})+\mathbf{r}(\mathrm{t}) \cdot \dot{\mathbf{k}}(\mathrm{t})] \tag{3.4}
\end{equation*}
$$

In this context, a path is represented by a 2D-dimensional vector function $\{\mathbf{r}(\mathrm{t}), \mathbf{k}(\mathrm{t})\}$ with boundary conditions

$$
\begin{equation*}
\mathbf{r}\left(\mathrm{t}^{\prime}\right)=\tilde{\mathbf{r}} \quad \text { and } \quad \mathbf{k}\left(\mathrm{t}_{\mathrm{f}}\right)=\mathbf{p} \tag{3.5}
\end{equation*}
$$

The "path differential" $\mathrm{D}[\mathbf{r}(\mathrm{t}), \mathbf{k}(\mathrm{t})]$ indicates the summation over all possible paths and can be defined in a manner similar to Feynman's polygon procedure used in a Lagrangian formulation [246, 247] (see Ref. [256] for a textbook treatment). The path integral over in general nonclassical paths can be approximated by means of the saddle-point method, if the classical action $S_{S C}$ is much larger than the typical unit $\hbar=1$ a.u. of a "quantum" action. In an $\hbar^{n}$ expansion of the exact result, this semiclassical approximation considers only the leading-order term. The classical trajectories with positions $\mathbf{r}_{\mathrm{cl}}(\mathrm{t})$ and momenta $\mathbf{k}_{\mathrm{cl}}(\mathrm{t})$ are defined as stationary "points" of the action under the boundary conditions (3.5). It is well-known that the action is stationary, if Hamilton's equations of motion (EOM) are fulfilled

$$
\begin{equation*}
\dot{\mathbf{r}}_{\mathrm{cl}}(\mathrm{t})=\frac{\partial \mathrm{H}\left(\mathbf{r}_{\mathrm{cl}}(\mathrm{t}), \mathbf{k}_{\mathrm{cl}}(\mathrm{t}), \mathrm{t}\right)}{\partial \mathbf{k}} \quad \text { and } \quad \dot{\mathbf{k}}_{\mathrm{cl}}(\mathrm{t})=-\frac{\partial \mathrm{H}\left(\mathbf{r}_{\mathrm{cl}}(\mathrm{t}), \mathbf{k}_{\mathrm{cl}}(\mathrm{t}), \mathrm{t}\right)}{\partial \mathbf{r}} . \tag{3.6}
\end{equation*}
$$

Usually, several classical trajectories defined by Eq. (3.6) satisfy the boundary conditions (3.5). For wellseparated classical trajectories and nonvanishing second variations of the action [229], the main contributions to the path integral come from the regions around the classical trajectories. In this case, the path
integral of Eq. (3.3) can be approximated by using a saddle-point method. In Refs. [246, 247], a derivation of the semiclassical approximation in momentum-space representation was given. Here, these ideas are applied to the mixed position-momentum-space representation. The propagator is approximated by the coherent sum over all possible classical trajectories that fulfill the boundary conditions (3.5) (labeled by $\mu$ )

$$
\begin{equation*}
\langle\mathbf{p}| \mathrm{U}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}^{\prime}\right)|\tilde{\mathbf{r}}\rangle \approx \frac{1}{(2 \pi)^{\mathrm{D} / 2}} \sum_{\mu} \frac{\mathrm{e}^{-\mathrm{i} v_{\mu}\left(\mathrm{t}_{\mathrm{f}}\right) \frac{\pi}{2}}}{\sqrt{\left|\mathrm{~J}_{\mu}\left(\mathrm{t}_{\mathrm{f}}\right)\right|}} \mathrm{e}^{\mathrm{i}\left(\mathrm{~S}_{\mathrm{sC}}\left[\mathbf{r}_{\mathrm{c}, \mu}(\mathrm{t}), \mathbf{k}_{\mathrm{c}, \mu}(\mathrm{t})\right]-\mathbf{k}_{\mathrm{c}, \mu}\left(\mathrm{t}^{\prime}\right) \cdot \tilde{\mathbf{r}}\right)} . \tag{3.7}
\end{equation*}
$$

The phase of each contribution in Eq. (3.7) is mostly governed by the action $S_{S C}$ evaluated along the classical trajectory. However, in addition, a prefactor consisting of the Jacobian J and a Maslov-phase term with the Maslov index $v$ appears.

To calculate the Jacobian J and the Maslov index $v$ for a given trajectory, it is advantageous to determine the Jacobian fields $\frac{\partial \mathbf{k}(\mathrm{t})}{\partial \tilde{\mathbf{p}}}$ and $\frac{\partial \mathbf{r}(\mathrm{t})}{\partial \tilde{\mathbf{p}}}$ along the trajectory. These time-dependent matrices represent the changes of the momentum $\mathbf{k}(\mathrm{t})$ or the position $\mathbf{r}(\mathrm{t})$ of classical trajectories at a time t with respect to infinitesimal changes of the initial momenta $\tilde{\mathbf{p}}$. The Jacobian fields can be efficiently calculated by integration of the Jacobi initial value problem [246, 257]. To this end, the second derivatives of the Hamiltonian with respect to the positions and momenta are needed. When using the velocity gauge (2.24) or length gauge (2.26) in the dipole approximation, these derivatives are given by

$$
\begin{equation*}
\left(\frac{\partial^{2} H}{\partial \mathbf{k} \partial \mathbf{k}}\right)=\mathbf{1}, \quad\left(\frac{\partial^{2} H}{\partial \mathbf{r} \partial \mathbf{r}}\right)=\left(\frac{\partial^{2} V}{\partial \mathbf{r} \partial \mathbf{r}}\right) \quad, \quad\left(\frac{\partial^{2} H}{\partial \mathbf{k} \partial \mathbf{r}}\right)=0 . \tag{3.8}
\end{equation*}
$$

The time evolution of the Jacobian fields is then determined by the equations

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}}\left(\frac{\partial \mathbf{r}(\mathrm{t})}{\partial \tilde{\mathbf{p}}}\right)_{j, l}=\left(\frac{\partial \mathbf{k}(\mathrm{t})}{\partial \tilde{\mathbf{p}}}\right)_{j, l} \quad, \quad \frac{\mathrm{~d}}{\mathrm{dt}}\left(\frac{\partial \mathbf{k}(\mathrm{t})}{\partial \tilde{\mathbf{p}}}\right)_{j, l}=-\sum_{m}\left(\frac{\partial^{2} \mathrm{~V}}{\partial r_{j} \partial r_{m}}\right)_{\mathrm{cl}}\left(\frac{\partial \mathbf{r}(\mathrm{t})}{\partial \tilde{\mathbf{p}}}\right)_{\mathrm{m}, \mathrm{l}} \tag{3.9}
\end{equation*}
$$

with the initial conditions $\frac{\partial \mathbf{k}\left(\mathrm{t}^{\prime}\right)}{\partial \tilde{p}}=\mathbf{1}$ and $\frac{\partial \mathbf{r}\left(\mathrm{t}^{\prime}\right)}{\partial \tilde{\mathbf{p}}}=0$. Here, the subscript " $\mathrm{c} l^{\prime \prime}$ indicates the evaluation along the classical (unperturbed) trajectory.

The relevant Jacobian J is related to the Jacobian fields by

$$
\begin{equation*}
J(t)=\operatorname{det}\left(\frac{\partial \mathbf{k}(\mathrm{t})}{\partial \tilde{\mathbf{p}}}\right) \tag{3.10}
\end{equation*}
$$

For classically-allowed processes, the Jacobian determines the classical evolution of the phase-space density around a given trajectory and, hence, it influences the particle density [122].

The Maslov index $v$ associated with each classical trajectory can be viewed as a time-dependent function that can only take integer values. At the initial time $t^{\prime}$ the Maslov index vanishes, $v\left(t^{\prime}\right)=0$. It can only change at focal points, i.e., at times $T$ when the Jacobian $J(T)=0$ vanishes. If the multiplicity of the root is $m$, the rank of the matrix $\frac{\partial \mathbf{k}(T)}{\partial \tilde{p}}$ is $D-m$. Hence, there are $m$ linearly-independent zero modes $\mathbf{d}^{(i)}$ of $\frac{\partial \mathbf{k}(\mathbf{T})}{\partial \tilde{p}}$ defined by

$$
\begin{equation*}
\sum_{k} \frac{\partial \mathbf{k}(\mathrm{~T})}{\partial \tilde{p}_{k}} \mathrm{~d}_{\mathrm{k}}^{(\mathrm{i})}=0 \tag{3.11}
\end{equation*}
$$

When considering the classical dynamics governed by the EOM (3.6), infinitesimal changes of the initial momenta $\tilde{\mathbf{p}} \rightarrow \tilde{\mathbf{p}}+\epsilon \mathbf{d}^{(i)}$ in these directions $\mathbf{d}^{(i)}$ do not change the momentum $\mathbf{k}(T)$ of the classical orbits at the time $T$ in first order of $\epsilon$. Thus, a plethora of initial momenta is deflected to approximately the same momentum $\mathbf{k}(T)$. This results in a strongly increased probability density and, hence, explains the name "focal point". The corresponding changes $\delta \mathbf{r}^{(i)}$ of the positions read

$$
\begin{equation*}
\delta \mathbf{r}^{(i)}=\epsilon \sum_{k} \frac{\partial \mathbf{r}(\mathrm{~T})}{\tilde{\mathrm{p}}_{\mathrm{k}}} \mathrm{~d}_{\mathrm{k}}^{(\mathrm{i})} \tag{3.12}
\end{equation*}
$$

The jump of the Maslov index across the focal point can be calculated as

$$
\begin{equation*}
\Delta v(T)=m-1+\operatorname{sgn} \operatorname{det}(g) \quad \text { with } g_{i, j}=\delta \mathbf{r}^{(i)} \cdot\left(\frac{\partial^{2} V}{\partial \mathbf{r} \partial \mathbf{r}}\right)_{\mathrm{cl}} \delta \mathbf{r}^{(\mathrm{j})} \tag{3.13}
\end{equation*}
$$

In the definition of the $m \times m$ matrix $g$, the Hessian matrix of the potential $V(\mathbf{r})$ with respect to the positions is evaluated at the position $\mathbf{r}_{\mathrm{cl}}(\mathrm{T})$ of the considered classical trajectory at the focal point. When the Hessian matrix is positive definite, then the change of the Maslov index is equal to the multiplicity $m$ of the root [258]. However, in contrast to the position representation of the semiclassical propagator, this is not generally true for the discussed mixed representation [246, 247]. In general, Equation (3.13) needs to be evaluated at each focal point. The Maslov index at the final time $t_{f}$ is simply obtained by tracking the changes of the index across all passed focal points of the trajectory.

The Jacobian fields determine the prefactor of the semiclassical propagator. Hence, the semiclassical propagator is not only influenced by the dynamics of the trajectories selected by the boundary conditions (3.5), but also by their local environment [229]. Mathematically, the local environment is represented by the Jacobian fields. These quantities can be viewed as small oriented volume elements in momentum or position space whose time evolution need to be followed.

## Example: potential-free motion in a laser field

For illustration, we study the potential-free motion of an electron in the laser field. Using length gauge (2.26), Hamilton's equations of motion (3.6) are given by $\dot{\mathbf{r}}_{\mathrm{cl}}(\mathrm{t})=\mathbf{k}_{\mathrm{cl}}(\mathrm{t})$ and $\dot{\mathbf{k}}_{\mathrm{cl}}(\mathrm{t})=-\mathbf{E}(\mathrm{t})$. For each pair of boundary conditions (3.5), there is one unique classical trajectory with

$$
\begin{equation*}
\mathbf{k}_{\mathrm{cl}}(\mathrm{t})=\mathbf{p}+\mathbf{A}(\mathrm{t}) \quad \text { and } \quad \mathbf{r}_{\mathrm{cl}}(\mathrm{t})=\tilde{\mathbf{r}}+\mathbf{p}\left(\mathrm{t}-\mathrm{t}^{\prime}\right)+\int_{\mathrm{t}^{\prime}}^{\mathrm{t}} \mathrm{~d} \tau \mathbf{A}(\tau) \tag{3.14}
\end{equation*}
$$

According to Eq. (3.9), the relevant Jacobian fields are given by $\frac{\partial \mathbf{k}(\mathrm{t})}{\partial \tilde{p}}=\mathbf{1}$. The Jacobian, $J(t)=1$, and the Maslov index, $v(t)=0$, are constant. Hence, no focal points appear. The semiclassical action (3.4) related to each trajectory is given by

$$
\begin{equation*}
\mathrm{S}_{\mathrm{SC}}\left[\mathbf{r}_{\mathrm{cl}}(\mathrm{t}), \mathbf{k}_{\mathrm{cl}}(\mathrm{t})\right]=-\int_{\mathrm{t}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{dt} \frac{1}{2} \mathbf{k}_{\mathrm{cl}}^{2}(\mathrm{t})=-\frac{1}{2} \int_{\mathrm{t}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{dt}(\mathbf{p}+\mathbf{A}(\mathrm{t}))^{2} . \tag{3.15}
\end{equation*}
$$

When inserting these quantities in the semiclassical approximation of the propagator (3.7), the exact result of the quantum-mechanical Volkov propagator (2.34) is reproduced. In this special case, the probability amplitude (3.2) reduces to the well-known KFR amplitude (2.40).

### 3.3.2 Approximation of the under-the-barrier dynamics

When including the ionic potential, the calculation of the probability amplitude (3.2) is much more complicated. Here, for a given final momentum $\mathbf{p}$, the semiclassical contributions of all possible times $t^{\prime}$ and all initial positions $\tilde{\mathbf{r}}$ have to be determined. This means, for each pair ( $\left.\mathrm{t}^{\prime}, \tilde{\mathbf{r}}\right)$, all classical paths that fulfill the boundary conditions (3.5) have to be identified. To avoid this cumbersome task, further approximations are desirable. One approach would be to evaluate the time and space integrals by using a saddle-point method. Then, analogous to the quantum-orbit model of Section 2.3.1, the time $t^{\prime}$ and the trajectories need to be continued into the complex plane. The appearing complex-valued orbits do not offer an intuitive interpretation and show problems with branch cuts of the potential [205-207]. ${ }^{3}$

For a more intuitive route, we follow the idea of the two-step model 2.1.1 and split the motion into an ionization and a propagation step. In the spirit of the quantum-orbit model of Section 2.3.1, the twopronged integration path shown in Fig. 2.5 is used for the time integral (3.2). The contour along the real axis is identified with the propagation of electron under the influence of the combined laser and Coulomb fields and, here, we restrict ourselves to real-valued trajectories. On the other hand, the contour down to the real axis is related to the under-the-barrier motion and, here, we neglect the potential V . Thus, the under-the-barrier dynamics is effectively treated like in the strong-field approximation. An auxiliary momentum $\tilde{\mathbf{p}}^{\prime}$ exists that is conserved during the potential-free motion and would be equal to

[^6]the final momentum $\mathbf{p}$, if the potential would also be neglected in the propagating step. Similar, but not identical approaches were also used in TCSFA [118] and CQSFA [121].

For the chosen time-integration contour, the semiclassical action can be split into a complex-valued part that is related to the tunneling step (see also Eq. (3.15))

$$
\begin{equation*}
S_{\downarrow}^{0}=-\int_{\mathrm{t}^{\prime}}^{\mathrm{Re}\left(\mathrm{t}^{\prime}\right)} \mathrm{dt} \frac{\left(\tilde{\mathbf{p}}^{\prime}+\mathbf{A}(\mathrm{t})\right)^{2}}{2} \tag{3.16}
\end{equation*}
$$

and a real-valued part corresponding to the propagation step

$$
\begin{equation*}
S_{\rightarrow}=-\int_{\operatorname{Re}\left(\mathrm{t}^{\prime}\right)}^{\mathrm{t}_{\mathrm{f}}} \mathrm{dt}\left[\frac{1}{2} \dot{\mathrm{r}}_{\mathrm{cl}}^{2}(\mathrm{t})+\mathrm{V}\left(\mathbf{r}_{\mathrm{cl}}(\mathrm{t})\right)-\mathbf{r}_{\mathrm{cl}}(\mathrm{t}) \cdot \nabla \mathrm{V}\left(\mathbf{r}_{\mathrm{cl}}(\mathrm{t})\right)\right] . \tag{3.17}
\end{equation*}
$$

Under the made assumptions, for each auxiliary momentum $\tilde{\boldsymbol{p}}^{\prime}$, the saddle-point times $\mathrm{t}_{s}^{\prime}$ are approximately determined by the saddle-point equation of the plain SFA

$$
\begin{equation*}
\frac{1}{2}\left(\tilde{\mathbf{p}}^{\prime}+\mathbf{A}\left(\mathrm{t}_{s}^{\prime}\right)\right)^{2}=-\mathrm{I}_{\mathrm{p}} . \tag{3.18}
\end{equation*}
$$

For a given auxiliary momentum $\tilde{\mathbf{p}}^{\prime}$, there are usually several solutions that are labeled by s . For a single trajectory and an initial s-like state, we approximate the probability amplitude corresponding to the release step by

$$
\begin{equation*}
M_{\mathrm{ion}}\left(\tilde{\mathbf{p}}^{\prime}\right) \approx \mathrm{C}_{\mathrm{Coul}} \sqrt{\frac{2 \pi}{\left|\mathbf{E}\left(\mathrm{t}_{s}^{\prime}\right) \cdot\left(\tilde{\mathbf{p}}^{\prime}+\mathbf{A}\left(\mathrm{t}_{s}^{\prime}\right)\right)\right|}} \mathrm{e}^{\mathrm{i}\left(\left(_{\downarrow}^{0}+\mathrm{i}_{\mathrm{p}}\left(\mathrm{t}_{s}^{\prime}-\mathrm{t}_{\wedge}\right)\right)\right.} . \tag{3.19}
\end{equation*}
$$

The last two factors are familiar from the saddle-point approximation (2.45) of the plain SFA. ${ }^{4}$ Here, the ionization probability is mostly determined by the imaginary $\operatorname{Im}\left(S_{\downarrow}^{0}+\mathrm{I}_{\mathrm{p}} \mathrm{t}_{\mathrm{s}}^{\prime}\right)$ of the action. In addition, a Coulomb correction of the ionization rate [259, 260] is included

$$
\begin{equation*}
\mathrm{C}_{\text {Coul }}^{2}=\left(4 \mathrm{I}_{\mathrm{p}} / \mid \mathbf{E}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right)\right)^{2 Z / \sqrt{2 \mathrm{I}_{\mathrm{p}}}} . \tag{3.20}
\end{equation*}
$$

This factor can be derived by considering the first-order corrections of the potential $V$ to the sub-barrier action in the adiabatic limit [259, 261].

For further simplification, a connection between the auxiliary momenta $\tilde{\mathbf{p}}^{\prime}$ and the initial positions $\tilde{\mathbf{r}}$ of the classical trajectories is established to avoid the $\tilde{\mathbf{r}}$ integration in the probability amplitude (3.2). Even though there is no fundamental justification, most semiclassical models in strong-field physics rely on the concept of a defined tunnel exit (see for example Refs. [116-122, 210, 262]). We use the SFA tunnel-exit positions defined by Eq. (2.46), i.e., we assume that the trajectories are real valued at the release time $t_{r}^{\prime}=\operatorname{Re}\left(t_{s}^{\prime}\right), \operatorname{Im}\left(\mathbf{r}_{\mathrm{cl}}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right)\right)=0$, and start with a vanishing real part of the position at the saddle-point time $t_{s}^{\prime}, \operatorname{Re}\left(\mathbf{r}_{\mathrm{cl}}\left(\mathrm{t}_{s}^{\prime}\right)\right)=0$. The tunnel-exit position $\mathbf{r}_{0}$ is then given by

$$
\begin{equation*}
\mathbf{r}_{0}=\operatorname{Re}\left(\int_{\mathbf{t}_{s}^{\prime}}^{t_{r}^{\prime}} \mathrm{d} \tau \mathbf{A}(\tau)\right) \tag{3.21}
\end{equation*}
$$

and the corresponding initial velocity reads

$$
\begin{equation*}
\mathbf{v}_{0}=\tilde{\mathbf{p}}^{\prime}+\mathbf{A}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right) . \tag{3.22}
\end{equation*}
$$

This connection between the initial degrees of freedom was previously used in various different works, e.g., in Refs. [116-118]. Due to the made ad-hoc assumptions, this section should not be viewed as a derivations, but instead a motivation of the model. Naturally, there are cases where certain of the approximations fail. For example, it was shown that the proper modeling of the enhancement in probability for energies close to the classical $2 \mathrm{U}_{\mathrm{p}}$ cutoff for direct ionization prevents a separation into sub-barrier motion up to a real-valued tunnel exit and subsequent classical dynamics [205].

[^7]
### 3.3.3 Inversion problem

The numerical solution of the classical equations of motion (3.6) for given initial conditions of Eqs. (3.21) and (3.22) defined by an auxiliary momentum $\tilde{\mathbf{p}}^{\prime}$ is a relatively simple task. However, according to the recipe in Section (3.3.1), in the semiclassical simulations all classical trajectories leading to a given final momentum $\mathbf{p}$ must be identified. This can be a cumbersome task.

In general, all initial conditions and, hence, the associated classical trajectories can be uniquely labeled by the constant $\tilde{\mathbf{p}}^{\prime}$ and the index $s$. When restricting ourselves to a single saddle-point time $\mathrm{t}_{\mathrm{s}}^{\prime}$ per auxiliary momentum $\tilde{\mathbf{p}}^{\prime}$, then the classical dynamics defines a mapping $\mathbf{D}$ of an auxiliary momentum $\tilde{\mathbf{p}}^{\prime}$ to a final momentum $\mathbf{p}=\mathbf{D}\left(\tilde{\mathbf{p}}^{\prime}\right)$. Thus, all initial conditions $\tilde{\mathbf{p}}^{\prime}$ that are mapped to a given final momentum $\mathbf{p}$ need to be found, i.e., mathematically, we have to calculate all roots

$$
\begin{equation*}
\tilde{\mathbf{p}}^{\prime}=\mathbf{D}^{-1}(\mathbf{p}) \tag{3.23}
\end{equation*}
$$

When scattering is important, the Coulomb attraction significantly alters the topology of the classical trajectories. Then, the function $\mathbf{D}$ has a complicated form and it is in general not injective. The direct application of root-finding algorithms, such as in Refs. [121, 245], is difficult and requires the prior knowledge about the overall characteristics of the trajectories. Hence, this inversion approach cannot be easily adapted to different targets and driving-field shapes.


Figure 3.3: Sampled initial momenta $\tilde{\mathbf{p}}^{\prime}$ that correspond to a bin centered around a momentum $\mathbf{p}=(0.3,0.3)$ a.u. with $\Delta \mathrm{p}=$ 0.01 a.u. for the bicircular field used in Fig. 3.15. The different colors indicate the identified cluster. Each cluster consists of many points, see also the magnification of a cluster centered at $\tilde{\mathbf{p}}^{\prime}=(0.21,0.53)$ a.u. shown in the inset. 18000 points are depicted in total. The few black dots indicate points that are not assigned to any cluster.

Here, we follow an alternative approach: We use a Monte-Carlo algorithm to sample the initial momenta $\tilde{\mathbf{p}}^{\prime}$ and determine the corresponding final momenta by propagating the classical EOM (3.6). Thus, we scan the function $\mathbf{D}$ with at finite number of random points. Afterwards, for a given final momentum $\mathbf{p}$, we select all trajectories that have final momenta in the vicinity of $\mathbf{p}$, i.e., we consider all trajectories that end up in the bin $\left[p_{i}+\Delta p, p_{i}+\Delta p\right](i=x, y, z)$. Up to this point, the scheme is quite similar to the shooting method introduced in Section 2.4. As an example, we show in Fig. 3.3 all initial conditions in the $\tilde{\mathbf{p}}^{\prime}$-space for a bin around a given final momentum $\mathbf{p}$. For a sufficiently large number of trajectories per the bin, the points in $\tilde{\mathbf{p}}^{\prime}$-space form a finite number of accumulations around the desire roots of the inversion problem. Each cluster corresponds to a different kind of trajectory. We identify the different accumulations labeled by $\mu$ and their location $\tilde{\mathbf{p}}_{\mu}^{\prime}$ by means of clustering algorithms. ${ }^{5}$ It turned out that a DBSCAN (density-based spatial clustering of applications with noise) algorithm is a good choice. In this algorithm, single points can be rejected that belong to chaotic trajectories. ${ }^{6}$ Considering vanishing bin sizes, the area covered by the clusters goes to zero and their locations are the solutions of the inversion problem (3.23) for the given final momentum $\mathbf{p}$. Since this approach does not rely on any physical intuition, it is a quite versatile approach to solve the inversion problem.

[^8]The quality of the solution is determined by the number of points per cluster. If the initial momenta $\tilde{\mathbf{p}}^{\prime}$ are sampled randomly, i.e, with a uniform distribution, the number of points per cluster is proportional to the inverse of the Jacobian $\left|J\left(t_{f}\right)\right|$. Thus, the efficiency of the clustering approach is improved, when this effect is compensated by using a nonuniform distribution of the initial momenta in the Monte-Carlo sampling. Qualitatively, for linear polarization, this can be achieved by considering larger weights for small lateral momentum components.

### 3.3.4 Explicit scheme of the simulation

A recipe for a simulation, i.e., the calculation of the probability amplitude for a given momentum $\mathbf{p}$, is as follows:

- Solve the saddle-point equation (3.18) for each auxiliary momentum $\tilde{\mathbf{p}}^{\prime}$ to obtain the corresponding saddle-point times $\mathrm{t}_{s}^{\prime}=\mathrm{t}_{\mathrm{r}}^{\prime}+\mathrm{it}{ }_{\mathrm{i}}^{\prime}$. Establish a connection between $\tilde{\mathbf{p}}^{\prime}$ and the initial conditions for the trajectories of the propagation step, i.e., determine the tunnel-exit position $\mathbf{r}_{0}$ of Eq. (3.21) and initial velocity $\mathbf{v}_{0}$ of Eq. (3.22) for each $\tilde{\mathbf{p}}^{\prime}$.
- Sample the momenta $\tilde{\mathbf{p}}^{\prime}$ using a Monte-Carlo algorithm. For each $\tilde{\mathbf{p}}^{\prime}$, determine corresponding final momentum by solving the classical equations of motion (3.6) from time $t_{r}^{\prime}$ till $t_{f}$ including both laser field and Coulomb attraction with the initial conditions $\mathbf{r}_{\mathrm{cl}}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right)=\mathbf{r}_{0}$ and $\dot{\mathbf{r}}_{\mathrm{cl}}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right)=\mathbf{v}_{0}$. If the electron energy at the time $t_{f}$ after the end of the laser pulse is negative, the electron is trapped into Rydberg states. Hence, these trajectories are excluded from the simulation.
- Solve the inversion problem for the given final momentum $\mathbf{p}$ by using a clustering algorithm as described in Section 3.3.3. For each branch of saddle-point times, all auxiliary momenta $\tilde{\mathbf{p}}_{\mu}^{\prime}$ are found that lead to the given final momentum $\mathbf{p}$.
- For each solution $\tilde{\mathbf{p}}_{\mu}^{\prime}$ of the inversion problem, the ingredients for the probability amplitude are calculated. To this end, determine the ionization amplitude $M_{\text {ion }}$ of Eq. (3.19) by numerical integration of the sub-barrier action $S_{\downarrow}^{0}$ of Eq. (3.16). In order to calculate the phase $S_{\rightarrow}$ of Eq. (3.17), the Jacobian J and the Maslov index $v$ for each trajectory, we solve once more the classical EOM, but add one equation for the phase and the set of equations (3.9) for the Jacobian fields. During the propagation of the trajectories, we monitor the time-dependent Jacobian $J(t)$ and determine the jump of the Maslov index at focal points as described in Section 3.3.1.
- Finally, the transition amplitude is approximated using these ingredients

$$
\begin{equation*}
M(\mathbf{p}) \approx \sum_{\mu} M_{\mathrm{ion}}\left(\tilde{\mathbf{p}}_{\mu}^{\prime}\right) \frac{\mathrm{e}^{-\mathrm{i} v_{\mu} \frac{\pi}{2}}}{\sqrt{\left|J_{\mu}\left(\mathrm{t}_{\mathrm{f}}\right)\right|}} e^{\mathrm{i} \mathrm{~S}_{\rightarrow, \mu}} \tag{3.24}
\end{equation*}
$$

where $\mu$ labels all possible initial momenta $\tilde{\mathbf{p}}_{\mu}^{\prime}$ that are classically mapped to the given final momentum $\mathbf{p}$, i.e., the solutions of the inversion problem. Note that in the sum all branches of saddlepoint times must be included.

This model describes the quantum dynamics of the propagation step within the semiclassical approximation and, hence, considers both the laser field and the Coulomb potential in a nonperturbative manner. The solution of the inversion problem by means of a clustering algorithm enables the simulation of arbitrary targets and driving-field shapes. In contrast to previous models, the prefactor of the exponentiated action is treated properly by including both the Maslov phase and the square root of the Jacobian $1 / \sqrt{|J|}$.

### 3.3.5 Symmetry considerations for linearly-polarized fields

In the special case of linear polarization, the dynamical system of atom and electric field has a rotational symmetry around the polarization axis ( x -axis). Hence, the electron momentum distributions in 3D are
rotationally symmetric around the $p_{x}$-axis and it is sufficient to consider only a 2 D slice through the PMD at $p_{y}=0$. In the semiclassical model, the initial positions are on the $x$-axis and, thus, classical trajectories starting with initial velocities in the $x-z$-plane stay in this plane. To calculate a slice through the PMD at $p_{y}=0$, we only need to consider initial momenta in the $\tilde{p}_{x}-\tilde{p}_{z}$-plane.

Importantly, the Jacobian fields depend on the dimensionality of the problem. Thus, a slice through the semiclassically-calculated PMD in 3D is not the same as a semiclassically-calculated PMD in 2D. Here, we provide the relations between Jacobians J and Maslov indices $v$ for 2D and 3D simulations. To this end, we follow the scheme introduced in Section 3.3.1 and restrict ourselves to potentials $V\left(x, r_{\perp}\right)$ with a single minimum at $\mathrm{r}_{\perp}=\sqrt{y^{2}+z^{2}}=0$ for each $x$.

Under these assumptions, the rotational symmetry determines the form of the Jacobian fields in 3D

$$
\left(\frac{\partial \mathbf{k}(\mathrm{t})}{\partial \tilde{\mathbf{p}}}\right)_{3 \mathrm{D}} \doteq\left(\begin{array}{ccc}
\alpha & 0 & \beta  \tag{3.25}\\
0 & \zeta & 0 \\
\gamma & 0 & \delta
\end{array}\right) \quad \text { with } \quad \zeta=\frac{\mathrm{k}_{\mathrm{cl}, z}(\mathrm{t})}{\tilde{\mathrm{p}}_{z}}
$$

where the remaining four elements belong to the Jacobian fields in 2D

$$
\left(\frac{\partial \mathbf{k}(\mathrm{t})}{\partial \tilde{\mathbf{p}}}\right)_{2 \mathrm{D}} \doteq\left(\begin{array}{ll}
\alpha & \beta  \tag{3.26}\\
\gamma & \delta
\end{array}\right)
$$

As a result, the Jacobian $J_{3 D}(t)$ of the 3D system and the Jacobian $J_{2 D}(t)$ of the corresponding 2D system are related by

$$
\begin{equation*}
\mathrm{J}_{3 \mathrm{D}}(\mathrm{t})=\frac{\mathrm{k}_{\mathrm{cl}, z}(\mathrm{t})}{\tilde{\mathrm{p}}_{z}} \mathrm{~J}_{2 \mathrm{D}}(\mathrm{t}) . \tag{3.27}
\end{equation*}
$$

This 2D-to-3D correction factor was already used in Ref. [122]. Effects of the different Jacobians on the photoelectron momentum distributions are discussed later on.

To determine the Maslov index $v$, we need to consider the jumps of the index at focal points $T$ defined by $J(T)=0$. According to Eq. (3.27), focal points in 3D appear, if either $k_{c l, z}(T)=0$ or $\mathrm{J}_{2 \mathrm{D}}(\mathrm{T})=0$.

- For $k_{\mathrm{cl}, \mathrm{z}}(\mathrm{T})=0$, but $\mathrm{J}_{2 \mathrm{D}}(\mathrm{T}) \neq 0$, an additional focal point appears in the 3D system compared to the 2 D situation. The zero mode of the Jacobian matrix is given by $\mathbf{d}=\mathbf{e}_{y}$. It can be shown that the Jacobian fields $\frac{\partial r(t)}{\partial \tilde{p}}$ have also the form of Eq. (3.25), but with $\zeta$ replaced by $\frac{r_{\mathrm{cl}, z}(\mathrm{t})}{\tilde{\mathrm{p}}_{z}}$. Thus, the infinitesimal position change defined in Eq. (3.12) is

$$
\begin{equation*}
\delta \mathbf{r}=\epsilon \frac{\mathrm{r}_{\mathrm{cl}, z}(\mathrm{~T})}{\tilde{\mathrm{p}}_{z}} \mathbf{e}_{y} \tag{3.28}
\end{equation*}
$$

According to Eq. (3.13), the Maslov index changes across the focal point by

$$
\begin{equation*}
\Delta v(T)=\operatorname{sgn}\left[\left(\frac{\partial^{2} V}{\partial y^{2}}\right)_{\mathrm{cl}} \epsilon^{2}\left(\frac{\mathrm{r}_{\mathrm{cl}, z}(\mathrm{~T})}{\tilde{p}_{z}}\right)^{2}\right]=\operatorname{sgn}\left[\left(\frac{1}{r_{\perp}} \frac{\partial \mathrm{V}\left(x, \mathrm{r}_{\perp}\right)}{\partial \mathrm{r}_{\perp}}\right)_{\mathrm{cl}} \epsilon^{2}\left(\frac{\mathrm{r}_{\mathrm{cl}, z}(\mathrm{~T})}{\tilde{\mathrm{p}}_{z}}\right)^{2}\right]=+1, \tag{3.29}
\end{equation*}
$$

where we used that $r_{c l, y}(T)=0$ for the trajectory and that the potential $V\left(x, r_{\perp}\right)$ has a single minimum at $r_{\perp}=0$ for fixed $x$, i.e., it is monotonically-increasing function for all $r_{\perp}>0$.

- For $k_{\mathrm{cl}, z}(T) \neq 0$, but $\mathrm{J}_{2 \mathrm{D}}(\mathrm{T})=0$, the focal point is already present in the 2 D situation. The form of the Jacobian matrix (3.25) implies zero modes with vanishing $y$-component, i.e., $\mathbf{d}=a \mathbf{e}_{x}+b \mathbf{e}_{z}$ with $a, b \in \mathbb{R}$. The infinitesimal position changes are also in the $x$-z-plane. Hence, the jump of the Maslov index in 3D is the same as for the corresponding 2D system and can be calculated according to Eq. (3.13).

In principle, the rare case of $\mathrm{k}_{\mathrm{cl}, \mathrm{z}}(\mathrm{T})=0$ and $\mathrm{J}_{2 \mathrm{D}}(\mathrm{T})=0$ could appear. Even though it does not play a role in practice, it can be treated like the two cases above. Thus, we can summarize that there are additional focal points of the electron waves in 3D compared to the corresponding 2D system. The Maslov indices of the 3 D system and of the 2 D system are related by

$$
\begin{equation*}
v_{3 \mathrm{D}}=v_{2 \mathrm{D}}+\delta v, \tag{3.30}
\end{equation*}
$$

where $\delta v$ is the number of zeros of $k_{\mathrm{cl}, z}(\mathrm{t})$ along the trajectory. At the additional focal points of the 3D system, the Maslov index is always increased by one.

### 3.4 Results and discussion

In this section, we show that the prefactor of the exponentiated action, i.e., the Maslov phase and the Jacobian, needs to be considered for a quantitative description of the interference structures in PMDs. We explore how Coulomb focusing leads to Gouy's phase anomaly in electron waves (reflected by nonzero Maslov phases) and study its influence on the various interference patterns in electron momentum distributions. Previously, this well-known phenomenon of optics and wave mechanics was simply overlooked in strong-field physics.


Figure 3.4: Photoelectron momentum distributions for helium ionized by two-cycle linearly-polarized laser pulses with 800 nm wavelength and $4 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity as in Fig. 3.1. (a) PMDs obtained from 2D simulations and (b) slices at $p_{y}=0$ through 3D distributions. The distributions are calculated by numerical solution of the TDSE in the upper row or with the semiclassical model in the lower row. Figure is adapted from Brennecke et al. [248].

The introduced semiclassical model is considered to simulate PMDs for helium ionized by linearlypolarized pulses with 800 nm central wavelength and an intensity of $4 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. For simplicity, we use a bare $-1 / r$ potential, but insert the correct ionization potential to evaluate the amplitude (3.19) and the initial conditions for the trajectories. The resulting PMDs are shown in Fig. 3.4 for two and three dimensional calculations. Since the ionization rate depends strongly on the field strength, the contributions of the three central half cycles of the electric field are only considered (see Fig. 3.5). In addition, complicated trajectories with Maslov indices $\left|v_{2 D}\right| \geqslant 3$ are discarded. These trajectories have very low contributions in regions, where their Jacobian $J\left(t_{f}\right)$ is nonzero, and lead to narrow caustic structures for momenta, where their Jacobian $J\left(t_{f}\right)$ vanishes. Since the appearance of caustics indicate the breakdown of the semiclassical approximation [263], the bright caustic lines would not be physical, i.e., regularization procedures would need to be applied.

The PMDs from the semiclassical model agree very well with the TDSE results (see Fig. 3.4). Especially, the differences between 2D and 3D simulations are present on both levels of theory. The considered trajectories are independent of the dimension such that the same semiclassical phase $S_{\rightarrow}$ associated


Figure 3.5: (a)-(c) PMDs from the semiclassical model in 2D for the same parameters as in Fig. 3.4, but each result only contains the contributions of trajectories starting in one of the half cycles of the electric field that are indicated in panel (d). The same normalization is used in panels (a)-(c).
with the continuum motion and same ionization amplitude $M_{i o n}$ are included in the model. The crucial ingredient to reproduce the differences between 2D and 3D simulations is the prefactor of the semiclassical propagator, i.e., the Jacobian and the Maslov index. The Jacobian reflects how a small volume in the space of initial momenta is deformed by the classical propagation into a volume in the space of final momenta. Or to phrase it otherwise, the Jacobian can be viewed as a measure of how the final momenta change under classical evolution when varying the initial momenta. As shown in Section 3.3.5 for linear polarization, the Jacobian $J_{3 D}$ of the 3 D system and the Jacobian $\mathrm{J}_{2 \mathrm{D}}$ of the corresponding 2D system are related by

$$
\begin{equation*}
\left|J_{3 \mathrm{D}}\right|=\frac{p_{\perp}}{\tilde{p}_{\perp}}\left|J_{2 \mathrm{D}}\right| \quad \text { with } \quad p_{\perp}=\sqrt{p_{y}^{2}+\mathrm{p}_{z}^{2}} \tag{3.31}
\end{equation*}
$$

Here, $p_{\perp}$ and $\tilde{p}_{\perp}$ are the momentum components perpendicular to the polarization direction of the final and initial momenta. As an example, we may consider direct nonscattered electrons with sufficiently high energy. There, the final momenta are only weakly deflected by Coulomb attraction compared to the initial momenta. Hence, the Jacobians are typically close to one and, especially, nearly independent of the dimensionality.

When scattering plays a role, the situation is different. For large-angle scattering leading to highenergy electrons, the final momenta are very sensitive to changes of the initial momenta and, hence, the associated Jacobians are much larger than one. Classically, large scattering angles correspond to small impact parameters and to small initial perpendicular momenta $\tilde{p}_{\perp}$. At the same time, large final perpendicular momenta $p_{\perp}$ can be reached. In this case, the Jacobians in 3D are even further enhanced and, thus, the weights of the trajectories in the PMDs are reduced compared to 2D. Physically, this reflects the dependence of the scattering probability on the dimension. The resulting higher emission strength in 2D compared to 3D can be clearly seen at large perpendicular momenta $\left|p_{\perp}\right| \gtrsim 0.8$ a.u. in Fig. 3.4.

On the other hand, for forward scattering present around the central holographic fringe, the final momenta $p_{\perp}$ are smaller than the initial momenta $\tilde{p}_{\perp}$. Comparing the 3 D to the 2 D situation, the Jacobians of these trajectories are reduced and their weights are enhanced. This results in a concentration of the signal along the polarization axis for $p_{x}>0$ in the 3D PMDs shown in Fig. 3.4. Classically, due to the cylindrical symmetry, a given final momentum $\mathbf{p}$ on the polarization axis is reached by an infinite amount of distinct trajectories with the same magnitude $\tilde{p}_{\perp}$ of the transverse initial velocity and with the same release time [158]. Here, the influence of the Coulomb attraction maps a circle of initial transverse velocities to a single point in final momentum space so that the effect is called Coulomb focusing [77,78]. As a result, an axial caustic singularity emerges in the model indicating the breakdown of the semiclassical approximation. Hence, the result of the model is questionable in the vicinity of the polarization axis (for our laser parameters typically $\mathrm{p}_{\perp}<0.05$ a.u.). To obtain finite spectral weights, a regularization procedure that considers the quantum nature of the focusing process in terms of glory rescattering was developed [158]. We will further discuss this point in Section 10.5.3.


Figure 3.6: 1D slices through the momentum distributions of Fig. 3.4 at fixed $p_{x}=0.81$ a.u.: TDSE results (gray thick line), semiclassical model of Eq. (3.24) (red line), neglecting Maslov's phase (blue dashed line) or neglecting Maslov's phase and using the Jacobian $\mathrm{J}_{2 \mathrm{D}}$ instead of its square root (orange dashed-dotted line) (see main text for further information). For better comparison, the distributions are normalized to an arbitrary value. The slices are averaged over a range of $p_{x}=0.81 \pm 0.05$ a.u. Figure is adapted from Brennecke et al. [248].

Figure 3.6 compares slices through the momentum distributions in 2D and 3D for different modifications of our model. In many previous semiclassical models such as in Refs. [74, 118, 120, 122], the inversion problem is not solved explicitly, but instead the shooting method introduced in Section 2.4 is used. The distribution from the shooting method can be written in form of Eq. (3.24), but then a wrong power of the Jacobian must be artificially used ( -1 instead of $-1 / 2$ ). In Ref. [122], the correct 2D-to-3D correction factor for the Jacobian was already used, but not derived. Then, the wrong power of the 2D Jacobian still appears (see the orange line in Fig. 3.6). This wrong weighting of the shooting method leads to a too fast decrease towards large perpendicular momenta and a too low contrast of the interference fringes. Compared to our model, the agreement with the TDSE result is worse. On the other hand, the CQSFA includes the correct power of the Jacobian [121, 264, 265], but always treats the system in 2D resulting in a diminished agreement with realistic 3D simulations.

### 3.4.1 Observing Gouy's phase anomaly in photoelectron holography

Coulomb focusing, i.e., the interplay between the long-range Coulomb attraction and the laser electric field, does not only result in a bunching of scattered electrons in momentum space at asymptotically large times. But in addition, similar to a lens in optics, Coulomb focusing also makes the scattered wave packets pass through focal points in momentum or position space during their propagation. Thus, it acts like a "lens" for electron waves.

For linearly-polarized fields, this can be vividly illustrated in position space (see also Fig. 3.7). Classically, the rotational symmetry dictates again that all trajectories starting at the tunnel exit with the same magnitude $\tilde{p}_{\perp}$, but different directions of their initial transverse velocity cross the polarization
axis $r_{\perp}=0$ at the same position $x$. Hence, in a trajectory-based description, a one dimensional manifold of trajectories is deflected to a single point. As a result, whenever the wave packet crosses the polarization axis, it is focused in position space. In analogy to Gouy's phase anomaly in optics, we expect a phase shift of the electron wave packet after passing the focus. Within a semiclassical description, this phase anomaly is related to a change of Maslov's index. When describing the wave packet in position space, the associated position-space Maslov index increases indeed by one at each position-space focal point [258]. Since Coulomb focusing only appears in 3D, the position-space Maslov phases for the scattered trajectories differ by $\pi / 2$ in the 3 D system compared to the corresponding 2 D system. The described setting in strong-field ionization is comparable to a cylindrical lens in optics that creates a line focus, i.e., the two-dimensional area of a light beam is focused in one degree of freedom and, thus, the Gouy phase only changes by $\pi / 2$ [232].


Figure 3.7: Schematic illustration of Gouy's phase anomaly in photoelectron holography. Interference between a nonscattered trajectory (blue line) and scattered trajectory (red line) that lead to the same final momentum $\mathbf{p}$. Due to the rotational symmetry in 3D, a one-dimensional manifold of trajectories with the same initial perpendicular momentum $\tilde{p}_{\perp}$ (indicated as a surface) is focused on the polarization axis in position space. This results in a phase shift of $\pi / 2$. Figure is adapted from Brennecke et al. [248]. The graphic implementation was done by Nicolas Eicke.

The absolute phases of the photoelectron wave packets are not experimentally accessible. However, when the focused signal wave packet is overlaid with a nonscattered reference wave as in photoelectron holography [74, 239], their phase difference determines the interference pattern. The resulting modulation of the signal is clearly visible in 1D slices through the distributions in 2D and 3D (see Fig. 3.6). For a quantitative modeling, we consider the semiclassical model of Section 3.3 based on a momentum-space description. Since the focal points and the Maslov phases in position space generally differ from the ones in momentum space, we first confirm the simple argumentation presented above by calculating the Maslov indices in momentum space.

For final momenta with $p_{z} \gg 0$, the reference trajectory is only weakly perturbed by the Coulomb attraction. It starts already with initial momentum $\tilde{p}_{z}>0$ and its Jacobian $\mathrm{J}_{2 \mathrm{D}}$ is close to one (see Figs. 3.8(b) and (c)). Hence, its Maslov index is zero. For a given final momentum p, the corresponding signal trajectory starts approximately at the same release time $t_{r}^{\prime}$ (see Fig. 3.8(a)), but with an initial velocity $\tilde{p}_{z}<0$. It is deflected by the potential to its final momentum $p_{z}>0$. The numerical calculation shows that its Maslov index is still zero in 2D. However, according to the previous sections, the Maslov indices in 2D and in 3D are related by

$$
\begin{equation*}
v_{3 D}=v_{2 D}+\delta v, \tag{3.32}
\end{equation*}
$$

where $\delta v$ is the number of zeros of $p_{\perp}(t)$ along the trajectory. The signal trajectory passes one additional axial focal point in momentum space, resulting in a Maslov index in 3D of one. Thus, the Coulombfocused trajectory in 3D indeed experiences a phase shift compared to the 2D situation. This is reflected by the different positions of the holographic fringes (see Fig. 3.6). The central fringe is broader in 3D and the higher-order maxima are systematically shifted towards larger perpendicular momenta. The predictions by the semiclassical model are in perfect agreement with the TDSE results.

In 2D, the final Maslov index of the signal trajectory in holography is still zero. The time evolution of the corresponding Jacobian $J_{2 D}(t)$ is shown in Fig. 3.8(e) for selected final momenta $p_{z}$. For $p_{\perp}=p_{z}=0$, the signal trajectory and the reference trajectory are indistinguishable, resulting in Jacobians close to one at all times. However, when considering larger $p_{z} \gg 0$, we find that the Jacobian of the signal trajectory


Figure 3.8: Properties of the trajectories relevant for the holographic pattern shown in Fig. 3.6 at $p_{x}=0.8$ a.u.: (a) release time $t_{r}^{\prime}$, (b) initial perpendicular momentum $\tilde{p}_{z}$ and (c) inverse of the square root of the final Jacobian in 2D. (d) Scattered (signal) trajectories shown for selected values of $p_{z}$ as indicated in the legend in a.u. The black dots mark the focal points in 2D, i.e., the zeros of the time-dependent Jacobian shown in panel (e).
has two zero crossings in 2D, indicating two focal points. Compared to the previously-discussed axial caustic in Coulomb focusing, these points have another structure. Following the recipe of Section 3.3.1, the numerical calculation shows that the Maslov index is increased by +1 at one point, but it is decreased by -1 at the other point. This results in the final Maslov index of zero. The simple example emphasizes that it is usually not sufficient to count the number of focal points in 2D in order to determine the Maslov phases.

## Scaling of the wavelength

When adding the potential-free action phase of Eq. (3.15) to the simple man's model of Section 2.1.1, the basic properties of holography can be qualitatively studied [74,234]. The phase difference between signal and reference wave (in 2D) is mostly determined by $\Delta S \approx \frac{1}{2} p_{\perp}^{2}\left(t_{c}-t_{0}\right)$. For adiabatic conditions, the excursion time of the signal trajectory, i.e., the time spent in the continuum between release and recollision, is nearly independent of the laser intensity. Hence, the pattern is only weakly affected by changes of the intensity and it survives focal-volume averaging. On the other hand, the excursion time is proportional to the wavelength $\lambda$ and, thus, the fringe spacing is expected to scale as $\propto \lambda^{-1 / 2}$.

Even though this simple man's model is unable to predict the fringe positions quantitatively correct, our TDSE results show smaller fringe spacings for longer wavelengths in agreement with earlier work [234] (see Fig. 3.9). ${ }^{7}$ For the studied wavelengths between 400 nm and 1200 nm , the influence of Maslov's phase shift is apparent, i.e., the correct positions of the interference maxima and minima can only be reproduced, when including the Maslov phase. The agreement between our semiclassical model and the TDSE result is best for the longest wavelength, i.e., for the most adiabatic conditions. There, not only the fringe positions but also the signal strength is perfectly predicted for a broad region of perpendicular momenta $p_{\perp}$. When considering smaller wavelengths, we still find good agreement

[^9]

Figure 3.9: 1D slices through the momentum distributions in 3D at fixed $p_{x} \approx E_{0} /(2 \omega)$ analogous to Fig. 3.6(b), but for different wavelengths: (a) $\lambda=400 \mathrm{~nm}$, (b) $\lambda=600 \mathrm{~nm}$, (c) $\lambda=1000 \mathrm{~nm}$ and (d) $\lambda=1200 \mathrm{~nm}$. Again, the results are indicated as: TDSE results (gray thick line), semiclassical model including Maslov's phase (red line) and neglecting Maslov's phase (blue dashed line). For better comparison, the distributions are normalized to an arbitrary value. The slices are averaged over a range of $p_{x}=E_{0} /(2 \omega) \pm 0.05$ a.u. Figure is adapted from Brennecke et al. [248].
for the central fringes. However, since the maximal return energy of the signal electrons scales quadratically with the wavelength, the extension of classically-reachable perpendicular momenta shrinks with decreasing wavelength. For 400 nm and 600 nm , pronounced cutoffs at $\left|p_{z}\right| \approx 0.8$ a.u. and $\left|p_{z}\right| \approx 1.0$ a.u. are visible in the semiclassical calculations. In principle, classical caustics appear at these cutoff momenta, indicating the breakdown of the semiclassical approximation. Due to the finite resolution in our simulations, the caustics are reflected by fuzzy maxima.

### 3.4.2 Intracycle interference

Interference appears not only between trajectories starting in the same half cycle of the pulse (see the color-marked time windows in Fig. 3.5), but also between trajectories released in different half cycles. For a cw field, the simple man's model predicts that each momentum $\left|p_{x}\right|<E_{0} / \omega$ is reached by two distinct trajectories starting at different times within an optical cycle. For the considered pulse, such intracycle interference occurs between contributions from the time windows I. and II. or from the windows II. and III. (see Fig. 3.5). It results in fringes roughly parallel to the $z$-axis in Fig. 3.4. Due to the shortness of the pulse and the chosen CEP $\phi_{\text {CEP }}=0$, the contributions from windows I. and III. are much weaker than the signal from window II. Hence, the intracycle interference pattern has a low contrast.

The intracycle interference can be controlled via the CEP of short few-cycle laser pulses [71, 73]. For a CEP of $\Phi_{\text {CEP }}=-\pi / 2$, the pattern can be observed more clearly (see the pulse shown in Figs. 3.10(a) and (b)). This choice ensures that the signal on the positive $p_{x}$-axis is dominated by the central quarter cycles of the field. The intracycle interference leads to a series of pronounced peaks along the $p_{x}$-axis (see Fig. 3.10(c)). The positions as well as the modulation depth of the fringes are again well reproduced by the semiclassical model including Maslov's phase. In the time window marked in orange, one direct trajectory has a relevant contribution to the signal. In contrast, a direct and a scattered trajectory are


Figure 3.10: (a) Electric field of a two-cycle pulse with CEP $\phi_{\mathrm{CEP}}=-\pi / 2$ and (b) corresponding negative vector potential. The color-marked half cycles induce the dominant signal on the positive $p_{x}$-axis. (c) Signal along the $p_{x}$-axis obtained by integration over the central stripe with $p_{\perp} \leqslant 0.2$ a.u. of 3D distributions. Again, the results are indicated as: TDSE results (gray thick line), semiclassical model including Maslov's phase (red line) and neglecting Maslov's phase (blue dashed line).
launched in the time window marked in blue. Hence, the intracycle interference pattern is formed by scattered and direct trajectories. As a result, the nonzero Maslov phase present for the scattered trajectory also influences this type of interference. Here, however, the relative importance of the Maslov phase depends strongly on the weight of direct and scattered trajectories.

As discussed above, an axial caustic is present on the polarization axis in the semiclassical simulations. Even though the integration over a small region around the axis ensures that the calculated signal is finite, it is not guaranteed that the used Maslov phase is meaningful for momenta very close to the polarization axis. However, we obtain the same conclusions, if only the signal between $p_{\perp}=0.05$ a.u. and $p_{\perp}=0.2$ a.u. is considered in the integration.

For the observation of intracycle interference in more common multi-cycle pulses, the fringe spacings of the intracycle interference need to be much larger than the spacings of the ATI peaks [233]. It was shown that the visibility of the fringes can be controlled in orthogonal two-color fields by their relative phase [92,266]. Alternatively, sculpted light pulses created by parallel two-color fields can be used as in the experiment by Xie et al. [76]. There, a fundamental field is superimposed with its second harmonic of equal field strength and, for a certain two-color phase, prominent intracycle interference was observed. This choice of the field leads to a pronounced asymmetry along the polarization axis already for a cw field, i.e., a preferred emission in positive $p_{x}$-direction. We use a similar field represented by a vector potential

$$
\begin{equation*}
\mathbf{A}(\mathrm{t})=-\left(\frac{\mathrm{E}_{0}}{\omega} \sin (\omega t+\pi / 2)+\frac{\mathrm{E}_{0}}{2 \omega} \sin (2 \omega t+\pi / 2)\right) \cos ^{2}\left(\frac{\omega t}{2 n_{p}}\right) \mathbf{e}_{\mathrm{x}} \tag{3.33}
\end{equation*}
$$

but choose again a two-cycle envelope ( $n_{p}=2$ ) (see the pulse shown in Figs. 3.11(a) and (b)). Compared to a single-color field with the same intensity, the sculpted field has a higher cutoff for direct ionization and the release times of the interfering wave packets are confined to a narrower time window. The latter ensures that their accumulated phase difference is smaller and, thus, the spacing of the intracycle fringes is larger. In Ref. [76], the authors interpreted their distributions using a model based on a Coulomb-corrected version of strong-field approximation and retrieved the relative phase difference between the interfering trajectories. They concluded that the valence-electron dynamics and, especially, the transient population of excited states are important to explain the interference pattern. Surprisingly, our semiclassical model including Maslov's phase can perfectly reproduce the TDSE-based interference pattern without considering valence-electron dynamics at all (see the signal along the polarization axis shown in Fig. 3.11(c)). Again, when the Maslov phase is neglected, the intracycle interference pattern cannot be quantitatively modeled. Thus, our approach offers an alternative interpretation of the experimental results [76] and suggests that the retrieval of valence-electron dynamics might actually not be possible.


Figure 3.11: (a) Electric field, (b) corresponding negative vector potential and (c) signal along the $p_{x}$-axis as in Fig. 3.10, but for the sculpted two-color field of Eq. (3.33). A fundamental wavelength of 800 nm and a total intensity of $1 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ are used.

### 3.4.3 Interference of high-energy electrons

High kinetic energies can be reached by electrons which are elastically scattered by large angles and, subsequently, are further accelerated by the light field [16, 17]. Within this high-order above-threshold ionization (HATI) process, some electrons are deflected to large lateral momenta forming a plateau-like region in the PMD. Classically, two trajectories per optical cycle contribute to the same final momentum (see also the schematic illustration in Fig. 3.12). According to their excursion times, they are called "short" and "long" rescattering trajectory. A more detailed investigation of their kinematics can be found in Chapter 9. In the 2D distributions shown in Fig. 3.4, their interference pattern is visible as nearly-circular ring structures.


Figure 3.12: Schematic illustration of high-order above-threshold ionization. The superposition of the long rescattering trajectory (red solid line) with the short rescattering trajectory (violet dashed-dotted line) creates an interference pattern in the high-energy region. Here, the long trajectory passes two focal points in 2 D (black squares) resulting in a Maslov index $v_{2 D}=0$. In contrast, the short trajectory only passes one focal point (black square) resulting in a Maslov index $v_{2 D}=1$. Figure is adapted from Brennecke et al. [248].

By considering this interference pattern, we will demonstrate that nonzero Maslov phases already influence the PMDs in 2D. These Maslov phases arise from passing through other types of focal points, e.g., through fold caustics, and, hence, the change of the Maslov index needs to be calculated numerically. The long trajectory is topologically equivalent to the scattered trajectory in holography (see Section 3.4.1). In 2D, it crosses through two focal points, where the Maslov index is increased at one point and it is decreased at the other. Hence, its final Maslov index is $v_{2 D}=0$. On the other hand, the short trajectory only passes through one focal point in 2D and has a final Maslov index of $v_{2 D}=+1$. For a quantitative modeling of the fringe positions in the circular interference structures, the difference of these Maslov phases is crucial (see also the 1D slice through the distributions at $p_{x}=-0.5$ a.u. shown in Fig. 3.13). Since both trajectories become equivalent at the classical boundary (here at $\left|p_{z}\right| \approx 1.4$ a.u.), a caustic appears in the semiclassically-simulated PMDs.

The yield of high-energy electrons is much higher in the 2D setting compared to the 3D setting. As explained above, this overall effect is well reproduced by the semiclassical model due to the dependence of the Jacobian on the dimensionality. However, for large-angle scattering, the electron has to return very close to the parent ion such that the HATI process is very sensitive to details of the ionic potential.


Figure 3.13: 1D slices through the momentum distributions in 2D (panel a) and in 3D (panel b) of Fig. 3.4 at fixed $p_{x}=-0.5$ a.u. and $p_{y}=0$. Again, the results are indicated as: TDSE results (gray thick line), semiclassical model including Maslov's phase (red line) and neglecting Maslov's phase (blue dashed line). For better comparison, the distributions are normalized to an arbitrary value. Figure is adapted from Brennecke et al. [248].

The target-dependent elastic-scattering differential cross section (DCS) mostly determines the shape of the scattering plateau in the PMDs. Thus, it is expected that the $-1 / \mathrm{r}$ potential used in the semiclassical model cannot quantitatively reproduce all details. In principle, the problem of modeling HATI by means of classical simulations goes much deeper, because the classical DCS usually differs from the correct quantum-mechanical DCS. A prominent exception is a bare Coulomb potential in 3D.

To include the correct quantum-mechanical DCS in simplified simulations, quantum-orbit models based on the framework of the improved strong-field approximation can be used (see Section 2.3 and also Chapter 9). For sufficiently adiabatic conditions, such models are able to quantitatively predict the shape of the scattering plateau and the appearing interference pattern for short-range potentials. In these approaches, an additional phase (analogous to Maslov's phase) is also present and it is inherently included in the prefactor resulting from saddle-point approximation. For example, this prefactor was already used in Refs. [199, 204].

### 3.4.4 Interference in bicircular counter-rotating fields

Focusing of electron wave packets and the appearance of Gouy's phase anomaly is nothing special for cylindrically-symmetric systems under the influence of linearly-polarized pulses, but it is rather a property of light-driven rescattering in general. To demonstrate this, we consider strong-field ionization in bicircular fields consisting of two counter-rotating circularly-polarized fields with frequencies $\omega$ and $2 \omega$. A prototype of a bicircular field can be represented by the vector potential

$$
\begin{equation*}
\mathbf{A}(t)=\frac{E_{0}}{\omega} \frac{1}{\sqrt{1+R}}\left[\binom{\sin (\omega t)}{ \pm \cos (\omega t)}+\frac{\sqrt{R}}{2}\binom{\sin (2 \omega t)}{\cos (2 \omega t)}\right] \tag{3.34}
\end{equation*}
$$

where a positive sign corresponds to co-rotating fields and a negative sign to counter-rotating fields. The parameter $R$ represents the intensity ratio of the two colors. For $R \rightarrow 0$ or $R \rightarrow \infty$, circularly-polarized fields of frequency $\omega$ or $2 \omega$ are retrieved, respectively. In contrast to pure circular polarization, in counter-rotating fields at intermediate intensity ratios, more complex electron dynamics occur, allowing electrons to revisit the parent ion. Already in 1995 Eichmann et al. [267] demonstrated that it is possible to efficiently drive high-harmonic generation by counter-rotating bicircular fields. The HHG process was further explored to generate circularly-polarized XUV radiation [268-270]. Later on, other recollision-based phenomena such as high-order above-threshold ionization [271-277] and nonsequential double ionization [278-281] were analyzed.

Figure 3.14 shows PMDs from 2D TDSE simulations for helium ionized by four-cycle counter-rotating bicircular fields for various intensity ratios. In contrast to cw fields with their three-fold dynamical symmetry [271, 282], the finite pulse duration leads to a symmetry breaking. In the simple man's model, the main parts of the momentum distribution are expected to follow the negative vector potential $-\mathbf{A}(\mathrm{t})$.

Hence, for intermediate intensity ratios $R$, intracycle interference occurs due to the superposition of wave packets launched in different thirds of an optical cycle. In addition, high-energy electrons visible with their "scattering spheres" are again a sign of hard rescattering. The interference between direct and rescattered electrons leads to holographic interference patterns, which were theoretically predicted in Refs. [272, 273, 283]. Such interference patterns were also experimentally observed in lateral distributions [284]. A detailed analysis of various rescattering structures in bicircular fields can be found in Refs. [272, 273].


Figure 3.14: Photoelectron momentum distributions from 2D TDSE simulations for helium ionized by bicircular counter-rotating fields with 800 nm fundamental wavelength, $8 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity and using a $\cos ^{2}$ envelope of four cycles duration. The panels correspond to different intensity ratios $R$ of the two colors. For each panel, the dashed black line is the negative vector potential of a cw field with the same intensity ratio.

In the following, we restrict ourselves to the intensity ratio $R=3$, where scattering is quite pronounced. The PMDs for ionization by a short two-cycle pulse obtained by 2D and 3D simulations are shown in Fig. 3.15. ${ }^{8}$ Even though the same overall structures are present in both 2D and 3D PMDs, the positions of the interference fringes and the relative weight of the various regions differ. Even for these nontrivial waveforms, the semiclassical model reproduces well the various types of interference patterns and, especially, their differences of the 2 D and 3 D system. ${ }^{9}$ Due to the lack of symmetry, the Jacobian initial-value equations (3.9) have to be solved numerically to determine the Jacobians and Maslov indices in 2D and 3D. We speculate that the over-pronounced high-energy contributions of the model
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Figure 3.15: Photoelectron momentum distributions for helium ionized by two-cycle bicircular laser pulses with 800 nm fundamental wavelength, $8 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity and intensity ratio $\mathrm{R}=\mathrm{I}_{2 \omega} / \mathrm{I}_{\omega}=3$. (a) PMDs obtained from 2D simulations and (b) slices at $p_{y}=0$ through the 3D distributions. The distributions are calculated by numerical solution of the TDSE in the upper row or with the semiclassical model in the lower row.
in 2D are caused by a too large classical cross section in 2D compared to the exact quantum-mechanical DCS (see also Section 3.4.3).

In analogy to linear polarization, the interplay between the Coulomb potential and the laser field leads in 3D to focusing of scattered electron waves into the polarization plane. Within the semiclassical model, this bunching of electrons causes three bright lines of caustics corresponding to the three thirds of an optical cycle. In the TDSE simulations, the associated enhancement of the yield in 3D compared to 2D is particularly visible for the central holographic fringe point in the upper left quadrant of Fig. 3.15(b1). A magnification of the holographic pattern is shown in Fig. 3.16(b). It is caused by the interference of a nonscattered wave packet with a scattered wave packet [283]. A schematic illustration of typical trajectories in position space is presented in Fig. 3.17. We consider the same trajectories in the 2D and 3D semiclassical simulations for the distribution in the $p_{x}-p_{y}-$ plane. However, scattered trajectories pass additional focal points during their time evolution in 3D compared to the 2D situation. An analysis shows that the corresponding zero mode of the Jacobian field points in $z$-direction. Hence, trajectories starting with slightly different initial velocity in $z$-direction and otherwise same initial conditions are focused by Coulomb attraction to the same point in the polarization plane (see also the trajectories indicated as black lines in Fig. 3.17). In the position-space description, the focused electron wave experiences a phase shift of $\pi / 2$ in 3D. In agreement with our findings for linear polarization, the numerical calculation in the momentum-space description indeed shows that those scattered trajectories experi-


Figure 3.16: Photoelectron holography in bicircular fields. (a) Interference pattern of direct and scattered trajectories, i.e., $\cos ^{2}(\Delta S / 2)$ of their phase difference $\Delta S$ in 3D. (b) 2D slice through the 3D PMD from numerical solution of the TDSE as in Fig. 3.15(b1). The positions of the holographic interference minima of the semiclassical model are marked by black dashed lines, if Maslov's phase is included, and by white dashed lines, if Maslov's phase is neglected. Figure is adapted from Brennecke et al. [248].
ence an additional sign change of their Jacobian and a change of their Maslov index by +1 in 3D. This is an indication that the connection of Coulomb focusing and Gouy's phase anomaly is a rather general property of scattering trajectories.

The additional Maslov phases picked up in 3D become visible in the holographic interference pattern. The phase in the semiclassical model is dominated by $S \approx \operatorname{Re}\left(S_{\downarrow}^{0}\right)+I_{p}\left(t_{r}^{\prime}-t_{A}\right)+S_{\rightarrow}-v \frac{\pi}{2}$. We restrict ourselves to the two most important trajectories. Figure 3.16(a) shows the interference pattern calculated from their phase difference $\Delta S$. The form of the fringes is reminiscent of the well-known finger-like structures in linear polarization. The positions of the predicted interference minima including Gouy's phase anomaly, i.e., Maslov's index in 3D, are depicted as black dashed lines. These positions agree well with the minima visible in the PMD from numerical solution of the 3D TDSE (see Fig. 3.16(b)).


Figure 3.17: Schematic illustration of holography trajectories in a bicircular field. Both the nonscattered trajectory (blue line) and the scattered trajectory (red line) evolve in the $x-y$-plane. Trajectories (black lines) starting with small additional velocities in $z$-direction compared to the scattered trajectory are deflected by the Coulomb attraction of the ionic core (indicated as gray dot) and cross the polarization plane in the same point. Hence, this point is a focal point in position space.

### 3.5 Conclusion

In this chapter, the focusing of electron waves produced by strong-field ionization was analyzed. In full dimensionality (3D), the interplay of the laser electric field and the Coulomb attraction between electron and ion leads to a bunching of electron waves. As a result, similar to a lens in optics, this Coulomb focusing acts as a lens for electrons, making the waves pass through focal points. Reminiscent of Gouy's phase anomaly, the phase of the electron wave packets changes while passing through a focus. Since the bunching takes place in one degree of freedom, we found the fundamental value of $\pi / 2$ for the phase shift. This can be vividly illustrated for linearly-polarized fields with their rotational symmetry around
the polarization axis. There, the scattered electron wave packets are focused in position space every time when they cross the polarization axis. However, importantly, the appearance of focal-point phases is a much more general phenomenon in strong-field ionization which is also present in other waveforms that give rise to rescattering such as in bicircular counter-rotating fields.

We demonstrated that these previously-overlooked Gouy phase shifts influence the formation of various interference structures in photoelectron momentum distributions from strong-field ionization. A simple example is the spider-like holographic pattern caused by the superposition of a nonscattered reference wave and a scattered signal wave. Since Coulomb focusing is absent in reduced dimensionality (2D), its influence on the photoelectron momentum distributions was qualitatively identified by comparing the results from TDSE simulations in 3D and in 2D. In addition to the well-known enhancement of the spectral weight, we observed a systematic shift of the interference fringes related to Gouy's phase anomaly. A similar effect is also present for the intracycle interference pattern. Aside from Coulomb focusing, we revealed that there are measurable focal-point phases already in 2D. As an example, the interference between short and long rescattering trajectories in the high-energy plateau region was considered. Hence, it turned out that strong-field ionization is an ideal setup for the natural observation of focal-point phases for electron waves.

For a quantitative, but intuitive trajectory-based modeling, we refined the semiclassical description based on an approximation of Feynman's path integral. Previous studies mostly concentrated on the action phase associated with each trajectory. However, to account for focusing effects of the electron waves, we studied an additional prefactor of the semiclassical propagator which reflects the classical evolution of the local environment around a given trajectory. The modulus of the prefactor involves the Jacobian and influences the weighting of the trajectories. In contrast, its phase, known as the Maslov phase, can be identified as a case of Gouy's phase anomaly and it affects the interference structures. We analyzed the focal-point structure of the electron trajectories and calculated the jumps of the Maslov phase. In the special case of linear polarization, the rotational symmetry enabled us to formulate a simple rule how to evaluate the Jacobian and Maslov phase in 3D compared to 2D. By considering several laser wavelengths, it was shown that the inclusion of preexponential factors is crucial for the good agreement of the model with TDSE results.

The analysis of the semiclassical trajectories relies on the solution of the inversion problem, i.e., the determination of all possible initial momenta of the electron trajectories that are classically deflected to a given final momentum. Here, we accomplished this task by means of a clustering method based on machine learning. This alternative approach is quite versatile and can be applied for different targets and electric-field configurations. Thus, the clustering scheme resolves one of the problems in the applicability of the semiclassical propagator. In principle, the idea can be transferred to other semiclassicallytreated problems as long as the dynamics is not too chaotic. Compared to previously used initial-value representations, this may open the route for a clearer view on physical processes in various fields of research such as molecular spectroscopy [257, 285, 286] or interacting bosons [287].

Recently, it was shown that the inclusion of the Gouy phase anomaly results in a significant improvement in direct comparison to experimental data [288]. The quantitative interpretation of photoelectron momentum distributions for atoms by means of semiclassical models forms the foundation for the future analysis of nontrivially-polarized fields [275,283,284] or more complex targets such as molecules [30, 31, 240, 289]. In atoms, the properties of structured electron beams such as vortex beams generated by strong-field ionization of current-carrying orbitals [290-292] could be quite interesting, because similar effects as in the focusing of structured optical beams are expected. In molecules, the scattering off different centers may lead to new kind of electron trajectories with different focal-point properties and, thus, unexplored types of interference patterns. From a fundamental point, it would be illuminating to study the limits of the Coulomb focusing process. For example, the use of small negatively-charged molecules with permanent dipole moments results in a $1 / \mathrm{r}^{2}$ behavior of the ionic potential at large distances $r$ (in contrast to the common $-1 / r$ behavior), raising the question whether focusing and Gouy's phase anomaly are present in this modified situation.

## Chapter 4

## Control of Electron Wave Packets Close to the Continuum Threshold Using THz Waveforms

### 4.1 Introduction

Recollisions of high-energy electrons in strong linearly-polarized electromagnetic fields form the basis of many phenomena such as high-harmonic generation [11, 12], elastic scattering and diffraction [16$18,33,34,36]$, or photoelectron holography [74, 239]. These processes can be qualitatively understood by means of the three-step model [7-10]: A continuum electron wave packet is created by laser-induced tunneling, afterwards it is controlled by the same light field, and it is potentially driven back to the parent ion (see also Chapter 3). However, for electron energies close to the continuum threshold, the light-driven motion of the electron wave packets is decisively influenced by the long-range Coulomb force of the parent ion. For example, low-energy structures [81-84] appear in the photoelectron spectra for atoms in strong laser field. These are caused by soft recollisions of electrons just above the continuum threshold [83-86, 118]. In addition, the long-range nature of the potential leads to a quasicontinuum of bound Rydberg states just below the continuum threshold. In strong fields, these weakly-bound states play for example an important role in the generation of coherent vacuum-ultraviolet (VUV) emission [293-296] and can be populated through multiphoton absorption [297-299] or by recapture after tunnel ionization [300-302].

For Rydberg states, the important time and length scales are hugely increased compared to the typical scales of tightly-bound atomic ground states. The dynamics of these electrons close to the continuum threshold can be modified by means of terahertz (THz) waveforms. Rydberg states can be ionized by means of half-cycle THz pulses [104] and single-cycle THz pulses [105] or their population can be redistributed [303]. Due to the different scales involved, the ionization mechanism usually works quite different compared to tunnel ionization in visible or infrared laser fields [105]. For example, the stabilization of states close to the ionization threshold were observed for single-cycle THz pulses [304, 305]. Previously, pump-probe schemes based on THz waveforms were already used to study phenomena at the continuum threshold. Examples are the control of the recombination of continuum electrons at low energies on a picosecond timescale [103, 306], the investigation of the electron dynamics in Rydberg states [101, 102] or the probing of electron interactions in double Rydberg wave packets [307].

Low-energy structures, population of Rydberg states and also other recollision-based phenomena appear quite naturally in strong visible or infrared fields. However, the control of the created electron wave packets with a single light pulse is difficult, because the same field governs both the preparation of the wave packet and its further evolution. ${ }^{1}$ In this chapter, we investigate the natural solution and

[^11]decouple the creation step from the propagation step by using two very distinct light fields: a short infrared (IR) pulse with 25 fs duration and a synchronized carrier-envelope-phase-stable near-singlecycle THz pulse with a cycle length of about 1.3 ps at the central frequency. In this scheme, the IR pulse launches an electron wave packet at the continuum edge, i.e., extending across continuum and weaklybound states. The subsequent motion of the electron wave packet is steered by the THz waveform. The creation time of the wave packet is localized on the scale of an optical cycle of the THz field such that launch process and subsequent acceleration are well separated. Compared to previous pump-probe studies using THz pulses [101-103, 306, 307], the subcycle timing enables the selection of the ongoing physical processes. Depending on the delay between the pulses, we observe effects such as Coulomb focusing of the outgoing wave packet or even more pronounced collision dynamics such as large-angle scattering and the appearance of holographic patterns. These phenomena well-known from strongfield ionization (see Chapter 3) are here observed under rather different conditions of the radiation and, hence, for quite different electron energies $(|\mathrm{E}|<1 \mathrm{eV})$.

The setting is strongly reminiscent of the attosecond streak camera [63, 309, 310]. There, singlephoton ionization by an XUV attosecond pulse launches a temporally-localized electron wave packet in the continuum. Afterwards, these photoelectrons are streaked in energy by means of a femtosecond infrared laser pulse. Usually, the initial kinetic energies of the freed electrons are sufficiently high such that the interaction with the parent ion can be ignored. Hence, the momenta of the photoelectrons roughly follow the negative vector potential of the streaking field [63]. However, for low electron energies (in the few-eV range), theoretical works predict that recollision-based phenomena may also be present in streaking [99, 311-315]. In a modified streak camera for strong-field ionization, based on the combination of ionization by a short visible pulse and deflection of the created wave packets by a mid-infrared pulse, scattering was already experimentally observed [100, 316]. In a RABBITT-like scheme with an attosecond pulse train phase-locked to the infrared field [65], electron wave packets at low energies were also manipulated and probed in experiment [94, 95, 97, 98]. The imprint of recollisions were observed in photoelectron distributions [ 96,317 ] and in the emitted radiation $[318,319]$ by variation of the delay between the pulse train and the infrared field. However, the analysis of the momentum distributions is difficult in RABBITT-like schemes due to the series of wave packets launched by the pulse train. The main differences of our scheme to these previous works are: We consider much lower electron energies where the interplay between long-range Coulomb interaction and external electric field is even more pronounced. To control the electron dynamics, we use THz pulses. This enables us to reach a high degree of temporal localization of the initial wave packet. If this is quantified as the ratio of probe cycle length to ionizing pulse length, our THz-IR scheme reaches a ratio of about 50 whereas the previous studies only reached about 10 .

The work is based on a collaboration with the group of Ulrike Frühling in Hamburg. Martin Ranke performed an experiment using the described two-pulse scheme and measured the projection of the photoelectron momentum distributions for various delays by means of velocity-map imaging [320,321]. We provided the theoretical simulations and developed the physical model of the ongoing processes. Most parts of this chapter are already published in Ref. [322].

### 4.2 Computational details

In order to calculate photoelectron momentum distributions in the presence of the THz pulse and the IR field, the TDSE is solved numerically in the electric dipole approximation for xenon modeled by a single-active-electron potential. We only consider ionization of the 5 p orbital aligned along the polarization direction of the IR pulse, i.e., the orbital with magnetic quantum number $m=0$ for the angular momentum component along $x$-direction. Compared to the conditions present in the other chapters of this work, the natural scales for low-energy electrons (typically with momenta $|\mathbf{p}|<0.25$ a.u.) and for THz pulses are quite different. Hence, to obtain reliable results, several challenges have to be mastered:

- Energy scale: In an accurate simulation of electrons at low energies, the ionic potential V has to be considered during the whole motion of the outgoing electrons, i.e., two-grid methods as described in the Appendix A.2.2 cannot be used. Thus, we use the pseudospectral method in length gauge as described in the Appendix A.2.1 and store the position-space wave function on a single grid till the end of the THz pulse. To determine the PMDs, we project the final wave function onto numerically-calculated scattering states for the ionic potential (see Eq. (2.19)).
- Time scale: The THz field has an optical cycle length of about 1.3 ps and, thus, a time interval of several picoseconds must be covered in the simulations. The accuracy of the splitting scheme in the pseudospectral method is mostly determined by the error term of Eq. (A.23) which is proportional to $\sim \mathbf{E}(\mathrm{t}) \cdot[\mathbf{E}(\mathrm{t})+2 \nabla \mathrm{~V}(\mathrm{r})] \Delta \mathrm{t}^{3}$. Hence, the error in length gauge is strongly influenced by the electric-field strength (in contrast to velocity gauge where the error is proportional to the vector potential). Since the THz electric field is much weaker than the IR electric field with a ratio of about $\mathrm{E}_{\mathrm{THz}} / \mathrm{E}_{\mathrm{IR}} \approx 10^{-3}$, we use a time step of $\Delta \mathrm{t}=0.15$ a.u. when the IR is present, but we choose a large step of $\Delta t=1.5$ a.u. when only the THz field is present.
- Length scale: The quiver amplitude of the electrons in the THz field is given by $\mathrm{E}_{\mathrm{THz}} / \omega_{\mathrm{THz}}^{2} \approx$ 1400 a.u. However, even electrons with small momenta as 0.15 a.u. can travel large distances as 15500 a.u. in the time interval between their liberation and the end of the THz pulse (maximal time span of $\approx 2.5 \mathrm{ps}$ ). The radial part of the wave function is discretized using 6000 points on a nonuniform grid (A.44) with an extension $r_{\max }=19000$ a.u. and a core region $r_{\text {center }}=100$ a.u. The grid spacing in the asymptotic part is approximately given by $\Delta r_{\max } \approx 3.3$ a.u. such that a maximal momentum of $p_{\max } \approx 1.1$ a.u. can be represented. This choice ensures that the low-energy part of the wave function remains on the grid until the end of the THz pulse. However, depending on the time delay, electrons from higher-order ATI peaks of the IR field (see Section 4.3) can reach the grid boundary and are absorbed by a mask function (A.53) of $\Delta r_{A}=200$ a.u. width.
- Angular-momentum scale: For a rough classical estimate, we consider the product of a characteristic lateral momentum of 0.15 a.u. and a quiver amplitude of 1400 a.u. which results in an angular momentum of about 210 a.u. ${ }^{2}$ In the expansion of the angular dependence of the wave function in spherical harmonics, we include states with maximal orbital angular momentum $l_{\max }=512$. For selected delays, the simulations were repeated with $l_{\max }=768$ and similar results were obtained for the low-energy part of the PMDs. To speed up the calculations, we monitor the populations of the angular momentum components during the propagation and only consider states with appreciable population.


### 4.3 THz-field-free distributions

The IR pulse prepares the electron wave packet that is afterwards steered by the THz waveform. The shape of the wave packet at the end of the IR pulse is a central ingredient that decisively influences the subsequent motion. For this reason, we first study the photoelectron momentum distributions in the absence of the THz field, i.e., the continuum part of the prepared wave packet. The experimentallymeasured projection of the PMD is shown in Figs. 4.1(a) for ionization with an IR pulse of 795 nm central wavelength and a peak intensity of about $8.5 \times 10^{12} \mathrm{~W} / \mathrm{cm}^{2}$. Here, the polarization of the light pulses ( $x$-axis) is parallel to the detector plane. For the calibration of the momentum axis and the laser intensity, the measured distribution was compared to distributions from numerical simulations of the TDSE taking focal-volume averaging into account. The simulated distributions are further discussed below.

In a multiphoton picture for above-threshold ionization [5, 172], the positions of the ATI peaks are determined by the condition $E_{n}=n \omega-I_{p}-U_{p}$ with the ionization potential $I_{p}$ of xenon and the
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Figure 4.1: Photoelectron momentum distributions projected onto the $p_{x}-p_{z}$-plane for ionization of xenon by an IR pulse. The experimental results are shown in panels (a). The focal-volume-averaged distributions from numerical simulations of the TDSE for the GSZ potential and for the Tong-Lin potential are depicted in panels (b) and (c), respectively. The lower row contains a magnification of the low-energy region. Arbitrary normalization is used for panels (a), (b) and (c). The experimental data were provided by Ranke [320]. Figure is adapted from Brennecke et al. [322].
ponderomotive potential $U_{p} \propto E_{0}^{2} / \omega^{2}$ (see Section 2.1.1). For ionization with the xenon ion ending up in a ${ }^{2} P_{3 / 2}$ state with an ionization potential $I_{p} \approx 0.4458$ a.u., a number of $n=9$ photons is at least required to form an ATI peak in the continuum. ${ }^{3}$ We can assign the photon numbers $n=9, \ldots, 12$ to the ATI peaks centered at momenta $|\mathbf{p}| \approx 0.33, \ldots, 0.64$ a.u. The chosen laser intensity is just above the closing of the eight-photon ionization channel occurring at an intensity defined by $E_{8}=8 \omega-I_{p}-U_{p}=0$. Thus, the eight-photon peak is centered slightly below the continuum edge. Due to its finite spectral width, its high-energy tail still reaches positive electron energies. In the low-energy part of the measured PMD, it is visible as an extended "butterfly-like"-shaped pattern (see also the magnification shown in Fig. 4.1(a2)).

For the TDSE simulations, we use IR pulses with a $\cos ^{2}$ envelope of 26 optical cycles duration ( $\approx 25 \mathrm{fs}$ FWHM in intensity) and perform calculations for a broad range of intensities. To consider the influence of focal-volume averaging, we assume a Gaussian beam profile and follow the scheme introduced in the Appendix A.2.4. The xenon atom is either model by a Tong-Lin potential [324] (see Section A.2.3) or by a modified Green-Sellin-Zachor (GSZ) potential [325]. ${ }^{4}$ The projected PMDs are shown in Figs. 4.1(b) and (c), respectively. The overall structure of the PMDs is similar as the experimental one. However, in the simulated distributions, we find that each ATI peak is split in two sub peaks with a different angular structure. We identify the inner peak with the nonresonant ionization channel whereas the outer peak is related to a Freeman resonance [172] of 6 d states. Due to this resonance behavior, the simulated PMDs are quite susceptible to the exact electronic structure and to the laser parameters. For example, the resonant ionization path is much more pronounced in the Tong-Lin potential compared to the GSZ potential. In the low-energy region, the resonant channel is visible as an extended structure

[^13]with f character and it is too pronounced for the Tong-Lin potential compared to the experimental result. Hence, since we are mostly interested in this low-energy region, we use the GSZ potential for all further simulations. Note that for this choice the emission strength of the higher-order ATI peaks $(n>8)$ is only qualitatively reproduced (see also the 1D distributions in Fig. 4.2(a)).

In the presence of the THz pulse, we are unable to perform focal-averaged simulations for all delays. When only considering a single intensity, the low-energy part of the PMD is most accurately reproduced for an intensity of $7 \times 10^{12} \mathrm{~W} / \mathrm{cm}^{2}$. In this case, compared to the focal-averaged simulations, the yield is underestimated in the region between $p \approx 0.08$ a.u. and $p \approx 0.2$ a.u., but matches well in all other regions (see Fig. 4.2(b)).


Figure 4.2: Photoelectron momentum distributions along the polarization direction ( $p_{\chi}$-direction) for the same conditions as in Fig. 4.1. The distributions are calculated by integration of the 2D projections over $\left|p_{z}\right|<0.1 \mathrm{a} . \mathrm{u}$. In addition to the focal-volumeaveraged result for the GSZ potential (blue line), the distribution for a fixed intensity of $7 \times 10^{12} \mathrm{~W} / \mathrm{cm}^{2}$ is shown (red line). Panel (b) is a magnification of the low-energy region. The experimental data were provided by Ranke [320].

A characteristic difference between the TDSE simulations and the experiment is a bright spot centered at $p=0$. These "zero-energy electrons" (ZEEs) have been neglected so far. As explained, the $n=8$ photon peak is centered at slightly negative energies and, hence, there is a strong population in Rydberg states with very weak binding energies. After the end of the IR pulse, the ionization of these states by the static electric field of the VMI [327-329] or by blackbody radiation [330] leads to the additional zero-energy signal. We will consider this part of the PMD in more detail in Section 4.6.

In the remaining part of this chapter, we will study the influence of the THz field on the released electron wave packet. To this end, we investigate the following three regions of the PMDs separately:

- High-energy electrons: ATI peaks with energies $E_{n}=n \omega-I_{p}-U_{p}$ and $n>8$.
- Low-energy electrons: the region corresponding to the "peak" at the threshold with $\mathfrak{n}=8$ photons, but only momenta with $\sqrt{p_{x}^{2}+p_{z}^{2}}>0.04$ a.u.
- Zero-energy electrons: identified with the region $\sqrt{\mathrm{p}_{x}^{2}+\mathrm{p}_{z}^{2}}<0.04$ a.u. in momentum space and mostly related to additional ionization of Rydberg states. ${ }^{5}$


### 4.4 Streaking of ATI peaks

After the preparation of the electron wave packet by the IR pulse, the interplay between the THz pulse and the electron-ion interaction controls its subsequent dynamics. Figure 4.3 shows the experimental momentum distributions along the polarization axis as a function of the time delay $\tau$ between THz waveform and IR pulse. The ATI peaks for $n \geqslant 9$ all behave similarly and are mostly streaked in energy
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Figure 4.3: Experimental photoelectron momentum distributions along the polarization axis as a function of time delay $\tau$ between the THz waveform and the IR pulse. The distributions are calculated by integration of the 2 D projections over $\left|\mathrm{p}_{z}\right|<0.1$ a.u. The experimental data were provided by Ranke [320].
by the THz field [63]. For these electrons with high initial kinetic energy, the effect of the Coulomb attraction can be neglected and their dynamics is solely determined by the THz field. Following the same idea as in attosecond streaking, the momentum change induced by the THz pulse is approximated classically as [63, 331, 332]

$$
\begin{equation*}
\Delta p_{x}=-\int_{\tau}^{\infty} \mathrm{dt} \mathrm{E}_{\mathrm{THz}}(\mathrm{t})=-\mathrm{A}_{\mathrm{THz}}(\tau) . \tag{4.1}
\end{equation*}
$$

Here, $\tau$ is the creation time of the wave packet and it is equal to the time delay. $\mathrm{E}_{\mathrm{THz}}$ and $A_{\mathrm{THz}}$ are the electric field and the vector potential of the THz waveform, respectively.

The relation of Eq. (4.1) is used to reconstruct the experimentally-applied THz pulse. To this end, we determine the central momenta of the ATI peaks as a function of the delay $\tau$. To extract the relative variation due to the THz field, the THz -field-free positions are subtracted. The reconstructed vector potentials for the three ATI peaks with $n=9-11$ are in very good agreement with each other (see Fig. 4.4(a)). Although the maximal THz field strength is only about $81 \mathrm{kV} / \mathrm{cm} \approx 1.58 \times 10^{-5}$ a.u., the long acceleration time of the THz field leads to momentum changes on the order of $0.1 \mathrm{a} . \mathrm{u}$. For the simulations, we apply a smoothed spline fit to the data for the ATI peak with $n=9$. In order to reduce the computational effort and obtain a manageable pulse duration, the retrieved waveform is truncated at -1500 fs and +1350 fs by using a $\sin ^{2}$ mask. The resulting "short" pulse is shown in Fig. 4.4 as black line.


Figure 4.4: Vector potential of the THz pulse retrieved from experimental data for several ATI peaks indicated in the legend (left panel) and retrieved from TDSE simulations (right panel). The black solid line shows the vector potential for the short THz pulse used in the TDSE simulations. The experimental data were provided by Ranke [320].

In the extraction procedure of the THz pulse, the influence of the Coulomb attraction is neglected. We can test this approximation by using the PMDs from numerical TDSE simulations, including both the IR pulse and the THz pulse. The same procedure as for the experimental data is applied to reconstruct the vector potential. For the ATI peak with $n=9$, the retrieved result is shown in Fig. 4.4(b) as blue dots.

The reconstruction is in perfect agreement with the vector potential used for the simulations (deviations lower than 0.002 a.u.). For large negative delays $\tau<-290 \mathrm{fs}$, higher-order ATI peaks are absent in the simulations, because these electrons reach the boundary of the radial simulation grid.

### 4.5 Dynamics of low-energy electrons

The low- and zero-energy electrons exhibit major deviations from the simple momentum shift of the higher-order ATI peaks. Figure 4.5(a) shows a magnification of the experimental distributions along the polarization directions as a function of the time delay $\tau$. An animated presentation of the complete 2D projections of the PMDs is available as Supplemental Material of Ref. [322]. Even though some parts of the momentum distribution at low energies still roughly follow the momentum shift of Eq. (4.1), their signal strength is modulated and their corresponding angular distribution is deformed as a function of the delay. Additionally, localized spots are visible in the PMDs, e.g., at $p_{x} \approx 0.09$ a.u. for the delay $\tau \approx 174 \mathrm{fs}$ or at $p_{x} \approx 0.14$ a.u. for the delay $\tau \approx 400 \mathrm{fs}$. Furthermore, the creation of the wave packet before the main THz pulse arrives (large negative delays) results in noticeably broader $p_{x}$-distributions compared to its launch after the main THz pulse has already passed (large positive delays). All in all, we observe a variation of the total electron emission probability as a function of the delay.


Figure 4.5: Low-energy part of the photoelectron momentum distributions along the polarization axis as a function of time delay $\tau$ analogous to Fig. 4.3. The dashed line indicates the momentum shift of Eq. (4.1) which is usually considered in streaking experiments, i.e., estimated by neglecting the electron-core interaction. The experimental data were provided by Ranke [320]. Figure is adapted from Brennecke et al. [322].

The PMDs from numerical solution of the TDSE well reproduce the major features of the experiment in the low-energy region (see Fig. 4.5(b)). However, as expected, the bright line centered at $p_{x}=0$ of zero-energy electrons is visible in the experiment and it is not contained in the TDSE simulations. We will separately discuss zero-energy electrons in Section 4.6. To avoid a background resulting from the projection of higher-order ATI peaks ( $n \geqslant 9$ ), we subtracted the corresponding signal in all simulations.

### 4.5.1 Classical model

The observations for low-energy electrons are already a clear indication that the interplay between the THz field and the electron-ion interaction plays a crucial role. To reveal the physics behind these observations, a classical-trajectory Monte Carlo (CTMC) model is established. Since the creation of the wave packet takes a much shorter duration than the length of an optical cycle of the THZ field, the whole ionization process is split into two steps: ${ }^{6}$

- Creation of the wave packet. The IR field prepares the initial wave packet at a time $\tau$ by multiphoton ionization. To properly describe this nonclassical process, we perform a TDSE simulation without THz field. The low-energy part of the quantum-mechanical energy distribution is shown in Fig. 4.6(a). Here, we select the peak at the continuum edge, i.e., extending across weakly-bound Rydberg states $(E<0)$ and continuum states $(E>0)$.
The main idea is to use the quantum-mechanical wave function from the TDSE and to convert it into a classical phase-space distribution. To this end, we consider the quantum-mechanical velocity distribution at the end of the IR pulse and assign to every velocity $\mathbf{v}_{0}$ a unique initial position $\mathbf{r}_{0}\left(\mathbf{v}_{0}\right)$. The angular structure of the velocity distribution shown in Fig. 4.6(b) is caused by the superimposition of contributions with small orbital angular momentum (here $l=1,3$ and 5). For simplicity, we assume zero initial angular momentum in the classical calculation and, thus, choose a mapping of the form $\mathbf{r}_{0}\left(\mathbf{v}_{0}\right)=r_{0}\left(v_{0}\right) \hat{\mathbf{v}}_{0}$. The function $r_{0}\left(v_{0}\right)$ is optimized to reproduce the THz -field-free quantum-mechanical energy distribution (energy-optimization method). ${ }^{7}$ After the end of the IR pulse, the wave packet is still localized in the vicinity of the ionic core (see the initial positions shown in Fig. 4.6(c)). By construction, this approach assigns a unique energy value to each initial velocity. This enables the identification of regions with negative and positive energies in the wave packet (see the white dotted line in Fig. 4.6(b)).
An alternative way to define the mapping $r_{0}\left(v_{0}\right)$ is offered by the local-position method [333,334]. To this end, for each velocity $\mathbf{v}_{0}$, a local position is defined as $\mathbf{r}_{0}\left(\mathbf{v}_{0}\right)=-\nabla_{\mathbf{v}_{0}} \arg \tilde{\psi}\left(\mathbf{v}_{0}\right)$ with the momentum representation $\tilde{\psi}\left(\mathbf{v}_{0}\right)$ of the wave packet (for a more detailed discussion see the classical backpropagation method of Section 5.2.4). To avoid complications caused by interference, we only analyze the dominant contribution of the quantum-mechanical wave packet with orbital angular momentum $l=1$. Besides some additional oscillations, the result of the local-position method is in good agreement with the energy-optimization method (see Fig. 4.6(c)). Hence, in the following, all presented results are obtained with the energy-optimized mapping.
- Propagation in the presence of the THz pulse. The dynamics induced by the THz pulse is treated classically by propagating the phase-space distribution forward in time. To this end, we simulate a swarm of classical trajectories following Newton's equation including the THz field and the attractive force of a $-1 / \mathrm{r}$ potential (see the EOM (2.49)). For the chosen initial conditions, the electron motion is restricted to the plane spanned by the polarization direction and the initial velocity. At large times $t_{f}$ after the end of the THz pulse, we determine the final momenta $\mathbf{p}$ of the electrons and calculate the electron momentum distributions. Similar to the discussion in Section 3.3.5, it is sufficient to only consider trajectories in a 2D plane. However, in order to account for focusing in the third dimension, we use an additional weighting factor of $\left|v_{0, \perp}\right| /\left|p_{\perp}\right|$ in the calculation of PMDs (see the relation of the Jacobians in 2D and 3D presented in Eq. (3.31)).

The result of the classical model shown in Fig. 4.5(c) contains all major features of the TDSE distributions. As expected, small quantitative differences are visible. For example, a slight shift (up to $\approx 50 \mathrm{fs}$ ) is present for some of the structures. We believe that these deviations are partially attributed to the chosen initial distribution and to the neglect of the THz pulse during the release by the IR pulse.
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Figure 4.6: Properties of the initial wave packet used in the classical simulations: (a) energy distribution from the TDSE simulation without THz pulse (black solid line) and used in the classical model (red dashed line). (b) Representation as a slice through the electron velocity distribution. The white dotted line indicates zero energy in the classical model. (c) Mapping $r_{0}\left(v_{0}\right)$ of the initial velocity $v_{0}$ to the initial position $r_{0}$ determined by an optimization of the energy distribution (red line) or by the local-position method (blue line). Figure is adapted from Brennecke et al. [322].

### 4.5.2 Discussion

In the absence of Coulomb effects, the electron motion is only influenced in polarization direction by the THz pulse. On the other hand, if the THz pulse is absent and the created wave packet only evolves under the influence of the binding forces, it expands radially outwards. For the chosen initial conditions, the classical trajectories follow straight lines. In both special cases, the trajectories do not cross the polarization axis ( $\mathrm{r}_{\perp}=\sqrt{y^{2}+z^{2}}=0$ ). Thus, an axis crossing of trajectories is a sign of the interplay between THz pulse and Coulomb attraction. Figure 4.7 shows the classical distributions where the trajectories are selected with respect to their number $\delta$ of axis crossings. As expected, for late delays, no crossings $(\delta=0)$ occur and the main characteristics of trajectories are unchanged compared to the Coulomb-free case. However, for intermediate and very early delays, trajectories undergoing one or even multiple axis crossings play an important role. In this section, we will first discuss the limiting scenarios of wave packets created before the main THz pulse arrives (large negative delays) or after the main THz pulse has already passed (large positive delays). Afterwards, we will turn to intermediate delays.


Figure 4.7: Low-energy part of the photoelectron momentum distributions along the polarization axis as a function of time delay $\tau$ from classical simulations analogous to Fig. 4.5. For the panels, only trajectories with a given number $\delta$ of crossing of the polarization axis are selected. Summing up the results of all panels leads to the total distribution of Fig. 4.5(c).

## Late delays: THz-field-free dynamics

For the short THz pulse of the simulations and for late delays, i.e., at the right edge of Fig. 4.5(c), the wave packet is created after the THz pulse has already passed. In this situation, the energy of the outgoing electrons is classically conserved. The wave packet expands radially outwards and is only decelerated by the Coulomb attraction. Classically, after a certain finite time, electrons with negative energies $(E<0)$ reach their turning points and, thus, are trapped in bound orbits, i.e., correspond to the population of Rydberg states. In contrast, electrons with positive energies ( $E>0$ ) escape and form the THz-field-free PMD. Importantly, this division into bound and escaping orbits is an asymptotic concept in the sense that both types of electrons only show qualitatively different behavior after sufficiently long propagation times.


Figure 4.8: Electron dynamics for a delay of -1133 fs . (a)-(c) 2D projections of the PMDs from the experiment, the TDSE simulation and the classical model. (d) Classification of trajectories in the initial-velocity space according to their number of axis crossings: trapped trajectories (white), $\delta=0$ (orange), $\delta=1$ (green), $\delta=2$ (yellow) and $\delta \geqslant 2$ (rose). (e) Final lateral momentum component ( $p_{z}$-component) in a.u. as a function of the initial velocity. (f) Characteristic trajectories leading to a given final momentum marked by points in panels [(b),(c)]. The corresponding initial velocities are also indicated by the points in panels [(d),(e)]. The electric field $\mathrm{E}_{\mathrm{THz}}$ is shown in the inset of panel (a). The experimental data were provided by Ranke [320].

## Early delays: ionization of Rydberg states by a single-cycle THz pulse

For very early delays, the continuum part of the wave packet has already traveled far away from the core, when the main part of the THz pulse arrives. Hence, the coupling between the THz pulse and the Coulomb potential can be neglected such that the trajectories do not cross the polarization axis (see the red trajectory in Fig. 4.8(f)). Since these electrons experience the whole THz pulse, their final momenta deviate only slightly from the THz-field-free situation. Weakly-bound electrons with negative initial energy also experience the whole THz pulse and, hence, they can be liberated by the single-cycle THz pulses as in earlier works [105, 304,335]. Here, the ionization mechanism is mostly determined by the relative duration of the THz pulse, i.e., for the single-cycle pulse the optical period, compared to Kepler period $\tau_{K}=2 \pi n^{3}$ of the orbit with an effective quantum number $n=1 / \sqrt{-2 E}$.

For high binding energies (e.g. -0.1 eV ), the Kepler periods are much smaller than the pulse duration and an adiabatic over-the-barrier ionization mechanism dominates as discussed in Ref. [105]. The
ionization probability increases with decreasing binding energy, i.e., for too small initial velocities ionization is suppressed (see Fig. 4.8(d)). In this regime, the interplay between the THz pulse and the ionic potential results in a complex motion with multiple revisits of the core (see the trajectories shown as black lines in Fig. 4.8(f)). The chaotic dynamics leads to a fragmentation of the initial-velocity space into regions of escaping trajectories and of trapped trajectories. As a result, very different initial conditions are mapped to the same final momenta. For example, about 20 different trajectories contribute to the momentum indicated as a black point in Figs. 4.8(b),(c). In the 2D PMDs, these contributions lead to a concentrated signal with very fuzzy structures along the polarization axis. This additional signal is also visible in the distributions along the polarization in the region between $p_{x} \approx-0.15$ a.u. and $p_{x} \approx 0.1$ a.u. (see Figs. 4.5 and 4.7(d)). The various structures cannot be resolved in the experiment and only appear as a blurred region.

When going towards the ionization threshold, the binding energy decreases and the associated Kepler period increases. For certain initial energies, the magnitude of Kepler period is on the same order as the duration of the THz pulse. Hence, the orbits do not circle around the ionic core multiple times. A typical trajectory is shown as blue solid line in Fig. 4.8(f). The related structures in the PMD are more extended compared to the chaotic dynamics discussed above. Very close to the ionization threshold, the Kepler times become much larger than the THz duration. In this regime, ionization can occur by displacement and a counter-intuitive stabilization was observed [304, 305]: More weakly-bound electrons are less likely to be liberated (see the white area around $v_{0} \approx 0.1$ a.u. in Fig. 4.8(d) that indicates trapping of electrons). The energies in our initial wave packet span both the regime of displacement and the regime of adiabatic ionization. The combination of both mechanisms leads to an "ionization window" in the energy distribution with high ionization probability.

## Intermediate delays: reminiscence of strong-field phenomena

In the intermediate time range, i.e., when the wave packet is created during the main part of the THz pulse, very interesting dynamics occurs. Here, the interplay between the electron-ion interaction and the THz pulse is still very important, but the dynamics can be interpreted by means of a few characteristic trajectories. For large regions of initial conditions, the motion is regular in the sense that small changes of external parameters such as the THz field or the initial wave packet only weakly perturb the electron dynamics and the structures in the PMD.

In conventional strong-field ionization, the release time and the transverse initial velocity of the electrons determine the characteristics of their motion (see Chapter 3 and references therein). For example, rescattering is only possible for electrons born slightly after the maximum of the electric field. Here, in contrast, we only "ionize" at a well-defined time given by the delay $\tau$. However, we have to pay the price that the initial wave packet contains a broad range of parallel initial velocities. Hence, for a given delay, the initial velocity defines the ongoing dynamics and the structures visible in the PMD. In the following, we discuss the several physical phenomena through the example of two selected delays.

## Streaking of low-energy electrons

When the wave packet is created close to a zero crossing of the THz electric field, the electrons are accelerated in the same direction for the following half cycle of the THz pulse. Hence, parts of the wave packet with initial velocity components $v_{0, x}$ antiparallel to the electric field are driven away from the parent ion. For example, the electric field points in $x$-direction for time larger than about -58 fs and a corresponding trajectory is indicated as red dotted line in Fig. 4.9(f). For sufficiently large initial velocities, these parts of the wave packet are only weakly decelerated by the Coulomb attraction. In the projected PMD, this results in the triangle-like region at $p_{x}<-0.1$ a.u. (see Figs. 4.9(b),(c)). The situation is similar to streaking of high-energy electrons or recollision-free strong-field ionization.

Classically, the triangular region is formed of trajectories with both negative and positive initial energies $E$. The white dotted line in Fig. 4.9(b),(c) marks $E=0$ from the classical model. In the TDSE simulations as well as in the classical calculations, the shape of this structure in the PMD is sensitive to
the angular structure of the initial velocity distribution. Thus, the PMD contains not only information on the energy distribution of Rydberg states but also on the initial shape of their angular distribution. Unfortunately, the current classical model is not able to fully reproduce the angular dependence of the quantum-mechanical TDSE results. We think that more advanced modeling is necessary for an appropriate reconstruction of the initial wave packet from a photoelectron momentum distribution. A promising approach could be a simple quantum-mechanical model based on eikonal-Volkov states [215].


Figure 4.9: Electron dynamics analogous to Fig. 4.8, but for a delay of -58 fs . In addition, the white dotted line in panels (b) and $(c)$ indicates zero initial energy $(E=0)$. The blue dashed line marks the classical boundary of the scattering plateau. The experimental data were provided by Ranke [320]. Figure is adapted from Brennecke et al. [322].

## Recollision-based phenomena

When considering smaller initial velocities (but still a delay of -58 fs and $\nu_{0, \mathrm{x}}<0$ ), the influence of the Coulomb potential becomes more prominent. Here, we observe a strong deflection and focusing of electrons in the lateral direction. This results in an enhancement of the yield in the vicinity of the polarization axis at the upper edge of the triangle-like region. The corresponding trajectories form the boundary between zero and a single axis crossing and, hence, their initial conditions lay on the boundary between the green and orange area in Fig. 4.9(d). Even though trajectories with even smaller initial velocities can still escape in negative $x$-direction, they cross the polarization axis during the motion (see the trajectory indicated as the black dotted line in Fig. 4.9(f)).

On the other hand, trajectories initially launched with $v_{0, x}$-components parallel to the THz electric field are first decelerated and may reverse their direction. For large transverse initial velocities, the electron makes a wide turn around the ion. Its trajectory is still only weakly influenced by the Coulomb field and can be attributed to recollision-free ionization. An example is shown as black dashed-dotted line in Fig. 4.9(f). For smaller transverse initial velocities, Coulomb focusing appears similar to conventional strong-field ionization [77, 78] (see Section 3.4 for further discussions). Here, the electrons are deflected to very small transverse final momenta and the signal is enhanced in the vicinity of the polarization axis (see the bright region around $p_{x} \approx-0.08$ a.u. in Fig. 4.9(b),(c)).

For even smaller transverse initial velocities, the electrons are driven back to the vicinity of the parent ion during their acceleration in the THz field and scatter off the potential, resulting in strong changes of
their velocities. Afterwards, they are further accelerated by the THz field. Typical trajectories are shown as the blue and black solid lines in Fig. 4.9(f). The trajectories cross the polarization axis such that their topology changes, i.e., their Maslov index changes and a Gouy phase is picked up as discussed in Chapter 3. Due to the large deflection of the scattered electrons, different parts of the initial wave packet can be mapped to the same final momentum and interfere. Similar to strong-field photoelectron holography [74, 239] introduced in Section 3.4.1, we find interference fringes roughly parallel to the polarization axis in the TDSE simulations. The pattern is caused by the superposition of a nonscattered and a scattered trajectory (see trajectories indicated as dashed-dotted and solid black lines in Fig. 4.9(f)). For small final perpendicular momenta $p_{\perp}$, a third type of trajectories is important (indicated as dotted black line). Their interference with the holography trajectories results in a coarse signal modulation in $p_{x}$-direction. The characteristics of interfering trajectories are similar to those leading to intracycle interference in strong-field ionization [71, 72, 233]. Here, however, the trajectories are released at the same time $\tau$ defined by the IR pulse, but have different initial velocities (in contrast to the "double-slit in time" present in strong-field ionization).

Classically, smaller transverse initial velocities and, thus, smaller impact parameters lead to larger the scattering angles of the electrons (see the trajectory indicated as blue solid line in Fig. 4.9(f)). Analogous to the high-order above-threshold ionization (HATI) process introduced in Section 3.4.3, some electrons are deflected to large lateral momenta and form a circular plateau-like region [16, 17]. Its classical boundary is indicated in Fig. 4.9(b) as blue dashed line. In our numerical simulations, "backscattered" electrons, i.e., those that are elastically scattered into large angles close to $180^{\circ}$, also appear in this $\mathrm{THz}-$ driven situation. Analogous to HATI, these particular electrons can acquire "high" kinetic energies. It is important to note that even though we observed phenomena known from conventional strong-field ionization, the time, length and momentum scale on which the electron dynamics appears are quite different in our THz-field-driven situation.


Figure 4.10: Electron dynamics analogous to Fig. 4.8, but for a delay of 174 fs . In addition, the white dotted line in panels (b) and (c) indicates zero initial energy $(E=0)$. The blue dashed line marks the classical boundary of the scattering plateau. The experimental data were provided by Ranke [320]. Figure is adapted from Brennecke et al. [322].

## Bunching effects

For slight variations of the delay around the zero crossing of the electric field at $\tau \approx-58 \mathrm{fs}$, the electron motion is only weakly modified and the overall shape of the PMDs remains unchanged. In this region, the different vector potentials $A_{T H z}(\tau)$ at the release times $\tau$ solely alter the exact positions and sizes of the various structures (see the contributions corresponding to zero or one axis crossing in Fig. 4.7). Despite the shortness of our near-single-cycle THz pulse, similar recollision-free and recollision-based structures appear in the PMD in reversed direction for delays half an optical cycle later. In the transition region, i.e., for delays around the maximum of the THz electric field, the physical processes are drastically changed. In conventional strong-field ionization, electrons liberated directly after the peak of the electric-field strength can revisit the core multiple times (see for example Fig. 2.2). This complicated dynamics leads to the appearance of low-energy structures [86]. In the THz field similar effects occur, involving additional axis crossings of the trajectories (see for example the strong contributions of trajectories with two axis crossings for delays around $\tau=200$ fs in Fig. 4.7).

To investigate the transition region, we start with the well understood delays around $\tau=-58 \mathrm{fs}$ and track the changes towards delays around $\tau=200 \mathrm{fs}$. When going to later delays, the time span in which the THz field accelerates the electrons in negative $x$-direction gets shorter. Thus, the electric field changes its sign when the electron is still in the close vicinity of the ionic core. In this region of delays, it is not justified to divide the electron motion in THz-driven sections and a "scattering" process. Instead, the intriguing interplay between the THz field and the ionic attraction defines the exact electron trajectories. Besides a shift of the whole distribution, we find that the extension of the rescattering plateau shrinks (see the blue dashed line in Fig. 4.10(b) for a delay of $\approx 174 \mathrm{fs}$ ). An analysis shows that all trajectories with a single axis crossing (see the green area in Fig. 4.10(d)) are deflected to this tiny region in final momentum space. A typical trajectory is shown as blue solid line in Fig. 4.10(f). Importantly, for slightly changed initial velocities, the electron circles once around the core and crosses the polarization axis twice (see the trajectory indicated as blue dashed-dotted line). At the boundary between these two topologically different types of trajectories bunching occurs, resulting in caustics in the classical simulations. For a delay of $\approx 174 \mathrm{fs}$, the bunching effect is also visible as bright spot at $p_{\chi} \approx 0.08$ a.u. in the experimental and TDSE results (see Figs. 4.10(a),(b)). For even later delays, after the maximum of the THz electric field, electrons with velocity components $v_{0, \mathrm{x}}>0$ are not efficiently driven back to the parent ion by the THz field. Thus, similar to conventional strong-field ionization, the dynamics and the resulting structures in the PMDs are substantially altered in this region of delays.

### 4.6 Dynamics of zero-energy electrons

The probability of low-energy electrons (expect for zero-energy electrons) is shown in Fig. 4.11(a) as a function of the delay $\tau$. In the simulations, the normalization is chosen such that the whole wave packet at the continuum edge has a probability of one. In contrast, the experimental yield is arbitrarily normalized to best match the TDSE result. The dependence of the yield of low-energy electrons on the delay is well reproduced by the TDSE and by CTMC simulations.

In contrast, the yield of zero-energy electrons (with $\sqrt{p_{x}^{2}+p_{z}^{2}}<0.04$ a.u.) is systematically underestimated in the simulations (see Fig. 4.11(b)). The experimental result is majorly influenced by the contribution of the bright spot approximately centered at vanishing momentum in the electron momentum distributions. In earlier works [327-330], this additional signal was attributed to depletion of Rydberg states after end of the light pulses by the VMI detector field or by blackbody radiation. However, we find that even when the wave packet is created after the main part of the THz pulse has already passed ( $\tau>1100 \mathrm{fs}$ ) the yield enhancement is much larger in the measurements with THz source compared to the THz -field-free situation of Section 4.3. Importantly, in earlier experiments with a similar THz source [332], it was shown that the applied THz pulses have a weak, but long pulse tail. So far, in the simulations, we only considered a near-single-cycle THz pulse with vanishing field strength outside the pulse length of 2.9 ps . In the following section, we investigate the influence of the THz pulse tail and the static detector field of the VMI to explain the variation of the yield of zero-energy electrons.


Figure 4.11: Integrated probabilities from 3D results versus time delay. (a) Probability of low-energy electrons except for zeroenergy electrons, obtained by integration over all momenta satisfying $\left|p_{x}+A_{x}(\tau)\right|<0.2$ a.u., $\left|p_{z}\right|<0.1$ a.u. and $\sqrt{p_{x}^{2}+p_{z}^{2}}>$ 0.04 a.u. (b) Zero-energy electrons' probability with $\sqrt{p_{x}^{2}+p_{z}^{2}}<0.04$ a.u. The dashed line shows the sum of the classical model result for a long THz pulse and a selected amount of Rydberg electrons freed by the detector field (see main text at the end of Section 4.6). The theoretical results are normalized such that the probability of the initial wave packet is chosen to one. The experimental results were provided by Ranke [320] and are arbitrarily normalized. Figure is adapted from Brennecke et al. [322].

The classical trajectory simulations enable us to include both a tail of the THz pulse and a static electric field of the VMI. Without detector field, the system is rotationally symmetric around the polarization axis of the THz radiation. Hence, it was sufficient to only consider trajectories in a 2D plane. The inclusion of a detector field breaks this symmetry. Nevertheless, to keep the simulations computationally feasible, we restrict ourselves to the 2D dynamics in the plane spanned by the polarization axis ( $x$-axis) and the detector field $F$ pointing in negative $y$-direction. After the end of the THz pulse and at sufficiently large distances $r$ such that $V(r) \approx-Z / r$, the situation simplifies to the well-known Stark problem (see for example Ref. [336]). The corresponding Hamilton-Jacobi equation is separable in semiparabolic coordinates $(\zeta=\sqrt{r+y}$ and $\sigma= \pm \sqrt{r-y})$. For this choice, the Stark barrier is formed in $\zeta$-direction. The characteristic energy scale of the problem is given by

$$
\begin{equation*}
\mathrm{E}_{\mathrm{c}}=2 \sqrt{\mathrm{ZF}} \tag{4.2}
\end{equation*}
$$

For a detector field strength $F=20.5 \mathrm{kV} / \mathrm{m} \approx 4 \times 10^{-8}$ a.u. and an asymptotic charge $Z=1$, we obtain the energy $E_{c}=4 \times 10^{-4}$ a.u. Similar to the field-free situation, all electrons with $E>0$ are asymptotically free. The detector field induces additional over-the-barrier ionization of electrons with energy $0>E>-E_{c}$. However, not all trajectories which fulfill the energy condition will actually escape. In addition, a sufficiently large amount of energy needs to be in the degree of freedom $\zeta$, resulting in the condition

$$
\begin{equation*}
\Gamma_{\zeta}-\frac{E^{2}}{F}>0 \tag{4.3}
\end{equation*}
$$

with the conserved quantity $\Gamma_{\zeta}=4 \mathrm{r}^{2} \dot{\zeta}^{2}-\mathrm{F} \zeta^{4}-2 E \zeta^{2}$. In the simulations, we propagate all trajectories till the end of the THz pulse. Afterwards, to speed up the simulations, we restrict ourselves to orbits that satisfy Eq. (4.3). These escaping trajectories are further propagated till they are sufficiently far away from the ionic core. From their final momenta p, the momentum distributions are determined. Here, however, we only consider the distributions along the polarization axis obtained by integration over the $p_{y}$-direction.

For vanishing detector field strength and for the short THz pulse of Fig. 4.4, the 1D distributions are shown in Fig. 4.13(a) as a function of the delay. Even though the same overall structures as in the 3D simulations (see Fig. 4.5(c)) are present, their relative weight is slightly changed due to the reduced dimensionality (2D). ${ }^{8}$ In order to study the effect of a more realistic THz pulse, we perform additional simulations for a long pulse with an extended pulse tail of maximal field strength of $\approx 15 \mathrm{kV} / \mathrm{cm}$ at $t \approx 1.4$ ps. The tail reaches zero at $t=10 \mathrm{ps}$ (see Fig. 4.12). ${ }^{9}$ In the low-energy region with $\left|p_{x}\right|>0.04$ a.u.,
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Figure 4.12: Vector potential of the THz waveforms used in the classical simulations for a short pulse or a long pulse with a pulse tail. Figure is adapted from Brennecke et al. [322].
all prominent structures are basically unchanged compared to the short pulse result (see Fig. 4.11(b)). As expected, slightly more electrons with very low kinetic energies ( $\left|p_{x}\right|<0.04$ a.u.) are liberated by the pulse tail. However, we find that even the inclusion of a pulse tail cannot fully reproduce the strong enhancement of zero-energy electrons visible in the experiment.

For zero-energy electrons, the detector field of the VMI plays a crucial role [329, 336, 337]. Even for electrons with small positive energies, the static field may induce an additional collision with the ionic core and modifies the dynamics. Thus, the influence of the detector field in the presence of the longrange electron-ion interaction results in deviations from parabolic trajectories that are usually assumed in the interpretation of VMI measurements [43]. The inclusion of the detector field in the classical simulations leads to the $p_{x}$-distributions shown in Figs. 4.13(b) and (d) for the short and long THz pulses, respectively. For low-energy electrons (discussed in the previous section), the detector field does not change the types of structures and their intensity is only very weakly altered. The corresponding electron trajectories are approximately parabolic after the end of the THz pulse so that a nontrivial influence of the detector field can be neglected in this region. In contrast, for very low energies ( $\left|p_{x}\right|<0.04$ a.u.), the projected momentum distributions are affected by the detector field and new bright structures appear. Our findings are in agreement with the momentum scale of $\mathrm{p}_{\mathrm{c}}=\sqrt{2 \mathrm{E}_{\mathrm{c}}} \approx 0.028$ a.u. estimated by considering the energy of Eq. (4.2).


Figure 4.13: Photoelectron momentum distributions along the polarization direction from classical simulations in 2D versus time delay. The distributions are obtained by integration of the 2 D momentum distributions over the $p_{y}$-component. Panels (a)(d) show the results for the four possible settings based on a short or long THz pulse and the detector field being included or neglected. Figure is adapted from Brennecke et al. [322].


Figure 4.14: Integrated probabilities from 2D classical simulations versus time delay. (a) Probability of low-energy electrons except for zero-energy electrons, obtained by integration over all momenta satisfying $\left|p_{x}\right|>0.04$ a.u. (b) Probability of zeroenergy electrons with $\left|p_{x}\right|<0.04$ a.u. The solid and dotted lines correspond to the four settings of Fig. 4.13 as indicated in the legend. In addition, the dashed line shows the sum of the classical model result for a long THz pulse and a selected amount of electron freed by the detector field (see main text). Figure is adapted from Brennecke et al. [322].

When considering both the THz pulse tail and the detector field of the VMI, the signal of zero-energy electrons is strongly enhanced in the classical simulations. We only discuss further the integrated yield of zero-energy electrons which is shown in Fig. 4.14(b) for the four settings introduced above. For delays around $\tau=0 \mathrm{fs}$, the main part of the THz pulse already liberates efficiently all weakly-bound electrons and, hence, neither the tail nor the detector field leads to additional ionization. Thus, all settings give approximately the same zero-energy yield. In contrast, for large positive and negative delays, both the pulse tail and the detector field give rise to additional zero-energy electrons. We find that in the presence of a long pulse tail the electrons may pick up some additional energy and, hence, a large amount of electrons appear directly at the continuum threshold. Even though only a fraction is ionized by the pulse tail itself, the additional excitation leads to more electrons that are freed by the detector field compared to the short pulse case. Thus, in principle, the enhancement of the zero-energy yield contains information on the population of Rydberg states after the main part of the THz pulse.

For a simplified treatment, we can split the process in two parts: (i) The THz pulse dominates the dynamics as long as it is present and the detector field can be neglected. (ii) After the end of the THz pulse, there is still population left in very weakly-bound states that is subsequently liberated by the detector field. In Ref. [329], it was shown the static field frees approximately two-thirds of the electrons with energies $-E_{c}<E<0 .{ }^{10}$ For the 2D system, we find that this simple estimate (blue dashed line) reproduces reasonably well the result of a full classical simulation including both the THz pulse tail and the static field (blue dotted line). Hence, we apply the analogous procedure to estimate the amount of zero-energy electrons freed by the detector field in 3D (see blue dashed line in Fig. 4.11(b)). Despite the simple modeling, the predicted variation of the zero-energy yield agrees with the experimental result.

### 4.7 Conclusion

The strong-field ionization process is often described as a sequence of two steps: (i) preparation of an electron wave packet and (ii) its subsequent light-driven dynamics. Both stages are usually governed by the same electromagnetic field. In this chapter, we provided a theoretical analysis of the natural extension based on two light fields with very distinct properties so that each field is only responsible for one of the steps. The wave packet is created by multiphoton ionization using an infrared pulse with 25 fs duration. Afterwards, wave-packet motion is steered by a carrier-envelope-phase-stable near-singlecycle THz pulse with a cycle length of about 1.3 ps at the central frequency. Hence, the preparation

[^17]time of the wave packet is well localized on the scale of an optical cycle of the THz field. We mostly concentrated on the part of the created electron wave packet at the continuum threshold with energies extending across weakly-bound and continuum states. For these low-energy electrons, the interplay between the Coulomb attraction and the external THz field is of major importance.

To image the electron dynamics, we considered the projections of the photoelectron momentum distributions for a wide range of delays between both pulses. Our TDSE simulations in 3D reproduced well the main features of the experimental results [322] in the low-energy region. The THz-field-free situation is retrieved when the wave packet is created after the main THz pulse has already passed (large positive delays). In contrast, chaotic ionization of Rydberg states is observed when the wave packet is created before the main THz pulse arrives (large negative delays). Importantly, in the intermediate delay range, the subcycle timing of the pulses allowed us to control what physical processes take place ranging from weak deceleration of the outgoing wave packet by the Coulomb attraction to pronounced electron-ion-scattering phenomena. We identified the different regions of electron dynamics by means of a simple trajectory-based model.

For certain delays, recollision-free motion was observed so that the PMDs contain information on the prepared electron wave packet for both continuum states and weakly-bound Rydberg states. Not only the energy distribution, but also the angular structure of the wave packet leaves its imprint on the PMD. In the future, this might be exploited to image the shape of Rydberg wave packets and may enable a deeper understanding of electron trapping in Rydberg states during strong-field ionization in single-color [299, 300] or two-color fields [338, 339].

In addition, we demonstrated that the electron can be driven back by the THz field to the parent ion, resulting in scattering phenomena reminiscent of well-known strong-field processes. In the PMDs, regions of Coulomb-focused electrons and holographic interference patterns were identified. For certain delays, even a high-energy plateau structure is formed by electrons that undergo large-angle scattering. Our findings show a remarkable correspondence between common strong-field dynamics in visible or infrared laser pulses and the electron motion under scaled conditions in THz fields. Therefore, it should be possible to transfer imaging techniques from conventional strong-field and attosecond physics to electron dynamics at the continuum threshold with its much longer time and larger length scales. This could pave the way for the investigation of so far unexplored dynamics of Rydberg electrons in molecules [340, 341] or of multielectron phenomena [307]. For example, in rare gas dimers, the recapture of multiple electrons was observed during dissociation [340]. Since the time scale of dissociation and the THz period are comparable, THz fields could allow for the manipulation of the number of recaptured electrons and their site of recombination.

For electrons at very-low energies, termed zero-energy electrons in this chapter, the TDSE simulations based on a short THz pulse were unable to reproduce the experimental PMDs. We found that the dynamics of these electrons is influenced by a weak, but long tail of the THz pulse that is usually present in experimentally-accessible THz waveforms. Within the trajectory-based model, we identified that the pulse tail directly creates zero-energy electrons and, furthermore, leads to additional excitation within the Rydberg states. After the end of the THz pulse, the static detector field present in experiments in combination with the long-range potential induces additional ionization of those weakly-bound Rydberg states. This two-step mechanism leads to a further enhancement of zero-energy electrons.

For a clean observation of phenomena reminiscent of strong-field processes, the energy gap between the zero-energy electrons and higher-order ATI peaks (from absorption of additional IR photons) should be as wide as possible. In the future, this could be achieved by using visible laser pulses (for example at 400 nm wavelength). Since higher photon energies increase the spacing between the ATI peaks, background effects in the low-energy region are reduced. Furthermore, the use of short circularly-polarized THz pulses and the control of the ATI peak positions via the ponderomotive shift in the IR field could enable us to time resolve the wave-packet creation by means of the attoclock technique [52-54].

## Chapter 5

## Momentum-Resolved Attoclock

### 5.1 Introduction

## Simple man's picture

The attoclock technique, also known as "attosecond angular streaking", was introduced by Eckle et al. to measure ionization times in strong-field physics [52,53]. The scheme is based on the idea that the light field deflects the photoelectrons according to their ionization time $t_{0}$ to a final momentum $\mathbf{p}$, i.e., a time stamp is put on the ionization process [52,213]. In the simple man's model, i.e., when the electron-ion interaction is neglected, an electron starting with vanishing initial velocity $\mathbf{v}_{0}$ is mapped by the external field to the final momentum $\mathbf{p}=-\mathbf{A}\left(\mathrm{t}_{0}\right)[7,8]$. For circularly-polarized cw fields with a vector potential

$$
\begin{equation*}
\mathbf{A}(\mathrm{t})=-A_{0}\binom{\cos (\omega t)}{\sin (\omega t)} \tag{5.1}
\end{equation*}
$$

this time-to-momentum mapping is particularly simple. Here, the release times $t_{0}$ are uniquely related to the electron's emission direction $\phi_{p}=\angle\left(p_{x}, p_{y}\right)$ in the polarization plane by $\phi_{p}=\omega t_{0}$. The situation is schematically illustrated in Fig. 5.1(a).


Figure 5.1: (a) Schematic illustration of the attoclock principle in circularly-polarized cw fields. Electrons released at time $t_{0}=0$ appear at a tunnel exit $\mathbf{r}_{0}$ (here in -y-direction). If the electrons are afterwards only accelerated by the external electric field (with force $\mathbf{F}_{\mathrm{L}}$ ), they follow the dashed trajectory and are finally detected with a momentum $\mathbf{p}=A_{0} \mathbf{e}_{x}$, i.e., at an angle $\Phi_{\mathbf{p}}=0$. However, the force $\mathbf{F}_{C}$ due to the electron-core interaction perturbs their motion such that the electrons are deflected to an offset angle $\phi_{\text {off }}$ compared to the potential-free case (see the trajectory shown as the solid line). Adapted from Refs. [161, 213]. (b) Observable of the attoclock: slice at $p_{z}=0$ through the electron momentum distribution for strong-field ionization of hydrogen in a short circularly-polarized laser pulse. The maximum of the distribution is rotated towards positive angles. The PMD is calculated by numerical solution of the TDSE in 3D for a two-cycle pulse at 800 nm wavelength and $1 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity.

For atoms ionized by a cw field with circular polarization, there is no preferred emission direction of the electrons due to the cylindrical symmetry of the system. To break the symmetry and induce a clear
maximum in the photoelectron momentum distribution, many implementations use close-to-circularlypolarized laser fields [52-54, 342-345], e.g., slightly elliptically-polarized fields or a short pulse envelope. Here, we choose the laser fields such that the field strength reaches a maximum at time $t=0$ and the corresponding electric field points in $y$-direction. In the simple man's model, electrons liberated at time zero $\left(\mathrm{t}_{0}=0\right)$ are first accelerated in -y -direction and, afterwards, are deflected by the laser field to the positive $x$-direction. Hence, the electron momentum distribution is expected to maximize at a momentum $\mathbf{p}=-\mathbf{A}(0)$, i.e., along the direction with $\phi_{\mathbf{p}}=0$.

## The influence of Coulomb effects

In the experiment (see for example Refs. [52-54]) or when solving the TDSE (see for example Refs. [346348]) for close-to-circularly-polarized fields, however, the presence of the ionic potential leads to a distortion of the distribution and an angular offset between the actual maximum of the momentum distribution in the polarization plane and the simple man's estimate. This measurable offset in the orientation of the distribution is usually the main observable in attoclock experiments and it is termed global attoclock offset in the following. As an example, the momentum distribution for ionization of hydrogen with a short two-cycle laser pulse is shown in Fig. 5.1(b). The distribution is clearly "rotated" forward with respect to the handedness of the electric field $[161,346]$ and a global attoclock offset of $\phi_{\text {off }} \approx 18^{\circ}$ can be read off.

To interpret the photoelectron momentum distributions and to reveal the underlying physical mechanisms, intuitive theoretical models are required which are based on additional assumptions. Usually, for strong-field ionization, the interpretation heavily relies on trajectory-based approaches (see for example Refs. [52-54, 342]). In a classical two-step picture [7, 8, 210], the ionization step creates an electron wave packet that is represented by an initial probability distribution and characterized by initial conditions (release time, velocity and position). The subsequent acceleration by the laser electric field in the presence of the electron-ion interaction deflects the wave packet to a final momentum distribution. Qualitatively, the Coulomb-induced changes of the electron's motion and the resulting offset angle relative to the Coulomb-free case are already evident by considering only a single trajectory launched at $\mathrm{t}_{0}=0$ (see the blue solid line in Fig. 5.1(a)). More generally, the present Coulomb force of the residual ion leads to a more complicated classical mapping of the release time $t_{0}$ to the final momenta $\mathbf{p}$ compared to the simple man's model. This mapping depends on the tunnel-exit position $\mathbf{r}_{0}$ and the initial velocity $\mathbf{v}_{0}$ of the electrons. For example, under adiabatic conditions, the Coulomb-induced momentum change of an electron with vanishing initial velocity can be approximated as [210,347]

$$
\begin{equation*}
\Delta \mathbf{p}=\frac{\pi Z}{2 \sqrt{2 r_{0}^{3} \mathrm{E}\left(\mathrm{t}_{0}\right)}} \hat{\mathbf{E}}\left(\mathrm{t}_{0}\right)=\frac{\pi Z}{\left(2 \mathrm{I}_{\mathfrak{p}}\right)^{3 / 2}} \mathbf{E}\left(\mathrm{t}_{0}\right) \tag{5.2}
\end{equation*}
$$

where we used an approximation of the tunneling barrier width as $r_{0}=I_{p} / E\left(t_{0}\right)$. For circularlypolarized fields, the classically-expected radial momentum is given by $p_{\perp}=A_{0}=E_{0} / \omega$ such that the momentum shift results in a global offset angle

$$
\begin{equation*}
\phi_{\text {off }}=\frac{\pi \omega Z}{\left(2 \mathrm{I}_{\mathrm{p}}\right)^{3 / 2}} \tag{5.3}
\end{equation*}
$$

Many theoretical studies based on various techniques indeed confirmed that the global attoclock offset is mostly attributed to the influence of the Coulomb attraction on the outgoing electron. Examples of recently used approaches are the analytical R-matrix theory [213], classical-trajectory Monte Carlo simulations [349], the classical backpropagation method [211, 350, 351], a classical Rutherford scattering model [352] and trajectory-free ionization times from Dyson integrals [353]. Hence, the attoclock scheme can be viewed as a concept to probe the interplay between laser field and Coulomb interaction on microscopic scale in a setting where intracycle interference and recollisions are negligible. The comparison of experimentally-accessible photoelectron momentum distributions to theoretical simulations allows us to study strong-field ionization on a very fundamental level and to benchmark its theoretical
modeling. ${ }^{1}$ The detailed understanding is a key challenge, because the ionization step is the starting point for more complex processes such as high-harmonic generation, laser-induced electron diffraction or nonsequential double ionization. A summary of several developments in attoclock-like setups and their interpretation can be found in Refs. [55, 56].

## Modern developments and the goals of this chapter

Most previous attoclock experiments were performed on noble gases, where multielectron effects [54, 182,213 ] and initial states carrying angular momentum [354,355] may influence the ionization process. For a long time, the simplest target, atomic hydrogen, with its well-known electronic structure defined by the electrostatic potential of the proton was only studied theoretically. Recently, Sainadh et al. performed the first attoclock experiment with atomic hydrogen to study tunnel ionization [342, 356], verifying the theoretically-predicted global attoclock offsets quantitatively. Trabert et al. conducted a similar experiment, but considered more nonadiabatic ionization conditions by using an elliptically-polarized femtosecond laser pulse with a central wavelength of 390 nm [357]. The experiment shows four abovethreshold ionization peaks in the photoelectron energy spectrum. By determining the attoclock offset for each peak separately, an increasing offset as a function of energy was observed. In Section 5.2.3, we use the unique opportunity and provide numerical results from ab-initio simulations of the TDSE to benchmark theoretical predictions against experimental findings.

More generally, the attoclock offset depends on the lateral momentum in the polarization plane and on the momentum in the light-propagation direction. Residuals of this momentum dependence were already noted in the theoretical works $[358,359]$ and also observed in different experimental studies [343$345,357,360]$. Even though close-to-circularly-polarized fields were used in all mentioned settings, some experiments found increasing attoclock offsets and others decreasing attoclock offsets as a function of energy. In this chapter, we systematically study the momentum-dependent attoclock offsets. For close-to-circularly-polarized laser fields, we show that the opposite trends are related to the geometry of the liberated electron wave packets, i.e., to the way how the rotational symmetry of circular polarization is broken. As motivated above, the global attoclock shift is strongly influenced by the tunnel-exit position of the electron such that the attoclock can act as a fine "nano-ruler" [55] that measures the tunnel-barrier width (see Eq. (5.2) and for example Ref. [54]). By analyzing higher-dimensional observables such as the momentum-dependent attoclock offsets, we can investigate the influence of an initial electron velocity on the ionization process. We demonstrate that momentum-dependent attoclock offset is affected by the velocity dependence of the tunnel-exit position.

To study the momentum-dependent offsets, the attoclock setting should first be as simple as possible such that liberation of electrons by an adiabatic tunnel-ionization process is highly desirable. In the adiabatic limit, ionization becomes a quasistatic process and, thus, it is independent of the concrete electric-field shape. However, it is the question how to approach this limit in a simple way. In general, the nonadiabatic corrections depend on the change of the tunneling barrier with time and, thus, on the particular waveform. For circular polarization, the tunnel's direction rotates, resulting in an offset of the initial perpendicular velocities of the electrons and, thus, in an increased mean of the photoelectron energy compared to the simple man's model [170]. The additional nonadiabatic velocity can be explained by considering energy transfer to the electron during its under-the-barrier motion [163,164]. In contrast, for linear polarization, the rotational symmetry around the polarization axis enforces a symmetric distribution of the perpendicular initial velocities. Importantly, the quantum-orbit model results in a nonzero velocity component along the direction of the electric field [162] which vanishes in the vicinity of the peak electric-field strength. In the usually studied elliptically-polarized attoclock configuration, there is a debate on the the transverse [361] and the parallel [362-366] momentum distributions in nonadiabatic ionization.

[^18]In principle, complications due to nonadiabatic velocity offsets of the transverse distribution could be avoided in the attoclock analysis by studying the dynamics in linearly-polarized fields. However, pure linear polarization is not well suited. As discussed in Chapter 3, for ionization at peak electric-field strength, recollisions in the Coulomb field strongly affect the electron dynamics [78, 79, 81, 82]. Additionally, intracycle interference distracts the signal [71,72] and prevents an interpretation of the distribution by means of a single ionization time. To avoid these problems, the strong-field dynamics can be studied in an alternative waveform introduced by Eicke et al. [359]. They used a specific bicircular $\omega-2 \omega$ field composed of two counter-rotating fields (as introduced in Section 3.4.4) such that the electric field resembles linear polarization three times per optical cycle of the fundamental field. At the same time, the field shape provides a time-to-momentum mapping similar to the conventional attoclock [359, 367]. For this particular "bicircular" or "quasilinear" attoclock, the Coulomb attraction on the outgoing electron induces a shift of the electron momentum distribution along the instantaneous field direction [359]. Similar to pure linear polarization, the setting is nearly isotropic in the directions perpendicular to the instantaneous field in the vicinity of the peak electric-field strength. Thus, the bicircular field provides a clean setup to investigate the dependence of the attoclock shift on the electron's initial velocity. The momentum-dependent attoclock offsets for the quasilinear field are studied in Section 5.3.

In the regime of adiabatic ionization, the picture of tunneling through a potential barrier is most useful. In a stationary one-dimensional scenario, the zero-kinetic-energy principle naturally dictates the tunnel-exit position [368]. In higher spatial dimensions, the choice of the tunneling coordinate is not unique and ambiguities already arise. For a Coulomb potential, the separation of Schrödinger's equation in parabolic coordinates is possible and leads to the TIPIS tunnel-exit position [54, 260, 347] (see Eq. (2.48)). The TIPIS result differs from the tunnel exit of the field-direction model based on Cartesian coordinates [77,347]. For a time-dependent barrier in a nonadiabatic ionization scenario, the situation is even more complex, because the energy is not conserved anymore during tunneling [163]. The classical backpropagation method [211,350,351] offers an approach to extract characteristic features of the ionization process from ab-initio simulations. Within this framework, the ionization step is first treated quantum mechanically. The ejected electron wave packet is then used to define a swarm of classical trajectories that are propagated backwards in time until a tunneling criterion is met. At that time, the observables at the tunnel exit are extracted. In contrast to the original work [211, 350, 351], we propose a momentum-space-based implementation to study the relation between initial velocity and initial position of the electrons. This (independent) approach on the tunneling characteristics is used to support our understanding of the momentum-dependent attoclock shifts.

A major goal of this chapter is to provide a more complete picture of existing attoclock implementations and, especially, to address their limitations and problems in their interpretation. The first part of this chapter considers results for the attoclock with close-to-circularly-polarized fields and is based on joint work with the group of Reinhard Dörner in Frankfurt, especially Daniel Trabert and Sebastian Eckart. Trabert et al. performed the attoclock experiment on atomic hydrogen using the COLTRIMS technique whereas we provided results from TDSE simulations for the publication [357]. Inspired by discussions with Sebastian Eckart, the momentum-resolved bicircular attoclock was studied. Parts of this work are published in Ref. [369].

### 5.2 Attoclock using close-to-circularly-polarized fields

We begin to study the momentum-dependent attoclock offsets by considering the commonly-used close-to-circularly-polarized attoclock settings. Here, we focus on three important cases:

- Circularly-polarized pulses with very short envelope represented by a vector potential

$$
\begin{equation*}
\mathbf{A}(\mathrm{t})=-A_{0}\binom{\cos (\omega t)}{\sin (\omega t)} \cos ^{4}\left(\frac{\omega t}{4}\right) . \tag{5.4}
\end{equation*}
$$

These pulses were used in various theoretical studies, e.g., in Refs. [213, 350, 353].

- Two-color co-rotating bicircular fields represented by a vector potential

$$
\begin{equation*}
\mathbf{A}(\mathrm{t})=-A_{0} \frac{2}{2+\sqrt{R}}\left[\binom{\cos (\omega t)}{\sin (\omega t)}+\frac{\sqrt{R}}{2}\binom{\cos (2 \omega t)}{\sin (2 \omega t)}\right] . \tag{5.5}
\end{equation*}
$$

For small intensity ratios R of the two colors, the perturbation by the second-harmonic field induces a single maximum of the electric field and also of the vector potential. This field shape was recently used in Ref. [344].

- Elliptically-polarized fields with ellipticity $\zeta$ represented by a vector potential

$$
\begin{equation*}
\mathbf{A}(\mathrm{t})=-A_{0}\binom{\cos (\omega t)}{\sin (\omega t) / \zeta} . \tag{5.6}
\end{equation*}
$$

For $|\zeta| \rightarrow 1$, a circularly-polarized field is retrieved. For $|\zeta| \neq 1$, the semi-major axis is aligned along the $y$-axis. Elliptically-polarized fields were used in the original attoclock implementation [52,53] and also in the recent experiments on atomic hydrogen [342, 357].

For these choices, the Lissajous figures of the negative vector potentials at 800 nm fundamental wavelength are shown as black dashed lines in Figs. 5.2(a). The definitions ensure that the vector potentials at $t=0$ are the same, i.e., $\mathbf{A}(0)=-A_{0} \mathbf{e}_{x}$. A gray circle with radius $A_{0} \approx 0.66$ a.u. indicates the negative vector potential of pure circular polarization with 800 nm wavelength and $1 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity.


Figure 5.2: (a) Photoelectron momentum distributions for strong-field ionization of atomic hydrogen at 800 nm fundamental wavelength modeled by strong-field approximation using a saddle-point method. (b) Corresponding distributions individually normalized for each radial momentum $p_{\perp}$. Results for a short circularly-polarized pulse (5.4) are shown in panels [(a1),(b1)], for a co-rotating bicircular field (5.5) with $R=0.1$ in panels [(a2),(b2)], and for an elliptically-polarized field (5.6) with $\zeta=0.85$ in panels [(a3),(b3)]. The negative vector potentials are depicted as black dashed lines. The gray thick line marks a circle of radius $A_{0} \approx 0.66$ a.u. The white dashed lines indicate the positions of angular offsets $\phi_{\text {off }}\left(p_{\perp}\right)$ for each radial momentum $p_{\perp}$ (see main text).

### 5.2.1 Geometry of the electron wave packets

Before including the effects of Coulomb attraction on the momentum distributions, we first explore the geometry of the liberated electron wave packets in the strong-field approximation. ${ }^{2}$ Slices at $p_{z}=0$ through the PMDs for ionization of atomic hydrogen are shown in Figs. 5.2(a). For short circularlypolarized pulses and the bicircular waveform, the single maximum of the electric-field strength is reflected as a unique global maximum in the PMD marked with a black dot. In contrast, the ellipticallypolarized field is invariant under a time shift by $\mathrm{T}_{\omega} / 2$ and a simultaneous rotation by $180^{\circ}$. This dynamical two-fold symmetry is carried over to the PMD. Two equivalent maxima appear that are attributed to the two instants of maximal field strength within an optical cycle (at $t=0$ and $t=T_{\omega} / 2$ ). Hence, for elliptical polarization, we restrict ourselves to the half plane with $p_{x} \geqslant 0$ linked to one half cycle of ionization times. As expected, for all three field shapes, the global maxima of the PMDs are on the $p_{x}$-axis and are attributed to ionization at the time of peak electric-field strength.

For further characterization of the PMD's geometry, in addition to the global attoclock maximum, we analyze the maximum's position $\phi_{\text {off }}\left(p_{\perp}\right)$ for each fixed radial momentum $p_{\perp}$ separately. To improve the visibility of the angular distributions for less probable $p_{\perp}$, panels (b) of Fig. 5.2 show the distributions normalized to maximum value one at each radial momentum $p_{\perp}$ individually. For elliptical polarization, Figure 5.3(a) shows 1D slices through the PMD as a function of the angle $\phi_{\mathrm{p}}$ at various fixed radial momenta $p_{\perp}$. In agreement with Ref. [210], there is only a single maximum at $\phi_{\text {off }}=0^{\circ}$ for small momenta $p_{\perp}$. However, when going towards larger $p_{\perp}$, the maximum gets broader and it splits in two maxima at $p_{\perp} \approx 1.05$ a.u. (here a bifurcation occurs). The maximum's angle changes continuously from $0^{\circ}$ to $\pm 90^{\circ}$. For the branch with increasing angle, the maximum's angle $\phi_{\text {off }}\left(p_{\perp}\right)$ is shown in Fig. 5.3(b) as a function of $p_{\perp}$. Translated back into Cartesian coordinates, positions of the maxima at fixed momenta $p_{\perp}$ are reprinted in Fig. 5.2 as white dashed lines. ${ }^{3}$


Figure 5.3: Maximum splitting of the angular distribution for elliptical polarization: (a) 1D slices through the PMD of Fig. 5.2(a3) for fixed radial momenta $p_{\perp}$ given in the legend in a.u. Each distribution is individually normalized. When going from small $p_{\perp}$ towards larger $p_{\perp}$, the maximum of the distribution is split in two maxima. (b) Offset angle $\phi_{\text {off }}\left(p_{\perp}\right)$ as a function of $p_{\perp}$ : SFA results (solid lines) and results from an ADK-based model (dashed lines). Shown are the results for five different wavelengths indicated in the legend and for the same intensity as in Fig. 5.2. The results of the ADK-based model for 400 nm to 800 nm wavelength are on top of each other.

In the vicinity of the global maximum, the angles $\phi_{\text {off }}\left(p_{\perp}\right)$ vanish for the three field shapes. However, when going to small $p_{\perp}$ and large $p_{\perp}$, the three waveforms show different trends. As discussed above, the maximum is splits into two at large $p_{\perp}$ for elliptical polarization whereas this branching occurs at small $p_{\perp}$ for short circularly-polarized pulses and for the bicircular waveform. Even though the SFA distributions are mirror symmetric in $p_{y}$, it is not guaranteed that there is a maximum on the $p_{x}$-axis for every momentum $p_{\perp}$. For angles $\phi_{\text {off }}\left(p_{\perp}\right) \neq 0$, the associated real parts of the saddle-point times are not equal to zero anymore. Since these nonzero offset angles already exist in SFA, it is questionable whether they should be called "attoclock" or "deflection" angles.

[^19]The use of polar coordinates in the attoclock analysis is inspired by the rotational symmetry in pure circular polarization and the resulting time-to-angle mapping. However, to observe attoclock offsets, the introduced waveforms break this symmetry and, thus, the time-to-momentum mapping as well as the geometry of the PMDs changes. In general, the PMDs roughly follow the negative vector potential $-\mathbf{A}(t)$. For elliptical polarization, the vector potential bends (in the vicinity of $t=0$ ) outwards compared to a circle of constant radius $A_{0}$. Hence, already in a simple man's model, radial momenta with $p_{\perp}>A_{0}$ are preferred for angles $\left|\phi_{\mathbf{p}}\right| \gg 0$. As a result, when using polar coordinates for the final momentum distribution, it is plausible that the offset angles are nonzero at large $p_{\perp}$. In contrast, for the short circularly-polarized pulses and the bicircular waveform, the vector potential bends inwards compared to a circle and, hence, the opposite behavior is observed (here the splitting occurs at small $\left.p_{\perp}\right)$. In elliptical polarization, the problem of nonvanishing angles $\phi_{\text {off }}\left(p_{\perp}\right)$ could be partially cured by analyzing the PMD in symmetry-adapted coordinates and determining the maximum's positions along lines of constant generalized radii [362]. For our analysis, however, we keep polar coordinates and view the angle dependence $\phi_{\text {off }}\left(p_{\perp}\right)$ as one possible way to characterize the geometry of the wave packet. ${ }^{4}$

In the remaining part of this section, we quantify the branching of the offset angle, i.e., a transition of the angles from $\phi_{\mathbf{p}}=0^{\circ}$ to $\phi_{\mathbf{p}}=90^{\circ}$, for elliptical polarization and consider the influence of nonadiabaticity. The splitting of the maximum can be studied by comparing the signal along the $p_{y}$-axis (at $\phi_{p}=90^{\circ}$ corresponding to $t_{0}=T_{\omega} / 4$ ) to the $p_{x}$-axis (at $\phi_{p}=0^{\circ}$ corresponding to $t_{0}=0$ ). ${ }^{5}$ Using a two-step model as in Section 2.4 based on the adiabatic ADK rate (2.3), the ratio at fixed $p_{\perp}$ is given by

$$
\begin{equation*}
\frac{w\left(p_{\perp}, \phi_{\mathbf{p}}=90^{\circ}\right)}{w\left(p_{\perp}, \phi_{\mathbf{p}}=0^{\circ}\right)}=\exp \left(-\frac{\kappa}{E_{0}}\left(\frac{2}{3} \kappa^{2}\left(\frac{1}{\zeta}-1\right)+\left[\frac{\left(p_{\perp}-A_{0} / \zeta\right)^{2}}{\zeta}-\left(p_{\perp}-A_{0}\right)^{2}\right]\right)\right) \tag{5.7}
\end{equation*}
$$

Splitting of the maxima occurs when the ratio crosses one, i.e., when the exponent has a zero crossing. This is the case, if the following condition is fulfilled

$$
\begin{equation*}
A_{0} \geqslant \sqrt{\frac{2}{3} \zeta \kappa} . \tag{5.8}
\end{equation*}
$$

For hydrogen with $k=1$ a.u. and an ellipticity of $\zeta=0.85$, a splitting of the maxima should only appear for $A_{0} \gtrsim 0.75$ a.u. For sufficiently adiabatic conditions, the angles $\phi_{\text {off }}\left(p_{\perp}\right)$ of the ADK-based model reproduce the SFA result well (see Fig. 5.3(b)). However, the SFA predicts a maximum splitting for all considered wavelengths. The difference compared to the ADK-based result is mostly caused by nonadiabatic corrections of the initial lateral velocity distribution [170, 354, 370-372]. To first order in the Keldysh parameter, the most probable initial velocity (at fixed release time $t_{0}$ ) is shifted by [161]

$$
\begin{equation*}
\Delta \mathbf{v}_{0}=-\frac{\mathrm{I}_{\mathrm{p}}}{3 \mathrm{E}^{2}\left(\mathrm{t}_{0}\right)}\left(\dot{\mathbf{E}}\left(\mathrm{t}_{0}\right)-\left(\dot{\mathbf{E}}\left(\mathrm{t}_{0}\right) \cdot \hat{\mathbf{E}}\left(\mathrm{t}_{0}\right)\right) \hat{\mathbf{E}}\left(\mathrm{t}_{0}\right)\right) . \tag{5.9}
\end{equation*}
$$

As a result, for elliptical polarization, the radial distribution at $\phi_{\mathrm{p}}=90^{\circ}$ is further shifted outwards by nonadiabatic effects compared to the radial distribution at $\phi_{\mathrm{p}}=0^{\circ}$. This explains qualitatively that there is also a transition of $\phi_{\text {off }}\left(p_{\perp}\right)$ towards $90^{\circ}$ for large $p_{\perp}$ in the SFA for small wavelength. ${ }^{6}$

### 5.2.2 The influence of the Coulomb potential

To go beyond the SFA and include the influence of the ionic potential, we perform numerical simulations of the TDSE for a bare Coulomb potential. To this end, we use the pseudospectral method and include

[^20]spherical harmonics up to $l_{\max }=384$. More computational details are presented in the next section. For the simulations, the elliptically-polarized field and the bicircular field are augmented by a $\cos ^{2}$ envelope of ten cycles total duration. The resulting distributions are averaged over eight CEPs between 0 and $2 \pi$. Figure 5.4 shows the PMDs for the three field shapes. In order to avoid the influence of ATI rings on the renormalized distributions of panels (b2) and (b3), these distributions were first averaged over an energy interval $\omega$.

Even though the overall structure of the PMDs from TDSE is quite similar compared to the SFA results, the reflection symmetry in $y$-direction is broken [210, 373]. Importantly, the Coulomb-induced deflection of the electrons is not a uniform rotation of the momentum distribution. For example, in an adiabatic classical picture, the final momentum is shifted in the direction of the instantaneous electric field (see Eq. (5.2)). Moreover, in a trajectory-based description, the deflection in momentum space depends on the ionization time and the initial velocity. For radial momenta $p_{\perp}$ with a single maximum of their angular distribution in the SFA, the maximum's angle is displaced forward with respect to the handedness of the electric field, in analogy to the global attoclock offset. However, when the angular distribution in the SFA has two maxima in the interval $\left[-90^{\circ}, 90^{\circ}\right]$, the Coulomb effects lead to a selection of one dominant maximum $[210,373]$.

The comparison of the PMDs from SFA (see Fig. 5.2) and from TDSE (see Fig. 5.4) shows that the overall dependence of the maximum's angle $\phi_{\text {off }}\left(p_{\perp}\right)$ on the radial momentum $p_{\perp}$ has a similar trend (see white dashed lines). Depending on the field shape, large angles are observed either at small $p_{\perp}$ (panels (a1),(a2)) or at large $p_{\perp}$ (panel (a3)). This explains the discrepancy of decreasing angles $\phi_{\text {off }}\left(p_{\perp}\right)$ as a function of $p_{\perp}$ for short circularly-polarized fields [353] as well as for co-rotating bicircular fields [344] and the increasing angles $\phi_{\text {off }}\left(p_{\perp}\right)$ as a function of $p_{\perp}$ for elliptical polarization [343, 345, 357]. We find that, for either small or large $p_{\perp}$, the angles are fixed by the geometric constraints and relatively insensitive to the ionic potential. In the intermediate region, especially close to maximum splitting in the SFA, the PMD is extremely flat and, thus, small perturbations can induce large angular offsets. As a result, the maximum's angle $\phi_{\text {off }}\left(p_{\perp}\right)$ is very sensitive to the ionic potential.


Figure 5.4: Comparison of slices at $p_{z}=0$ through the photoelectron momentum distributions of hydrogen for three different waveforms analogous to Fig. 5.2, but calculated by numerical solution of the TDSE in 3D. For the co-rotating bicircular field and the elliptically-polarized field, ten-cycle pulses with $\cos ^{2}$ envelope are used and the results are averaged over eight CEP values.

### 5.2.3 Nonadiabatic ionization of atomic hydrogen

Atomic hydrogen with its single electron is the simplest system to study light-matter interaction. Since multielectron effects are absent, the electron only experiences the laser field and the well-defined electrostatic potential $V(r)=-1 / r$ of a proton. As a result, the hydrogen atom is the most-frequently discussed benchmark system in theoretical studies and textbooks. However, experiments on the strong-field ionization of atomic hydrogen are rare, because the preparation of hydrogen atoms out of molecular $\mathrm{H}_{2}$ and the separation of atomic events from those resulting from nondissociated $\mathrm{H}_{2}$ is quite challenging. Sainadh et al. $[342,356]$ conducted the first attoclock experiments to study adiabatic ionization of atomic hydrogen. More recently, Trabert et al. [357] used an attoclock geometry based on elliptically-polarized pulses to investigate nonadiabatic ionization. To this end, atomic hydrogen was irradiated using femtosecond laser pulses at a central wavelength of 390 nm and a peak intensity of $1.4 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. The conditions correspond to a Keldysh parameter of about 3. The aim of this section is to benchmark these experimental results against numerical simulations of the TDSE and to further explore the geometry of the electron momentum distributions. All shown experimental data are kindly provided by Daniel Trabert et al. [357].

## Computational details

To calculate photoelectron momentum distributions in the dipole approximation, we solve numerically the TDSE in the single-active-electron approximation by means of the pseudospectral method in length gauge as described in the Appendix A.2.1. For the nonadiabatic conditions, the main part of the PMD is located at small energies and, hence, a major challenge is to determine accurately the signal in this region. To this end, we numerically propagate the wave function till the end of the laser pulse and calculate the photoelectron momentum distribution (2.19) by projection on the exact scattering states of the Coulomb potential. ${ }^{7}$ Elliptically-polarized laser pulses centered at a wavelength of 390 nm with an ellipticity $\zeta=0.85$ and $\cos ^{2}$ envelope of the vector potential are used. Most of the results are calculated for a total duration of 20 optical cycles. The PMDs are averaged over four CEPs between 0 to $2 \pi$. In an experiment, the intensity spatially varies over the laser focus. The measured electron momentum distributions contain the contributions of the whole laser focus. To include this focal-volume-averaging effect, we follow the scheme introduced in the Appendix A.2.4 and assume a Gaussian beam profile. If not stated otherwise, we use a peak intensity in the focus of $\mathrm{I}_{\text {peak }}=1.4 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ and perform calculations for 27 intensities ranging from $0.1 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ to $1.4 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$.

During the time propagation with a time step of $\Delta t=0.08$ a.u., the wave function is represented in spherical coordinates and its angular dependence is expanded in spherical harmonics. For most calculations, a maximal orbital angular momentum $l_{\max }=192$ is used. The radial coordinate is discretized using $N_{r}=1000$ points on a nonuniform grid (A.43) with an extension $r_{\max }=900$ a.u. and parameters $L=300$ a.u., $\beta=0.25$.

## Results

Four ATI rings are clearly visible in the projection of the electron momentum distribution onto the polarization plane shown in Fig. 5.5(a). These are reflected as peaks that are approximately spaced by the photon energy of 3.18 eV in the electron energy spectrum (see Fig. 5.5(b)). In order to calibrate the laser intensity, the experimental energy distribution was compared to the theoretical simulations. The best agreement was found for the used peak intensity of $\mathrm{I}_{\text {peak }}=1.4 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. In general, the experimental distributions and in particular the relative signal strength of the different peaks are well reproduced by the TDSE results. The largest deviation of about $15 \%$ of the emission strength is visible for the peak centered at $\approx 4 \mathrm{eV}$. To explore the origin of this deviation, we performed additional simulations for a

[^21]changed beam profile of the laser focuses, i.e., a modified weighting of the PMDs for the different intensities, and also for different pulse envelopes. Both properties can change the energy distributions on the order of $10 \%$, but are typically not precisely known in experiments. The pulse duration in the simulations differs from the experiment: 50 fs (FWHM in intensity) pulse are used in the measurements whereas pulses of 20 cycles total duration (corresponding to about 9.5 fs FWHM) are used for most simulations. However, for total pulse lengths in the range between 10 and 30 optical cycles, we confirmed that all presented quantities do not significantly change.


Figure 5.5: (a) Photoelectron momentum distribution projected onto the polarization plane for ionization of atomic hydrogen by elliptically-polarized pulses $(\zeta=0.85)$ at 390 nm central wavelength calculated by numerical solution of the TDSE in 3D for a total pulse duration of 20 cycles. A peak intensity of $\mathrm{I}_{\text {peak }}=1.4 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ is used for the focal-volume averaging. (b) Simulated energy spectra for three different pulse durations are compared to the experimental result of Trabert et al. [357]. Figure is adapted from Trabert et al. [357].

An angular modulation of the signal on the ATI rings due to the finite ellipticity is clearly visible in the projected PMD (see Fig. 5.5(a)). For a quantitative comparison, we calculate the angular distributions $w(\phi)$ by integration of the projected PMD over a ring around each ATI peak. For the different ATI peaks, the theoretically-simulated angular distributions are in quantitative agreement with the experimentally-measured ones (see Fig. 5.6). The experimental uncertainty is the largest for the highest energy, where 153 events were only detected. The major axis of the polarization ellipse is again aligned along the $y$-axis. The four angular distributions show two distinct minima and maxima, but their modulation depth depends on the energy. The most probable emission angles increase with energy. To avoid complications due to experimental noise, the offset angles are not directly determined by maximum's search. Instead, the angular distribution for each peak is approximated using a Fourier series

$$
\begin{equation*}
w(\phi)=\frac{\mathrm{B}_{0}}{2}+\sum_{\mathrm{k}=1}^{\mathrm{N}} \mathrm{~B}_{\mathrm{k}} \cos \left(\mathrm{k}\left(\phi-\phi_{\mathrm{k}}\right)\right) . \tag{5.10}
\end{equation*}
$$

The coefficients $B_{k}$ and $\phi_{k}$ can be easily calculated by using the sine-cosine-form of the Fourier series. The coefficients $B_{k}$ vanish for odd $k$ due to the two-fold symmetry of the signal after CEP averaging. Typically, the second-order coefficients dominate the angular dependence such that the offset angles can be approximated as $\phi_{\text {off }} \approx \phi_{2}$. For the different ATI peaks, the angles $\phi_{\text {off }}$ are shown in Fig. 5.7 as a function of their radial momentum $p_{\perp}$. The quantitative comparison of the focal-volume-averaged results presented in panel (b) again underlines the excellent agreement between TDSE simulation and experimental measurement. The largest deviation of about $6^{\circ}$ between TDSE and experiments appears for the ATI at $p_{\perp} \approx 0.53$ a.u. However, as discussed in the previous section, the angular distribution has the weakest modulation depth in this intermediate energy region such that the angular distribution is most susceptible to perturbations (see Figs. 5.3(a) and 5.4(b3)). Thus, in the simulations, the offset angle for the ATI peak at $p_{\perp} \approx 0.53$ a.u. can be changed by a few degrees by the ellipticity, the considered envelope of the laser pulses or the beam profile in the laser focus.


Figure 5.6: Angular distributions for various ATI peaks obtained by integration of the projected PMD of Fig. 5.5(a): TDSE results (red lines) and experimental results provided by Trabert et al. [357] (black dots). Panels (a)-(d) show the results for the peaks centered at $p_{\perp} \approx 0.30$ a.u., $p_{\perp} \approx 0.53$ a.u., $p_{\perp} \approx 0.71$ a.u. and $p_{\perp} \approx 0.86$ a.u., respectively. The TDSE distributions are normalized to maximum signal of one. The experimental data are normalized to the same integral as the theory results.

Repeating the steps above for simulations at fixed intensity, i.e., without focal-volume averaging, we find the offset angles $\phi_{\text {off }}$ shown in Fig. 5.7(a). For large radial momenta, the maximum's positions are again mostly determined by the geometrical constraints of the electron wave packet in elliptical polarization, i.e., the angles are close to $90^{\circ}$ independently of the intensity. However, the offset angles decrease monotonically as a function of intensity for the lowest-order peaks. Qualitatively, the same intensity dependence was observed for short circularly-polarized pulses in Ref. [352]. In a Rutherford (half) scattering scenario [352], the trend is explained by a decreasing final radial momentum $E_{0} / \omega$ of the electron. In our case, however, the radial momentum $p_{\perp}$ is nearly constant for a given ATI peak.


Figure 5.7: Offset angles $\phi_{\text {off }}$ extracted from angular distributions for different ATI peaks shown as a function of their radial momenta $p_{\perp}$. (a) TDSE results for fixed intensity of the laser pulses indicated in the legend in $W / \mathrm{cm}^{2}$. (b) Comparison of focalaveraged TDSE results for three pulse durations and the experimental result provided by Trabert et al. [357]. Figure is adapted from Trabert et al. [357].

In an experiment, contributions from the whole laser focus are collected. Since the effective intensity changes over the focus, we include this effect in the simulations by adding up incoherently the weighted distributions for fixed intensities I (see Appendix A.2.4). Here, we explore the influence of this focal-volume averaging on the final PMD. The relative weight is determined by the spatial volume occupied by a given intensity I in the laser focus, i.e., more precisely by the derivative $-\frac{\partial V\left(\mathrm{I}_{\text {peak },} \mathrm{I}\right)}{\partial \mathrm{I}}$ of the cumulated volume function $V\left(I_{\text {peak }}, I\right)$. For each given intensity $I$, the weighted radial momentum distributions in the polarization plane from TDSE simulations are shown in Fig. 5.8(a), i.e., the product of the bare TDSE result times the volume weighting factor. The integration over the intensity I would result in the focal-volume-averaged radial distribution. Due to the ponderomotive shift of the effective ionization potential $[172,374]$, the ATI peaks move towards smaller $p_{\perp}$ with the increasing intensity. The lowest-order peak corresponding to five absorbed photons experiences a channel closing around the peak intensity of $1.4 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$, i.e., five photons are not sufficient to overcome the field-dressed ionization threshold. The contributions of the different intensities to the several ATI peaks (the integrated signal over the peaks) are shown in Fig. 5.8(b). The higher-order peaks ( $n \geqslant 6$ ) are dominated by intensities around $\approx 1.2 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. However, the channel closing of the five-photon peak leads to strong contributions of lower intensities, i.e., this peak is influenced by a broad range of intensities.

Even for the laser pulses of the simulations at fixed intensity, the energy bandwidth of the ATI peaks is much smaller than the ponderomotive energy shifts when going from the smallest intensities with finite contribution to the peak intensity. As a result, for the focal-volume-averaged data, the different radial momenta $p_{\perp}$ of an ATI peak can be attributed to different intensities within the laser focus [374]. However, as shown above, the angular distributions and their offset angles strongly depend on the intensity. To improve the visibility, the angular distribution for each radial momentum $p_{\perp}$ in the polarization plane is separately normalized to one (see Fig. 5.8(c)). For the two lowest ATI peaks, the offset angles $\phi_{\text {off }}\left(p_{\perp}\right)$ increase indeed as a function of $p_{\perp}$ when going from the center towards higher energies within a peak. The same trend was also observed in the experiment [357]. The momentum-dependent maximum's position can be explained by considering the offset angles of Fig. 5.7(a) for calculations at fixed intensities between $3 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ and $13 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ (see black dots). When going to higher order peaks, the observation is less clear for two reasons: (i) The dependence of $\phi_{\text {off }}\left(p_{\perp}\right)$ on the intensity is weaker and (ii) a smaller range of intensities contributes.


Figure 5.8: Investigation of the substructure for the ATI peaks. (a) Radial momentum distribution from TDSE simulations weighted as in a Gaussian focus in 3D versus laser intensity (see main text). The other parameters are the same as in Fig. 5.5. (b) Relative contribution for the intensities to the yield of the different ATI peaks. All four distributions are normalized to maximum signal of one. (c) Focal-volume-averaged distribution in cylindrical coordinates after rowwise normalization. The black dots indicate the offset angles $\phi_{\text {off }}$ from TDSE simulations at fixed intensities between $3 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ and $13 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ analogous to Fig. 5.7(a). Figure is adapted from Trabert et al. [357].

## Classical trajectory-based model

Trajectory-based two-step models are a common approach to interpret the strong-field dynamics in the presence of Coulomb interaction and were successfully used to model the global attoclock shifts (see for example Refs. [54, 371]). In these classical-trajectory Monte Carlo (CTMC) simulations, an entire distribution of release times and initial velocities is sampled to calculate a final momentum distribution. As introduced in Section 2.4, the basic idea is to split the dynamics into the release of an electron wave packet and its subsequent acceleration. Here, we roughly follow the model for strong-field ionization of Section 3.3 that can be summarized as follows: The ionization step is modeled by the strong-field approximation using a saddle-point method. For each auxiliary momentum $\tilde{\mathbf{p}}^{\prime}$, the corresponding real part $t_{r}^{\prime}$ of the saddle-point time $t_{s}^{\prime}$ is identified as release time. In order to represent the geometry of the liberated wave packet well, the ionization probability is approximated by the KFR amplitude (2.45), i.e., it includes nonadiabatic corrections. The electron is born at the tunnel-exit position $\mathbf{r}_{0}$ with an initial velocity $\mathbf{v}_{0}=\tilde{\mathbf{p}}^{\prime}+\mathbf{A}\left(\mathrm{t}_{r}^{\prime}\right)$. During its acceleration in the continuum, the electron follows a real-valued trajectory governed by Newton's equation of motion (2.49) including the laser field and the Coulomb attraction. Hence, the initial momentum $\tilde{\mathbf{p}}^{\prime}$ is deflected to a final momentum $\mathbf{p}=\mathbf{D}\left(\tilde{\mathbf{p}}^{\prime}\right)$. To solve the inversion problem, i.e., to determine the relevant initial momenta $\tilde{\mathbf{p}}^{\prime}$ for a given final momentum $\mathbf{p}$, a clustering algorithm is used (compare Section 3.3.3 for details). We restrict ourselves to the dynamics in the polarization plane and only include release times within one optical cycle of the field. The final probability distribution is then given by

$$
\begin{equation*}
w(\mathbf{p})=\frac{\left|M_{\mathrm{KFR}}\left(\tilde{\mathbf{p}}^{\prime}\right)\right|^{2}}{|J|} \tag{5.11}
\end{equation*}
$$

The Jacobian J of Eq. (3.10) is calculated numerically by considering the variation of the final momentum $\mathbf{p}$ with the auxiliary momentum $\tilde{\mathbf{p}}^{\prime}$ for a fixed tunnel-exit point and for a release time $t_{r}^{\prime}$

$$
\begin{equation*}
\mathrm{J}=\operatorname{det} \mathbf{D}^{\prime}\left(\tilde{\mathbf{p}}^{\prime}\right) \tag{5.12}
\end{equation*}
$$

For the classical simulations, we use top-flat pulses with a falling edge of 12 optical cycles and only consider a fixed intensity of $9 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$. In previous works on the global attoclock offsets [54, 211, 260], tunnel-exit positions from the TIPIS model were used successfully. Here, the Stark shift of the ionization potential can be neglected due to the small polarizability of hydrogen. The initial positions of Eq. (2.48) include a Coulomb correction, but follow adiabatically the instantaneous electric field $\mathbf{E}\left(\mathrm{t}_{r}^{\prime}\right)$. Hence, the tunnel exit depends solely on the release time $t_{r}^{\prime}$ and it explicitly is independent of the initial velocity $\mathbf{v}_{0}$ (see Fig. 5.9(a)). The resulting PMD is used to extract the offset angle $\phi_{\text {off }}\left(p_{\perp}\right)$ for each radial momentum $p_{\perp}$ (see Fig. 5.9 (b)). The offset angle of the classical simulation decreases for small radial


Figure 5.9: (a) Illustration of the tunnel-exit positions as a function of the initial velocity component $v_{0, \perp}$ perpendicular to the instantaneous field $\hat{\mathbf{E}}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right)$ for ionization at $\mathrm{t}_{\mathrm{r}}^{\prime}=0$ and an intensity of $9 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$. The corresponding initial velocity distribution in SFA is approximately centered at $v_{0, \perp} \approx 0.25$ a.u. (b) Comparison of the offset angles $\phi_{\text {off }}$ from TDSE to the classical trajectory-based model for three different choices of the tunnel exit (see panel a). In addition to the focal-volume averaged TDSE result, the offset angles for a fixed intensity of $9 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ are shown. Figure is adapted from Trabert et al. [357].
momenta $p_{\perp}$. However, the geometrical constraints of the released electron wave packet lead again to a strong increase of the angle around $p_{\perp} \approx 0.8$ a.u. and a convergence towards $90^{\circ}$ for even larger $p_{\perp}$. In the intermediate $p_{\perp}$-range, the TDSE results are not well reproduced by the classical model.

In contrast to the adiabatic exit position of the TIPIS model, the tunnel-exit position $\mathbf{r}_{\text {SFA }}$ from the strong-field approximation of Eq. (3.21) contains nonadiabatic corrections, but it neglects Coulomb corrections. The SFA exit position depends strongly on the velocity $\mathbf{v}_{0}$ at the release time $t_{r}^{\prime}$. Thus, for the laser conditions at hand, much shorter tunnel-barrier widths compared to the TIPIS exit point occur around the maximum of the initial velocity distribution. These modified initial conditions give rise to a significant increase of the offset angles and result in an improved agreement with TDSE simulations. For an ad-hoc correction of SFA exit point due to Coulomb effects during the under-the-barrier motion, we simply use $0.8 \mathbf{r}_{\text {SFA }}$. This artificial exit point leads to an even better agreement with TDSE simulations. Our results suggest that the offset angles and, hence, the shape of the photoelectron momentum distributions are strongly influenced by the choice of the tunnel-exit position and the shape of the initial electron wave packet.

### 5.2.4 Classical backpropagation

The fundamental question arises whether it is a good choice to consider tunnel-exit positions that depend on the electron's initial velocity and are sensitive to nonadiabatic effects. The classical backpropagation method $[211,350,351]$ offers the opportunity to extract characteristic features of the liberated electron wave packet from ab-initio simulations. In the attoclock discussion so far, we only considered the experimentally-accessible momentum distributions, i.e., the modulus squared of the probability amplitudes of the electron wave packet. The idea of the classical backpropagation method is to use the phase information of the asymptotic electron wave function and to define a relation between the asymptotic momentum and the final position of the electron. These final conditions are used to propagate classical trajectories back in time till a tunneling criterion is reached so that release times, tunnel-exit positions and initial velocities of the electrons can be extracted.

The classical backpropagation was already used to show that nonadiabatic effects for circular polarization result in reduced tunnel-barrier widths compared to the estimates for adiabatic tunneling [211, $350,351]$. However, to the best of our knowledge, the dependence of the exit positions $\mathbf{r}_{0}$ on the initial velocity $\mathbf{v}_{0}$ was not studied so far. Here, we close this gap to support our model of Section 5.2.3.

## Introducing a momentum-space backpropagation method

The starting point is an ab-initio simulation of the TDSE till a final time $t_{f}$ after the end of the laser pulse, i.e, the initial state is first propagated quantum-mechanically forward in time by solving the TDSE. The asymptotic continuum wave packet is then transcribed to a classical phase-space distribution. In previous implementations (for example in Refs. [211, 350, 351, 359]), the position representation $\psi\left(\mathbf{r}, \mathrm{t}_{\mathrm{f}}\right)$ of the wave packet was used to define the phase-space distribution. Inspired by the semiclassical physics with its relation between action phase and canonical momenta, a local momentum is assigned to each position by using the phase gradient of the wave function [333, 334]

$$
\begin{equation*}
\mathbf{p}_{\psi}\left(\mathbf{r}, \mathrm{t}_{\mathrm{f}}\right)=\nabla_{\mathbf{r}} \arg \psi\left(\mathbf{r}, \mathrm{t}_{\mathrm{f}}\right) \tag{5.13}
\end{equation*}
$$

Below we will show that, even for short-range potentials, the position-space representation changes its form due to dispersion and, hence, the defined correlation (5.13) also depends on the time $t_{f}$. In contrast, the momentum representation $\tilde{\psi}\left(\mathbf{p}, t_{f}\right)$ of the wave packet only picks up a phase in such a scenario. This motivates us to use the momentum representation to initiate the classical backpropagation. For each final momentum $\mathbf{p}$, we propose to define a local position by ${ }^{8}$

$$
\begin{equation*}
\mathbf{r}_{\tilde{\psi}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{f}}\right)=-\nabla_{\mathbf{p}} \arg \tilde{\psi}\left(\mathbf{p}, \mathrm{t}_{\mathrm{f}}\right) \tag{5.14}
\end{equation*}
$$

[^22]The defined relation between momenta and local positions is only meaningful in the absence of interference in the final electron momentum distribution.

The pairs of momenta and positions are used to start classical trajectories that propagate backward in time. Their dynamics follows Newton's equation including both the electron-ion interaction and the driving light field. For each trajectory, the backpropagation is terminated at a time $t_{0}$, when a tunneling criterion is met. Here, the velocity criterion is applied, i.e., the trajectory is stopped when the velocity of the electron is perpendicular to the instantaneous electric field $\mathbf{E}\left(\mathrm{t}_{0}\right) .{ }^{9}$ Then, the time $\mathrm{t}_{0}$, the remaining velocity component in the polarization plane $v_{0, \perp}$ and the velocity component in the light-propagation direction $v_{0, z}$ can be used to parameterize other quantities such as the tunnel-exit position. Both, the momentum-space and the position-space versions define mappings of the final momenta $\mathbf{p}$ or final positions $\mathbf{r}$ to the initial coordinates

$$
\begin{equation*}
\left(\mathrm{t}_{0}, v_{0, \perp}, v_{0, z}\right)=\mathbf{D}_{\mathrm{M}}(\mathbf{p}) \quad \text { and } \quad\left(\mathrm{t}_{0}, v_{0, \perp}, v_{0, z}\right)=\mathbf{D}_{\mathrm{P}}(\mathbf{r}) . \tag{5.15}
\end{equation*}
$$

The position of the electron at the ionization time $t_{0}$ can be interpreted as the tunnel-exit position. Note that the mappings $\mathbf{D}_{\mathrm{M}}, \mathbf{D}_{\mathrm{P}}$ and the defined tunnel-exit positions are solely retrieved from the phase information of the asymptotic electron wave packet (either in momentum or position representation).

The modulus squared of the amplitudes of the electron wave packets in combination with the relations of Eqs. (5.13) and (5.14) define a classical phase-space distribution at time $t_{f}$ that can also be propagated backwards in time. The extracted initial probability distributions read

$$
\begin{equation*}
w_{\mathrm{ini}}\left(\mathrm{t}_{0}, v_{0, \perp}, v_{0, z}\right)=\frac{|\tilde{\psi}(\mathbf{p})|^{2}}{\left|\operatorname{det} \mathbf{D}_{\mathrm{M}}^{\prime}(\mathbf{p})\right|} \quad \text { and } \quad w_{\mathrm{ini}}\left(\mathrm{t}_{0}, v_{0, \perp}, v_{0, z}\right)=\frac{|\psi(\mathbf{r})|^{2}}{\left|\operatorname{det} \mathbf{D}_{\mathrm{P}}^{\prime}(\mathbf{r})\right|} . \tag{5.16}
\end{equation*}
$$

The first equation is for the momentum-space approach, whereas the second equation is for the positionspace approach. In general, both results may differ from each other. By construction, the momentumspace approach ensures that the quantum-mechanical PMD is exactly reproduced by classical trajectories that are launched according to the distribution $w_{\text {ini }}\left(\mathrm{t}_{0}, \nu_{0, \perp}, \nu_{0, z}\right)$ at the velocity- and time-dependent tunnel-exit positions. One remaining question is always whether the extracted initial distributions have an intuitive and simple interpretation.

$$
\mathbf{D}_{M}(\mathbf{p})
$$



Figure 5.10: Classical backpropagation of an electron wave packet released in a circular attoclock configuration with 800 nm wavelength and $1 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity. (a) Initial probability distribution $w_{\text {ini }}$ of the backpropagated trajectories. (b) Position-space probability distribution at final time $t_{f}=3 T_{\omega}$. (c) Photoelectron momentum distribution, i.e., momentum-space probability distribution at final time $t_{f}=3 T_{\omega}$. The radial contour lines mark constant initial velocity with a spacing of 0.2 a.u.. The black line shows $v_{0, \perp}=0$. The angular contour lines mark constant time of ionization with a spacing of $0.05 \mathrm{~T}_{\omega}$. The black line shows $t_{0}=0$. All distributions are independently normalized to maximum signal of one. Inspired by Ref. [161].

[^23]As a first example, we consider strong-field ionization of hydrogen in 2D modeled by a potential

$$
\begin{equation*}
V(\mathbf{r})=-\frac{Z+\left(Z_{\text {core }}-Z\right) e^{-r^{2} / r_{\text {core }}^{2}}}{\sqrt{r^{2}+\epsilon}} \tag{5.17}
\end{equation*}
$$

with $Z=Z_{\text {core }}=1$ and $\epsilon=0.64$ in order to reproduce the ionization potential $I_{p}=0.5$ a.u. To avoid interference, a short two-cycle circularly-polarized laser pulse of Eq. (5.4) with $1 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity is chosen. For the momentum-space approach, we solve the TDSE numerically using the splitoperator method on two grids of size $819.2 \times 819.2$ a.u. with spacings of $\Delta x=0.2$ a.u. as described in the Appendix A.2.2. For radial distances $r>350$ a.u., the potential is set flat. For the position-space approach, only one large grid of size $1638 \times 1638$ a.u. with spacings of $\Delta x=0.2$ a.u. is used and the wave function is propagated up to a given time $t_{f}$. Figure 5.10 shows the position-space as well as momentumspace representation of the final wave packet in panels (b) and (c). ${ }^{10}$ The initial distribution obtained by classical backpropagation based on the momentum-space approach is presented in panel (a). In order to visualize the mapping $\mathbf{D}_{\mathrm{M}}^{-1}$ of the initial conditions $\left(\mathrm{t}_{0}, v_{0, \perp}\right)$ to the final momenta $\mathbf{p}$, contour lines show fixed ionization times and initial velocities. Due to the Coulomb interaction, the lines of constant time strongly deviate from straight lines in the space of final momenta.


Figure 5.11: Tunnel exits for a release time $t_{0}=0$ as a function of the initial velocity $v_{0, \perp}$ from momentum-space and positionspace backpropagation approaches using the setting of Fig. 5.10. (a) Component antiparallel to and (b) component perpendicular to the instantaneous electric field $\mathbf{E}(0)$. For the position-space approach, different final times $t_{f}$ are used as indicated in the legend in units of optical cycles.

## Comparison of the momentum-space approach and the position-space approach

For the newly-proposed momentum-space version, two important properties need to be investigated: (i) Are results of the classical backpropagation independent of the final time $t_{f}$ ? (ii) What is the relation of the proposed momentum-space version to the earlier-used position-space approach?

To address these questions, we first consider the results shown in Fig. 5.10. Here, we restrict ourselves to ionization at time of peak electric-field strength, i.e., we only analyze those trajectories for which the backpropagation stops at $\mathrm{t}_{0}=0$. The tunnel-exit positions calculated by the momentumspace approach are shown in Fig. 5.11 as a function of the initial velocity $v_{0, \perp}$. In additional simulations, we find that the tunnel-exit positions are in good approximation independent of the time $t_{f}$ when the forward quantum propagation is stopped. The stability of the momentum-space version can be seen as follows. At a time $t_{f}$, the momentum-space wave packet can be written as $\tilde{\psi}\left(\mathbf{p}, \mathrm{t}_{\mathrm{f}}\right)=\tilde{A}(\mathbf{p}) \exp (\mathrm{i} \tilde{\mathrm{B}}(\mathbf{p}))$ with a real-valued amplitude $\tilde{A}$ and a phase $\tilde{B}$. If $t_{f}$ is sufficiently large, the detached wave packet is located at large distances $r$ where a vanishing ionic potential can be assumed. Hence, the time evolution over an additional interval $\Delta \mathrm{t}$ is quantum-mechanically given by

$$
\begin{equation*}
\tilde{\psi}\left(\mathbf{p}, \mathrm{t}_{\mathrm{f}}+\Delta \mathrm{t}\right)=\tilde{A}(\mathbf{p}) e^{\mathrm{i} \tilde{\mathrm{~B}}(\mathbf{p})} e^{-\mathrm{i} \frac{\mathrm{p}^{2}}{2} \Delta \mathrm{t}} \tag{5.18}
\end{equation*}
$$

[^24]According to Eq. (5.14), the associated position for the wave packet at a time $t_{f}+\Delta t$ reads

$$
\begin{equation*}
\mathbf{r}_{\tilde{\psi}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{f}}+\Delta \mathrm{t}\right)=-\nabla_{\mathbf{p}} \arg \tilde{\psi}\left(\mathbf{p}, \mathrm{t}_{\mathrm{f}}+\Delta \mathrm{t}\right)=\mathbf{r}_{\tilde{\psi}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{f}}\right)+\mathbf{p} \Delta \mathrm{t} \tag{5.19}
\end{equation*}
$$

The relation between the positions for transcription at time $t_{f}$ and $t_{f}+\Delta t$ is equal to a classical motion with a momentum $\mathbf{p}$. Thus, in the momentum-space version, the defined trajectories are independent of the final time $t_{f}$.

In contrast, if the position-space approach of previous implementations [211,351] is used, the retrieved initial positions depend on the final time $t_{f}$ (see Fig. 5.11). For the special choice of $t_{0}=0$, the position component parallel to the instantaneous field $\mathbf{E}\left(\mathrm{t}_{0}\right)$ is nearly stable. However, in general for $t_{0} \neq 0$, we find that both components change with $t_{f}$. The numerical results suggest of the positionspace approach gets closer to the momentum-space version for large $t_{f} \rightarrow \infty$. To understand the relation of both approaches, we need to consider the transformation between the position and momentum representations of an electron wave packet

$$
\begin{equation*}
\psi\left(\mathbf{r}, \mathrm{t}_{\mathrm{f}}\right)=\frac{1}{(2 \pi)^{\mathrm{D} / 2}} \int \mathrm{~d} \mathbf{p} \tilde{\psi}\left(\mathbf{p}, \mathrm{t}_{\mathrm{f}}\right) e^{\mathrm{i} \mathbf{p} \cdot \mathbf{r}}=\frac{1}{(2 \pi)^{\mathrm{D} / 2}} \int \mathrm{~d} \mathbf{p} \tilde{\mathcal{A}}(\mathbf{p}) e^{\mathrm{i} \tilde{\mathrm{~B}}(\mathbf{p})} e^{\mathrm{i} \mathbf{p} \cdot \mathbf{r}} . \tag{5.20}
\end{equation*}
$$

For large times $\mathrm{t}_{\mathrm{f}}$, the phase factor $\exp (\mathrm{i} \tilde{\mathrm{B}}(\mathbf{p}))$ is a quickly oscillating function of the momentum $\mathbf{p}$ (see Eq. (5.18)). Hence, the integral can be evaluated by means of the saddle-point approximation. The saddle-point equation reads

$$
\begin{equation*}
0=\nabla_{\mathbf{p}}(\tilde{\mathrm{B}}(\mathbf{p})+\mathbf{p} \cdot \mathbf{r})=-\mathbf{r}_{\tilde{\psi}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{f}}\right)+\mathbf{r} \tag{5.21}
\end{equation*}
$$

For a given position $\mathbf{r}$, the equation selects the corresponding saddle-point momentum, i.e., it establishes a mapping $\mathbf{p}(\mathbf{r})$. The mapping can be explicitly calculated by inverting the positions $\mathbf{r}_{\tilde{\psi}}\left(\mathbf{p}, \mathrm{t}_{f}\right)$ of the local-position method (5.14). If the backpropagation is started using the position-space wave function from the saddle-point approximation of Eq. (5.20), the associated local momentum of Eq. (5.13) is given by

$$
\begin{align*}
\mathbf{p}_{\psi}\left(\mathbf{r}, \mathrm{t}_{\mathrm{f}}\right) & =\nabla_{\mathbf{r}} \arg \psi\left(\mathbf{r}, \mathrm{t}_{\mathbf{f}}\right)=\nabla_{\mathbf{r}}(\mathbf{r} \cdot \mathbf{p}(\mathbf{r})+\tilde{\mathrm{B}}(\mathbf{p}(\mathbf{r})))  \tag{5.22}\\
& =\mathbf{p}(\mathbf{r})+\nabla_{\mathbf{r}} \mathbf{p}(\mathbf{r}) \cdot\left(\nabla_{\mathbf{p}} \tilde{\mathrm{B}}(\mathbf{p}(\mathbf{r}))+\mathbf{r}\right)=\mathbf{p}(\mathbf{r})
\end{align*}
$$

In the last step, we used the saddle-point equation (5.21). The position-to-momentum mapping from the position-space approach is the inverse of the momentum-to-position mapping from the momentumspace approach, if the saddle-point approximation is applied to their connection via Fourier transformation. For binding potentials with finite support, the phase factor $\exp (i \tilde{B}(\mathbf{p}))$ oscillates more quickly as a function of $\mathbf{p}$ for larger times $t_{f}$. Hence, in the limit of large times $t_{f}$, the saddle-point approximation becomes exact so that position-space and momentum-space approaches become indeed equivalent.

As a result, we consider the outcome of momentum-space approach to be the correct result for the backpropagation scheme. Importantly, the slow convergence of the position-space approach is also present when considering short-range potentials or even in wave packets from strong-field approximation. It is mostly caused by the dispersion of the outgoing wave packet in position space. Thus, to obtain converged results, a huge spread of the position-space wave packet needs to be covered in the theoretical simulations. In contrast, for the momentum-space implementation, only a relatively small region of the position space needs to be represented explicitly. This is, in particular, beneficial for long-wavelength driving fields and in 3D simulations. In the following, we will only present backpropagation results based on the momentum approach.

## Nonadiabatic corrections to the tunnel-exit positions

The tunnel-exit positions from classical backpropagation shown in Fig. 5.11 lead to following conclusions: (i) The exit positions depend strongly on the initial velocity $v_{0, \perp}$, which is in agreement with the previously-considered SFA exit points of Eq. (3.21). (ii) The results are not symmetric with respect to $v_{0, \perp} \rightarrow-v_{0, \perp}$, which is a hint for nonadiabatic effects. (iii) A nonzero component of the initial position perpendicular (here along $x$-direction) to the direction of the instantaneous field $\mathbf{E}\left(\mathrm{t}_{0}\right)$ appears.

In order to further explore the tunnel-exit positions, we consider ionization for a long-range potential as well as a short-range potential in an attoclock setting with identical laser conditions of 1200 nm wavelength and $1 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity. We again use the potential (5.17) with $\mathrm{Z}=\mathrm{Z}_{\text {core }}=1$ and $\epsilon=0.64$ for a 2D long-range model of hydrogen and with $Z=0, Z_{\text {core }}=1, \epsilon=0.344$ and $r_{\text {core }}=3$ a.u. for a 2D short-range model with approximately the same ionization potential. For fixed release time $t_{0}=0$, the observables extracted from classical backpropagation simulations are shown in Fig. 5.12 as a function of initial velocity $v_{0, \perp}$. In agreement with Ref. [351], the initial velocity distributions are quite similar for long- and short-range potentials (see panels 2 of Fig. 5.12). However, the retrieved initial positions exhibit some qualitative differences.


Figure 5.12: Comparison of tunnel-exit positions for a release time $t_{0}=0$ as a function of the initial velocity $v_{0, \perp}$ from different levels of theory for two-cycle circularly-polarized pulses at 1200 nm wavelength and $1 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity. (a1) Component antiparallel to and (b1) component perpendicular to the instantaneous electric field $\mathbf{E}(0)$. [(a2),(b2)] Initial velocity distributions from backpropagation.

For short-range potentials, the strong-field approximation evaluated by means of a saddle-point method usually describes the recollision-free ionization dynamics very well. Within this simplified treatment, the classical backpropagation method can be carried out analytically. For an initial 1s state, the phase of the asymptotic wave function in momentum representation is dominated by the SFA action of Eq. (2.41) (see the KFR amplitude (2.45)). Thus, in our momentum-space version of Eq. (5.14), we find a final local position at time $t_{f}$

$$
\begin{align*}
\mathbf{r}_{\tilde{\psi}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{f}}\right) & =-\nabla_{\mathbf{p}} \operatorname{Re}\left(S_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}_{s}^{\prime}\right)\right)=\operatorname{Re}\left(\int_{\mathrm{t}_{s}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{~d} \tau(\mathbf{p}+\mathbf{A}(\tau))-\nabla_{\mathbf{p}}\left(\mathrm{t}_{s}^{\prime}(\mathbf{p})\right) \dot{S}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}_{s}^{\prime}\right)\right)  \tag{5.23}\\
& =\operatorname{Re}\left(\int_{\mathrm{t}_{s}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{~d} \tau(\mathbf{p}+\mathbf{A}(\tau))\right)
\end{align*}
$$

where the saddle-point equation (2.44) is used in the last step. Considering classical potential-free motion to propagate backwards until a time $t_{0}$, the following tunnel-exit position appears

$$
\begin{equation*}
\mathbf{r}_{\mathrm{SFA}}=\mathbf{r}_{\tilde{\psi}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{f}}\right)+\int_{\mathrm{t}_{\mathrm{f}}}^{\mathrm{t}_{0}} \mathrm{~d} \tau(\mathbf{p}+\mathbf{A}(\tau))=\operatorname{Re}\left(\int_{\mathrm{t}_{\mathrm{s}}^{\prime}}^{\mathrm{t}_{0}} \mathrm{~d} \tau(\mathbf{p}+\mathbf{A}(\tau))\right) \tag{5.24}
\end{equation*}
$$

For a given trajectory, the corresponding time $t_{0}$ is determined by the tunneling criterion. For the chosen velocity criterion and in the vicinity of the peak electric-field strength, the time $t_{0}$ is approximately equal to the real part $t_{r}^{\prime}$ of the SFA saddle-point time. Hence, we find that the backpropagation result $\mathbf{r}_{\text {SFA }}$ from SFA input is equal to the well-known SFA tunnel-exit point of Eq. (3.21).

For short-range potentials, the SFA exit points perfectly agree with the full numerical result from TDSE simulations for a broad range of laser wavelengths (see Fig. 5.13 for results between 800 nm and 2000 nm corresponding to Keldysh parameters between 1.5 and 0.6 ). For a release time $\mathrm{t}_{\mathrm{r}}^{\prime}=\mathrm{t}_{0}=0$, the component of the exit position perpendicular to the instantaneous electric field vanishes. The component antiparallel to the field depends strongly on the initial velocity $v_{0, \perp}$. This velocity dependence considerably changes with the degree of nonadiabaticity. For a simplified analytical analysis, Equation (3.21) can be expanded to first order in the Keldysh parameter ${ }^{11}$

$$
\begin{equation*}
\mathbf{r}_{\mathrm{SFA}} \approx-\frac{\mathrm{I}_{\mathrm{r}}^{\text {eff }}}{\mathrm{E}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right)} \hat{\mathbf{E}}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right)-\frac{\mathrm{I}_{\mathrm{r}}^{\text {eff }}}{\mathrm{E}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right)} \frac{\mathbf{v}_{0} \cdot \dot{\mathbf{E}}\left(\mathrm{t}_{r}^{\prime}\right)}{\mathrm{E}^{2}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right)} \hat{\mathbf{E}}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right), \tag{5.25}
\end{equation*}
$$

where the possible ionization times $t_{r}^{\prime}$ and initial velocities $\mathbf{v}_{0}$ are selected by the saddle-point equation (see Appendix A.4.1). The first term is also present in the adiabatic limit and it is dominated by the increased effective ionization potential $I_{p}^{\text {eff }}=I_{p}+\mathbf{v}_{0}^{2} / 2$ due to the initial velocity $\mathbf{v}_{0}$. It is called the $I_{p}^{\text {eff }} / E$ exit position in the following. For circular polarization, the first-order nonadiabatic correction is quite crucial as it induces the asymmetry of the tunnel exits as a function of $v_{0, \perp}$ (see Fig. 5.12). In the vicinity of the maximum of the velocity distribution (for small positive $v_{0, \perp}$ ), the nonadiabatic correction leads to reduced tunnel-barrier widths compared to the adiabatic $I_{p}^{\text {eff }} / E$ estimate. Our analysis is in agreement with the qualitative finding of Refs. [211, 350, 351] that the tunnel-exit positions (averaged over the initial distribution) decrease due to nonadiabatic effects.


Figure 5.13: Classical backpropagation results for different wavelengths as indicated in the legend either obtained for a longrange potential (panels a) and a short-range potential (panels b). Slices through the initial distributions as well as antiparallel and perpendicular components of tunnel-exit position are shown in the different rows. For comparison, the backpropagation results for ARM theory are shown as dashed lines in panel (a2) and the backpropagation results for SFA are shown in panel (b2).

[^25]Eckart [357] suggested to interpret the velocity-dependent exit positions as follows: Ionization under nonadiabatic conditions allows a change of energy during the under-the-barrier motion [191]. This ionization process can be modeled as nonresonant multiphoton interaction promoting the initially-bound electron to a virtual intermediate state and as the subsequent release by adiabatic tunneling [163, 164, 376]. For pure circular polarization, change of energy is accompanied by a defined change of the angular momentum $L_{z}$ of the electron, i.e., its effective energy at the release can be expressed as $-I_{p}^{\text {eff }}+\omega L_{z}$. The classical angular momentum $L_{z}=r_{0, \|} v_{0, \perp}$ at the release position $\mathbf{r}_{0}=-r_{0, \|} \mathbf{e}_{y}$ should be equal to the quantum-mechanical angular momentum after multiphoton interaction. Then, the tunnel-barrier width can be defined by the intersection of a triangular tunneling barrier with the effective electron energy

$$
\begin{equation*}
\mathrm{r}_{0, \|} \approx \frac{\mathrm{I}_{\mathrm{p}}^{\text {eff }}}{\mathrm{E}_{0}}-\frac{\mathrm{I}_{\mathrm{p}}^{\text {eff }} \omega}{\mathrm{E}_{0}^{2}} v_{0, \perp} . \tag{5.26}
\end{equation*}
$$

We find that the result of this model is equal to the expansion (5.25) of the SFA exit. For $\nu_{0, \perp}>0$, multiphoton absorption during tunneling increases the field-dressed energy of the electron and, hence, results in an inward shift of the tunnel-exit position.

For long-range potentials, the components of the exit positions antiparallel to the instantaneous electric field (here negative $y$-direction) extracted by classical backpropagation are systematically shifted towards smaller distances compared to the short-range results (see Fig. 5.12(a1)). The simplest adiabatic approach assumes that the electron tunnels in a 1D slice along the direction of the instantaneous electric field [77]. This is called field-direction model (FDM). The introduction of Cartesian coordinates results in a one-dimensional potential barrier formed by the ionic potential $-\mathrm{Z} / \mathrm{r}$ and the potential of the light field (in length gauge). The remaining directions lead again to an increased effective ionization potential $\mathrm{I}_{\mathrm{p}}^{\text {eff }}$ and the tunnel-exit position reads [347]

$$
\begin{equation*}
\mathbf{r}_{0}=-\frac{\mathrm{I}_{\mathrm{p}}^{\mathrm{eff}}+\sqrt{\left(\mathrm{I}_{\mathrm{p}}^{\mathrm{eff}}\right)^{2}-4 Z \mathrm{E}}}{2 \mathrm{E}} \hat{\mathbf{E}} \tag{5.27}
\end{equation*}
$$

If the binding potential is neglected $(Z=0)$, the exit position reduces to the simpler $I_{p}^{\text {eff }} / E$ estimate. The first-order Coulomb correction reads $\Delta r=-Z / I_{p}^{\text {eff }}$. In agreement with the backpropagation result, the tunnel-exit positions from FDM are shifted towards smaller distances and depend of the initial velocity.

However, when considering close-to-circularly-polarized fields, the interplay between nonadiabatic corrections and the long-range potential must be included for a quantitative description. The analytical R-matrix (ARM) theory introduced in Section 2.5 enables a simplified modeling of electron momentum distributions, including the binding potential $V$ to first order correctly in the exponent. We use the analytical form (2.58) of the asymptotic electron wave packet in ARM as input for a classical backpropagation calculation. It allows us to derive an analytical estimate for the Coulomb correction with respect to the potential-free SFA exits (see Appendix A.4.2 for details). This ARM result agrees very well with the full numerical result from TDSE (see Fig. 5.12(a1)).

When tunneling at the time of peak field strength, both the field-direction model and the strong-field approximation predict that the electron appears exactly in the direction antiparallel the instantaneous field $\mathbf{E}(0)$. Surprisingly, for both TDSE and ARM input, the backpropagation results for long-range potentials show nonzero components $\mathrm{r}_{0, \perp}$ of the initial position perpendicular to the instantaneous field. In additional 3D simulations, we find that such additional components are not limited to the dynamics in the polarization plane, but are present in any direction that is perpendicular to the direction of the electric field at the instant of tunneling. The exact perpendicular components $r_{0, \perp}$ depend on the used wavelengths, e.g., for 800 nm values as large as 3 a.u. are reached. Even though the components $r_{0, \perp}$ decrease for more adiabatic conditions, they do not entirely vanish (not shown). Furthermore, in additional simulations, we observe that the perpendicular component changes only weakly with the laser intensity. Importantly, we want to note that the exact outcome of a classical backpropagation simulation depends on the used tunneling criterion [211]. In this sense, the perpendicular component can be seen as a consequence of the chosen velocity criterion. In the future, it would be interesting to study whether generalized tunneling criteria also show such an effect (see also Section 6.2.3).

### 5.3 Bicircular attoclock

The dependence of the Coulomb-induced deflection of the photoelectrons on their initial position (see also Eq. (5.2)) offers the opportunity to study the tunneling geometry by means of the momentumdependent attoclock offsets. For elliptically-polarized fields, we already found that the variation of tunnel-exit positions as a function of the electron's initial velocity leaves an imprint on the offset angles (see Section 5.2.3). Unfortunately, in close-to-circularly-polarized fields, the geometry of the wave packet as well as nonadiabatic effects complicate the analysis of the momentum-dependent attoclock offsets.


Figure 5.14: Setup of the bicircular attoclock. 2D slices at $p_{z}=0$ through the photoelectron momentum distribution for ionization of helium by a bicircular field with 800 nm effective wavelength and $7 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity: (a) strong-field approximation for a cw field $(\mathrm{R}=1 / 4)$ and $(\mathrm{b})$ numerical simulation of the TDSE for a three-cycle pulse with an optimized intensity ratio of $R \approx 0.292$ (see Eq. (5.31)). The dashed lines show the negative vector potentials and the insets indicate the electric fields. In panel (a), the nearly-horizontal solid contour lines mark constant time of ionization with a spacing of $0.4 / E_{p}$. The black line shows $t_{0}=0$. The nearly-vertical lines mark constant initial velocity with a spacing of 0.4 a.u. The black line shows $v_{0, \perp}=0$. (c) 1D Slice through the maximum of the PMD from TDSE as a function of $p_{y}$, i.e., at constant $p_{x}=-A_{x}(0) \approx 1.58$ a.u. Figure is adapted from Ref. [359] and from Brennecke et al. [369].

To avoid these problems, a quasilinear field can be used. In the vicinity of the maximal electric-field strength, the direction of the field is approximately constant, and simultaneously it provides a simple time-to-momentum mapping. This waveform was introduced to study the global attoclock shift by Eicke et al. [161, 359]. To this end, a bicircular field similar to Eq. (3.34) consisting of two counter-rotating circularly-polarized fields with the following vector potential

$$
\begin{equation*}
\mathbf{A}(t)=-\frac{1}{1+\sqrt{R}} \frac{E_{p}}{\omega}\left[\binom{\cos (\omega t)}{\sin (\omega t)}+\frac{\sqrt{R}}{2}\binom{-\cos (2 \omega t)}{\sin (2 \omega t)}\right] \tag{5.28}
\end{equation*}
$$

is optimized. For a particular intensity ratio $R=1 / 4$ of the fundamental to the second harmonic, the light field resembles linear polarization three times per optical cycle of the fundamental field. The negative vector potential and electric field are presented in Fig. 5.14(a). Due to the three-fold symmetry, we can restrict ourselves to ionization in one third cycle of the electric field centered around a peak of the electric-field strength. In the vicinity of $t=0$, we find

$$
\begin{align*}
& \mathbf{A}(t)=A_{x}(0) \mathbf{e}_{x}-\frac{E_{p}}{\omega_{\text {eff }}} \sin \left(\omega_{\text {eff }} t\right) \mathbf{e}_{y}+\mathcal{O}\left(t^{4}\right)  \tag{5.29}\\
& \mathbf{E}(t)=E_{p} \cos \left(\omega_{\text {eff }} t\right) \mathbf{e}_{y}+\mathcal{O}\left(t^{3}\right) .
\end{align*}
$$

Hence, the field is indeed approximately linearly polarized along the $y$-axis with an effective frequency $\omega_{\text {eff }}=\sqrt{2} \omega$ and a peak field strength $E_{p}$. The time-averaged intensity is given by $I=\frac{5}{9} c \epsilon_{0} E_{p}^{2}$ and the nonadiabaticity of the ionization process is characterized by the Keldysh parameter $\gamma_{\text {eff }}=\sqrt{2 \mathrm{I}_{\mathrm{p}}} \omega_{\text {eff }} / \mathrm{E}_{\mathrm{p}}$.

Figure 5.14(a) shows a typical momentum distribution for strong-field ionization by a quasilinear cw field. The PMD is calculated for helium in the strong-field approximation. ${ }^{12}$ It consists of three separated cigar-like regions of high probability that belong to the three maxima of the electric-field strength per optical cycle. Within this potential-free setting, a electron liberated at a time $t_{0}$ with an initial velocity $\mathbf{v}_{0}$ is deflected by the light field to a final momentum $\mathbf{p}=-\mathbf{A}\left(\mathrm{t}_{0}\right)+\mathbf{v}_{0}$. Ionization at maximal field strength (here at $t_{0}=0$ ), with vanishing initial velocity leads to the maximum of the cigar centered at a final momentum $\mathbf{p}=-\mathbf{A}(0)=A_{0} \mathbf{e}_{x}$ (see the red dot in Fig. 5.14(a)). For adiabatic conditions, the initial velocity $\mathbf{v}_{0}$ must be perpendicular to the electric field $\mathbf{E}\left(\mathrm{t}_{0}\right)$ at the instant of tunneling (see Eq. (2.47)). Thus, in the vicinity of $t=0$ where the direction of the electric field is nearly constant, the $v_{0, y}$-component vanishes and the setting is nearly isotropic in the $\nu_{0, \perp}-v_{0, z}$-plane perpendicular to the field $\mathbf{E}\left(\mathrm{t}_{0}\right)$. Using the form of the initial velocity $\mathbf{v}_{0} \approx v_{0, \perp} \mathbf{e}_{x}+v_{0, z} \mathbf{e}_{z}$, the final momenta are approximately given by

$$
\begin{equation*}
\mathbf{p}_{\perp}=-\mathbf{A}\left(\mathrm{t}_{0}\right)+\mathbf{v}_{0} \approx\left(v_{0, \perp}-A_{x}(0)\right) \mathbf{e}_{x}+v_{0, z} \mathbf{e}_{z}+\mathrm{E}_{y}(0) \mathrm{t}_{0} \mathbf{e}_{y} \tag{5.30}
\end{equation*}
$$

Hence, the release time $t_{0}$ is mapped to the $p_{y}$-component of the final electron momentum and the initial velocity $\mathbf{v}_{0} \approx v_{0, \perp} \mathbf{e}_{x}+v_{0, z} \mathbf{e}_{z}$ to the $p_{x}$ - and $p_{z}$-components [359]. To visualize the mapping, contour lines at fixed ionization times and initial velocities are shown in Fig. 5.14(a). A change of the release time $t_{0}$ leaves the $p_{x}$ - and $p_{z}$-components of the momentum almost unchanged. On the other hand, a variation of the initial velocity does nearly not alter the $p_{y}$-component. Hence, the quasilinear field provides a clean setting to investigate the momentum dependence of attoclock offsets.

For a numerical solution of the TDSE in 3D, we use the Fourier split-operator method on two grids as described in the Appendix A.2.2. An effective potential V for helium is chosen as by Tong et al. [324], but with the singularity removed using a pseudopotential for the 1 s state with a cutoff radius $r_{c l}=1.5$ a.u. (see Appendix A.2.3). The binding potential is fully included on the inner grid that spans 409.6 a.u. in each dimension with a spacing of $\Delta x=0.4$ a.u. At the edge of the inner grid, we set the potential to a constant and use an absorbing potential (A.53) with $\Delta \mathrm{r}_{\mathrm{A}}=40$ a.u. A 2D slice at $\mathrm{p}_{z}=0$ through the PMD is shown in Fig. 5.14(b). In order to avoid ATI rings, we used again a short three-cycle pulse such that a single global maximum of the electric field is selected. The corresponding cigar is still approximately centered in $p_{x}$-direction at $p_{x}=-A_{x}(0)$. However, in $p_{y}$-direction, it is clearly displaced towards positive momenta. This global attoclock shift of $\Delta p_{\max } \approx 0.24$ a.u. is determined by the maximum of the total distribution. It can be more clearly seen in a 1D slice through the PMD presented in Fig. 5.14(c) and was investigated in Refs. [161, 359].


Figure 5.15: Momentum-dependent attoclock shift for a bicircular field. (a) Signal in the $p_{x}-p_{y}$-plane at $p_{z}=0$ and (b) signal in the $p_{z}-p_{y}$-plane at $p_{x}=-A_{x}(0) \approx 1.58$ a.u. In both panels, each column is individually normalized and the resulting momentum-dependent attoclock shift $\Delta p_{y}$ is indicated as black solid line. The dotted black line at $p_{y}=0$ guides the eye. (c) Momentum-dependent attoclock shift $\Delta p_{y}$ as a function of $p_{x}+A_{x}(0)$ and $p_{z}$. Figure is adapted from Brennecke et al. [369].

[^26]
## Momentum-dependent attoclock shifts

The attoclock offset can be individually analyzed for each momentum in the $p_{x}-p_{z}$-plane, i.e., we again determine the momentum dependence of the attoclock shift. For an illustration, the signal in the $p_{x^{-}}$ $p_{y}$-plane at constant $p_{z}=0$ is depicted in Fig. 5.15(a). Here, each column is normalized individually. We determine the most probable momentum $\Delta p_{y}$ at each momentum $p_{x}$ by means of a Gaussian fit. ${ }^{13}$ The result is shown as black line. At the maximum of the lateral distribution at $p_{x} \approx-A_{x}(0)$, the momentum-dependent shift is equal to the global attoclock shift $\Delta p_{\max }$. The procedure can be repeated for all lateral momenta in the vicinity of the global maximum. Figure 5.15(c) shows the momentumdependent attoclock shift as a function of $p_{x}$ and $p_{z}$. For the used laser conditions, the maximal attoclock shift of $\Delta p_{y} \approx 0.249$ a.u. is not found exactly at $p_{x}+A_{x}(0)=0$, but instead at $p_{x}+A_{x}(0)=-0.11$ a.u. When going away from this point, the magnitude of the attoclock shift decreased as a function of $p_{x}$ and $p_{z}$. It reaches values as small as $\approx 0.155$ a.u. at $p_{z}=0$ and $p_{x}+A_{x}(0)=0.5$ a.u. corresponding to only $\approx 65 \%$ of the global attoclock shift. In order to check the numerical convergence, we additionally solved the TDSE by means of the pseudospectral method introduced in the Appendix A.2.1. In these additional simulations, we scaled the extension and the spacing of the radial grid as well as the maximal-included orbital angular momentum. The momentum-dependent attoclock shifts from both numerical methods are in very good agreement. From their comparison, the numerical error is estimated to be smaller than $5 \%$ for the attoclock shift in the shown region of $p_{x}$ and $p_{z}$.

The slight asymmetry of the momentum-dependent attoclock shift as a function of $p_{\chi}+A_{\chi}(0)$ can be attributed to the deviations of the quasilinear field from pure linear polarization and to the finite nonadiabaticity of the ionization process. To minimize the former point, we did not exactly use the intensity ratio $R=1 / 4$ of the two colors in the TDSE simulations for the short pulse. Note that an envelope of the vector potential of $n_{p}$ cycles duration influences the expansion (5.29) of the electric field around $t=0$. Hence, for $R=1 / 4$, the envelope would induce additional deviations from a pure linearlypolarized field. To compensate for this effect, Paul Winter suggested an optimized intensity ratio which is given by (for the $\cos ^{4}$ envelope)

$$
\begin{equation*}
\mathrm{R}_{\mathrm{n}_{\mathrm{p}}}=\left(\frac{2 \mathrm{n}_{\mathrm{p}}^{2}+2}{4 n_{\mathrm{p}}^{2}+1}\right)^{2} \tag{5.31}
\end{equation*}
$$

In the limit of long pulses, the ratio converges to $1 / 4$. However, for short pulses, corrections are present, e.g., for three-cycle pulses $R_{3}=(20 / 37)^{2} \approx 0.292$ and for seven-cycle pulses $R_{7}=(100 / 197)^{2} \approx 0.258$.


Figure 5.16: Scaling of the pulse length. (a) Slice through the momentum distributions (at $p_{y}=0$ ) and (b) momentum-dependent attoclock shift as a function of $p_{x}+A_{x}(0)$. The results are extracted from 2D TDSE simulations for 1500 nm effective wavelength, an intensity of $7 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ and different pulse durations indicated in the legend. The dashed lines correspond to a fixed intensity ratio $R=1 / 4$ whereas the solid lines use the optimized ratio of Eq. (5.31). The probability distributions in panel (a) are on top of each other and cannot be distinguished in the graph. Figure is adapted from Brennecke et al. [369].

[^27]To further study the asymmetry in the momentum-dependent attoclock shifts, additional 2D TDSE simulations are performed for a longer effective wavelength of 1500 nm (see Fig. 5.16). For the more adiabatic ionization conditions and for pulses with the optimized ratio (5.31), the momentum-dependent attoclock shifts are approximately independent of the pulse duration and the asymmetry nearly disappears. In contrast, for three-cycle pulses with an intensity ratio $R=1 / 4$, we find that the deviations from linear polarization lead to a tiny rotation of the probability distribution (by only a few degrees in the polarization plane). Hence, even for the considered adiabatic conditions, a slight asymmetry appears. As expected, for longer pulses with an intensity ratio $R=1 / 4$, the results approaches the shifts for the optimized ratio (5.31). In the following, we only apply three-cycles pulses with the optimized intensity ratio.

### 5.3.1 Classical adiabatic model

We further investigate the momentum-dependent attoclock shifts by using a trajectory-based two-step model [210, 301, 347]. To this end, the classical connection between the initial electron velocity $\mathbf{v}_{0}$ at its time of release $t_{0}$ to the final momentum $\mathbf{p}$ must be established. Compared to the potential-free simple man's model, the momentum change $\Delta \mathbf{p}_{\mathrm{C}}$ due to Coulomb attraction modifies this mapping of the initial conditions to the final momenta

$$
\begin{equation*}
\mathbf{p}\left(\mathrm{t}_{0}, \mathbf{v}_{0}\right)=-\mathbf{A}\left(\mathrm{t}_{0}\right)+\mathbf{v}_{0}+\Delta \mathbf{p}_{\mathrm{C}}\left(\mathrm{t}_{0}, \mathbf{v}_{0}\right) . \tag{5.32}
\end{equation*}
$$

In the following, we restrict ourselves to ionization in the vicinity of peak field strength at $t=0$ and we are only interested in the adiabatic limit reached by scaling the wavelength of the radiation.

For the calculation, it is advantageous to measure the different quantities in the natural scales of strong-field ionization (see Section 2.1). Time is measured in units of $\sqrt{I_{p}} / E_{p}$ (which is a multiple of the Keldysh time $\left.\sqrt{2 I_{p}} / E_{p}\right)$, i.e., $\tilde{t}=E_{p} / \sqrt{I_{p}}\left(t-t_{0}\right)$. Positions are measured in units of $I_{p} / E_{p}$ with $\tilde{\mathbf{r}}=\mathrm{E}_{\mathrm{p}} / \mathrm{I}_{\mathrm{p}} \mathbf{r}$. Hence, the tunnel-exit position reads $\mathbf{r}_{0}=\mathrm{I}_{\mathrm{p}} / \mathrm{E}_{\mathrm{p}} \tilde{\mathbf{r}}_{0}$ and the initial velocity is given by $\mathbf{v}_{0}=\sqrt{\mathrm{I}_{\mathrm{p}}} \tilde{\mathbf{v}}_{0}$. The electric field and its derivatives are written as $\mathbf{E}^{(n)}(\mathrm{t})=\mathrm{E}_{\mathrm{p}} \omega_{\text {eff }}^{n} \tilde{E}^{(n)}(\mathrm{t})$. Since the magnitude of the static electric field of the ion is given by $Z / r^{2}$ with the asymptotic charge $Z$, we find that the effective interaction strength between electron and ion is represented by

$$
\begin{equation*}
\tilde{Z}=\frac{E_{p}}{I_{p}^{2}} Z . \tag{5.33}
\end{equation*}
$$

We can write the electron trajectory as the potential-free laser-driven part plus a correction $\Delta \tilde{\mathbf{r}}(\tilde{\mathfrak{t}})$ :

$$
\begin{align*}
\tilde{\mathbf{r}}(\tilde{\mathfrak{t}}) & =\Delta \tilde{\mathbf{r}}(\tilde{\mathrm{t}})+\tilde{\mathbf{r}}_{0}+\tilde{\mathbf{v}}_{0} \tilde{\mathrm{t}}-\int_{0}^{\tilde{\mathrm{t}}} \mathrm{~d} \tau^{\prime} \int_{0}^{\tau^{\prime}} \mathrm{d} \tau \tilde{\mathbf{E}}\left(\mathrm{t}_{0}+\sqrt{\mathrm{I}_{\mathrm{p}}} / \mathrm{E}_{\mathrm{p}} \tau\right) \\
& =\Delta \tilde{\mathbf{r}}(\tilde{\mathrm{t}})+\tilde{\mathbf{r}}_{0}+\tilde{\mathbf{v}}_{0} \tilde{\mathrm{t}}-\frac{1}{2} \tilde{\mathbf{E}}\left(\mathrm{t}_{0}\right) \tilde{\mathrm{t}}^{2}-\sum_{\mathrm{n}=1}^{\infty} \frac{\tilde{\mathbf{E}}^{(n)}\left(\mathrm{t}_{0}\right)}{\sqrt{2}^{n}(\mathrm{n}+2)!} \gamma_{\mathrm{eff}}^{n} \tilde{\mathrm{t}}^{n+2} . \tag{5.34}
\end{align*}
$$

In the second line, the electric field is expanded around the time $t_{0}$ and the appearing integrals are performed analytically. The zeroth-order term in the effective Keldysh parameter $\gamma_{\text {eff }}$ is simply the trajectory in a constant electric field. Inserting this form (5.34) in Newton's equation (2.49) for a bare $-Z / r$ potential, the time evolution of the Coulomb correction $\Delta \tilde{\mathbf{r}}(\tilde{\mathfrak{t}})$ is governed by

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} \tilde{\mathrm{t}}^{2}} \Delta \tilde{\mathbf{r}}(\tilde{\mathfrak{t}})=-\tilde{\mathrm{Z}} \tilde{\tilde{\mathbf{r}}^{3}(\tilde{\mathfrak{t}})} \tag{5.35}
\end{equation*}
$$

Note that so far no approximation was made to the classical motion. In contrast to pure linear polarization, the electron is driven by the quasilinear field away and does not come back close to the parent ion. Importantly, the Coulomb attraction rapidly decreases as a function of the distance from the ion. Thus, in the adiabatic limit of vanishing Keldysh parameter ( $\gamma_{\text {eff }} \rightarrow 0$ ), the Coulomb-induced momentum change is mainly gained in a time interval much shorter than an optical cycle of the light field [210].

In the quasilinear field, the derivative of the electric field $\dot{\mathbf{E}}(0)$ vanishes at the time of peak electric-field strength. Hence, the first-order correction in $\gamma_{\text {eff }}$ of the trajectory (5.34) disappears. Therefore, it is a good approximation to only consider the trajectory in a constant electric field given by ${ }^{14}$

$$
\begin{equation*}
\tilde{\mathbf{r}}(\tilde{\mathfrak{t}})=\Delta \tilde{\mathbf{r}}(\tilde{\mathfrak{t}})+\tilde{\mathbf{r}}_{\mathrm{L}}(\tilde{\mathfrak{t}}) \approx \Delta \tilde{\mathbf{r}}(\tilde{\mathfrak{t}})+\tilde{\mathbf{r}}_{0}+\tilde{\mathbf{v}}_{0} \tilde{\mathrm{t}}-\frac{1}{2} \tilde{\mathbf{E}}\left(\mathrm{t}_{0}\right) \tilde{\mathrm{t}}^{2} \tag{5.36}
\end{equation*}
$$

Interestingly, in scaled coordinates, the equation of motion and the tunnel exit from the field-direction model (5.27) only depend on $\left|\tilde{\mathrm{E}}\left(\mathrm{t}_{0}\right)\right|, \tilde{\mathrm{Z}}$ and $\tilde{\mathbf{v}}_{0}$. Around $\mathrm{t} \approx 0$, the field strength is approximately constant $(|\tilde{\mathrm{E}}(\mathrm{t})| \approx 1)$ and we find for the FDM tunnel exit

$$
\begin{equation*}
\tilde{\mathbf{r}}_{0}=-\frac{\left(1+\tilde{\mathbf{v}}_{0}^{2} / 2\right)+\sqrt{\left(1+\tilde{\mathbf{v}}_{0}^{2} / 2\right)^{2}-4 \tilde{Z}}}{2} \hat{\mathbf{E}}(0) \tag{5.37}
\end{equation*}
$$

As a result, under the made assumptions, the Coulomb-induced momentum changes $\Delta \mathbf{p}_{C}$ in reduced units $\left(\Delta \tilde{\mathbf{p}}_{C}=\Delta \mathbf{p}_{C} / \sqrt{I_{p}}\right)$ are also only functions of the velocity $\tilde{\mathbf{v}}_{0}$ and the combination $\tilde{Z}=\frac{E_{p}}{I_{\mathrm{p}}^{2}} \mathrm{Z}$ of the peak field strength $E_{p}$, the ionization potential $I_{p}$ and the asymptotic charge $Z$. However, it is worth to note that for other choices of tunnel-exit positions such as the TIPIS model such a universal scaling is not present.

To obtain a simplified analytical result, we consider the Coulomb field a weak perturbation. The first-order correction of the final momentum in the interaction strength $\tilde{Z}$ is calculated by integration of the Coulomb force along the light-driven trajectory $\tilde{\mathbf{r}}_{\mathrm{L}}(\tilde{\mathfrak{t}})$ [210]

$$
\begin{equation*}
\Delta \tilde{\mathbf{p}}_{\mathrm{C}}=-\tilde{Z} \int_{0}^{\infty} \mathrm{d} \tau \frac{\tilde{\mathbf{r}}_{\mathrm{L}}(\tau)}{\tilde{r}_{\mathrm{L}}^{3}(\tau)} \tag{5.38}
\end{equation*}
$$

Inserting the trajectory of Eq. (5.36) in Eq. (5.38) leads to a momentum change $\Delta \mathbf{p}_{C}=\sqrt{\mathrm{I}_{\mathrm{p}}} \Delta \tilde{\mathbf{p}}_{\mathrm{C}}$ with ${ }^{15}$

$$
\begin{equation*}
\Delta \tilde{\mathbf{p}}_{C}=\left[\frac{\pi}{2} \frac{\tilde{Z}}{\sqrt{2 \tilde{r}_{0}^{3} \tilde{\mathrm{E}}\left(\mathrm{t}_{0}\right)}}-\frac{3 \pi}{16} \frac{\tilde{\mathrm{Z}} \tilde{\mathbf{v}}_{0}^{2}}{\sqrt{2 \tilde{\mathrm{r}}_{0}^{5} \tilde{\mathrm{E}}^{3}\left(\mathrm{t}_{0}\right)}}\right] \hat{\mathbf{E}}\left(\mathrm{t}_{0}\right)-\frac{1}{2} \frac{\tilde{\mathrm{Z}}}{\tilde{\mathbf{r}}_{0}^{2} \tilde{\mathrm{E}}\left(\mathrm{t}_{0}\right)} \tilde{\mathbf{v}}_{0} \tag{5.39}
\end{equation*}
$$

Equation (5.39) is only correct to second order in the initial velocity $\mathbf{v}_{0}$. The Coulomb attraction focuses the wave packet in the directions perpendicular to the instantaneous electric field, resulting in a narrower final transverse momentum distribution compared to the initial velocity distribution (see the last term in Eq. (5.39)). Additionally, the wave packet is decelerated in the direction of the instantaneous field $\mathbf{E}\left(\mathrm{t}_{0}\right)$ (see the first term in Eq. (5.39)). Thus, for the quasilinear field, the $p_{y}$-component of the electron momentum is shifted.

A common assumption is that the attoclock shifts in the final momentum distribution, which are obtained by peak search, correspond to ionization at the time of peak field strength. Then, within the presented simple model, the momentum-dependent attoclock shifts are given by $\Delta p_{C, y}$ of Eq. (5.39). In the following, we will explore their dependence on the tunnel-barrier width $r_{0}$ and the ability to utilize the attoclock as a "nano-ruler".

Before proceeding the analysis of the attoclock shift, we consider the properties of the main ingredient of the classical model: the tunnel-exit positions. For close-to-circularly-polarized fields, we found in Section 5.2.4 that a decisive dependence of the tunnel-exit positions on the initial electron velocity $\mathbf{v}_{0}$ is present in the classical backpropagation approach. Here, we apply this method to the quasilinear setting and restrict ourselves again to ionization at $t_{0}=0$, i.e., at the peak of the electric-field strength. Since the setting is nearly isotropic in the directions perpendicular to the instantaneous field, it is sufficient to analyze the tunnel-exit positions along one coordinate axis of the initial velocity. The $r_{0, \|}$-component of the initial position antiparallel to the field $\mathbf{E}\left(\mathrm{t}_{0}\right)$ shows a quadratic dependence on the initial velocity $\nu_{0, z}$ (see Fig. 5.17(a)). For nonzero initial velocities $\mathbf{v}_{0}$, the increased effective ionization potential $\mathrm{I}_{\mathrm{p}}^{\text {eff }}=\mathrm{I}_{\mathrm{p}}+\mathbf{v}_{0}^{2} / 2$
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Figure 5.17: (a) Component of tunnel-exit position antiparallel to the instantaneous electric field $\mathbf{E}(0)$ as a function of the initial velocity $v_{0, z}$ for ionization at $t_{0}=0$. The result from classical backpropagation (blue line) is compared to the $I_{p}^{\text {eff }} / \mathrm{E}$ model (black dashed line) and the field-direction model of Eq. (5.27) with velocity dependence (gray dashed line). (b) Momentum-dependent attoclock shift as a function of $p_{z}$ at fixed $p_{x}=-A_{x}(0) \approx 2.96$ a.u. extracted from the solution of TDSE in 3D (blue line). In addition, the momentum shift $\Delta p_{\mathrm{C}, \mathrm{y}}$ of the model in Eq. (5.39) is shown for the different choices of the tunnel exit from panel (a). The intensity is $7 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}\left(\mathrm{E}_{\mathrm{p}}=0.134\right.$ a.u.) and an effective wavelength of 1500 nm is used in the TDSE simulation. The other parameters are the same as in Fig. 5.14. Figure is adapted from Brennecke et al. [369].
leads to an outward shift of the exit position. In contrast to circular polarization, the first-order nonadiabatic corrections vanish for the quasilinear field in the vicinity of its maximum. As a result, the backpropagation result for a long-range potential agrees very well with the adiabatic FDM of Eq. (5.27). When repeating the backpropagation calculation for a short-range potential (not shown), we find prefect agreement with the simple $I_{\mathrm{p}}^{\text {eff }} / E$ estimate.

In the classical model, the influence of the Coulomb force on the outgoing electron is smaller for a larger tunnel-exit position (see also Eq. (5.39)). Thus, the increasing tunnel-barrier width as a function of $\mathbf{v}_{0}^{2}$ results in a decreasing attoclock shift in the classical model. This explains already qualitatively the observed momentum dependence of the attoclock shift in Fig. 5.15. It is instructive to first consider a further simplification of the model by using the $I_{p}^{\text {eff }} / E$ tunnel-exit position. To second order in $\mathbf{v}_{0}$, the momentum change of Eq. (5.39) is then given by

$$
\begin{equation*}
\Delta \tilde{p}_{\mathrm{C}, \mathrm{y}}=\frac{\pi}{2 \sqrt{2}} \tilde{Z}-\frac{9 \pi}{16 \sqrt{2}} \tilde{Z} \tilde{\mathbf{v}}_{0}^{2} \tag{5.40}
\end{equation*}
$$

The first term describes the global attoclock shift at $\mathbf{v}_{0}=0$ or equivalently at the final momentum $p_{x}+A_{x}(0)=0$ and $p_{z}=0$ which was already found in Refs. [210,347]. When using the approximate relation $\mathbf{v}_{0} \approx\left(p_{x}+A_{x}(0)\right) \mathbf{e}_{x}+p_{z} \mathbf{e}_{z}$, the second velocity-dependent term in Eq. (5.40) leads to a reduction of the attoclock shift for nonzero $p_{x}+A_{x}(0)$ and $p_{z}$. We find that within the model two thirds of the velocity-dependent term are attributed to the velocity dependence of the tunnel-exit position $\mathbf{r}_{0}$ and one third is related to the linear velocity dependence of the electron trajectory (see Eq. (5.36)).

The estimate $\Delta \mathrm{p}_{\mathrm{C}, \mathrm{y}}$ of the classical model (5.39) is depicted in Fig. 5.17(b) for different choices of the tunnel-exit position. In all cases, a clear variation of the attoclock shift as a function of the momentum $p_{z}$ is visible. If the dependence of the tunnel-barrier width on the velocity is artificially neglected by setting $I_{p}^{\text {eff }}=I_{p}$, the dependence of the attoclock shift on $p_{z}$ is drastically reduced. For a comparison to results from the numerical solution of the TDSE in 3D, we choose adiabatic ionization conditions by considering an effective wavelength of 1500 nm (Keldysh parameter $\gamma_{\text {eff }} \approx 0.3$ ). The model leads to a slightly too large global attoclock shift compared to the TDSE result. Even though the momentum dependence of the attoclock shift is qualitatively correctly reproduced, the simplified model is unable to precisely predict the curvature. To investigate these deviations, we will study the influence of additional effects such as higher-order Coulomb corrections, the initial probability distribution or the interplay between nonadiabatic and Coulomb effects in the following Sections 5.3.2 and 5.3.3.

### 5.3.2 Scaling towards the adiabatic limit

Motivated by the classical adiabatic model with its universal dependence of the attoclock shift on the interaction strength $\tilde{Z}$, we further explore the attoclock shift in the adiabatic limit. Again, the TDSE is solved numerically by means of the split-operator method on two Cartesian grids as described in Section A.2.2, but the dynamics is only considered in a reduced 2D setting. The potential of Eq. (5.17) is used with the parameters $Z_{\text {core }}=3$ and $\epsilon=0.64$. One goal of this section is to study the influence of the ionization potential $I_{p}$ and the asymptotic charge $Z$ on the attoclock shift. To this end, for a given charge $Z$, the desired ionization potential is fixed by adjusting the screening distance $r_{\text {core }}$.


Figure 5.18: Ionization probability as a function of the peak field strength for ionization with three-cycle bicircular pulses. Results from velocity gauge (circles) are compared to results from length gauge (squares) for the same numerical parameters. For each field strength, the vector potential $A_{x}(0)$ and, hence, the Keldysh parameter are fixed (see the legend) by scaling the wavelength. The results are calculated by numerical solution of the 2D TDSE for an initial 1 s state with $\mathrm{I}_{\mathrm{p}} \approx 0.904$ a.u. For comparison, the ADK rate (2.3) is scaled by an arbitrary factor.

To determine results in the adiabatic limit, we extrapolate results for finite nonadiabaticity by scanning the wavelength of the radiation. A problem is that, for a fixed ionization potential, small Keldysh parameters are related to huge vector potentials, $\gamma_{\text {eff }}=\sqrt{2 I_{p}} \omega_{\text {eff }} / E_{p}=5 / 3 \sqrt{I_{p}} /\left|A_{x}(0)\right|$. When solving the TDSE for helium in velocity gauge on Cartesian grids spanning 409.6 a.u. in each direction with spacings of $\Delta x=0.2$ a.u. (as used in the previous chapters), we observe nonphysical behavior for those large vector potentials. To illustrate this, Figure 5.18 shows that ionization yield as a function of the field strength, but for fixed values of the vector potential. The comparison of the velocity-gauge TDSE results with the ADK rate (2.3) multiplied by the pulse length reveals a large amount of artificial ionization for low field strength. In order to avoid this numerical problem, the length gauge is chosen in this section. ${ }^{16}$ For sufficiently high field strengths related to large ionization probabilities, both gauges give virtually identical results for the same grid sizes. In addition, for adiabatic conditions, the length-gauge result also perfectly follows the ADK rate for smaller field strengths.

For a systematic study, we perform a series of TDSE calculations for a target (modeled by the potential (5.17)) with ionization potential $I_{p}=1$ a.u. and an asymptotic charge $Z=1$ by varying the peak field strength $E_{p}$ while keeping the effective Keldysh parameter fixed. Hence, for given $E_{p}$ and $I_{p}$, we adjust the frequency $\omega$ of the radiation. As suggested by the classical model (5.40) the global attoclock shift varies approximately linearly with the field strength as long as the fields are sufficiently weak (see Fig. 5.19(a)). For strong fields, we observe a turn to smaller offsets. Here, as discussed in Refs. [213, 350, 351], depletion shifts the peak of the ionization rate to earlier times such that the attoclock offsets from TDSE decrease. In a model introduced in Ref. [161], it can be shown that, for fixed field strength, the distributions for long laser wavelengths are most influenced by depletion.
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Figure 5.19: (a) Global attoclock shift $\Delta p_{\max }$ as a function of the field strength. (b) Relative variation of the attoclock shift represented by the ratio $M=\frac{\Delta p_{\max }-\Delta p_{\text {out }}}{\Delta p_{\max }}$ with $\Delta p_{\text {out }}$ being the attoclock shift at $\nu_{\text {out }}=0.4$ a.u. A sketch of the situation is shown in the inset of panel (a). The colored lines show the TDSE results for fixed values of the Keldysh parameter $\gamma_{\text {eff }}$ as indicated in the legend. The gray lines show the adiabatic estimate (5.39) for the $I_{p}^{\text {eff }}$ / E tunnel exit (gray solid lines) or the field-direction model (gray dashed-dotted lines). Figure is adapted from Brennecke et al. [369].

In general, the observed attoclock shifts slightly increase for more nonadiabatic conditions. This can be more clearly seen when studying the global attoclock shifts as a function of the Keldysh parameter (see Fig. 5.20(a) for a fixed field strength $E_{p}=0.1$ a.u.). As expected, in the vicinity of peak electricfield strength, the first-order nonadiabatic corrections are small such that the shift scales approximately quadratically with the Keldysh parameter. To extract the value $\Delta p_{\max }^{0}$ in the adiabatic tunneling limit $\left(\gamma_{\text {eff }} \rightarrow 0\right)$, we use a quadratic fit $\Delta p_{\max }\left(\gamma_{\text {eff }}\right)=\Delta p_{\max }^{0}+b \gamma_{\text {eff }}^{2}$ to the range of Keldysh parameters between 0.2 and 0.5 . The extrapolated results are shown in Fig. 5.22(a). To check the extraction procedure, we performed fits including an additional linear in $\gamma_{\text {eff }}$. However, if depletion can be neglected, i.e., for not to high intensities, both fitting functions give virtually-identical results.


Figure 5.20: Extrapolation of the global attoclock shift (panel a) and the tunnel-barrier width (panel b) towards the adiabatic limit. Shown are the TDSE results versus Keldysh parameter $\gamma_{\text {eff }}$ for fixed field strength $E_{p}=0.1$ a.u. and corresponding quadratic fits.

To investigate the momentum dependence of the attoclock offsets, we quantify the relative variation of the attoclock shifts by a single figure of merit. To this end, a relative difference $M$ between the global attoclock shift $\Delta p_{\max }$ and an outer attoclock shift $\Delta p_{\text {out }}$ is defined

$$
\begin{equation*}
M=\frac{\Delta p_{\max }-\Delta p_{\mathrm{out}}}{\Delta \mathrm{p}_{\max }} \tag{5.41}
\end{equation*}
$$

with $\Delta p_{\text {out }}$ being the attoclock shift at a given value of $v_{\text {out }}=p_{x}+A_{x}(0)$. The ratio $M$ increases when using larger values of $v_{\text {out. }}$. However, for values between 0.3 a.u. and 0.5 a.u., we observed the same qualitative behavior in the TDSE calculations. Thus, in the following, we only discuss results for $v_{\text {out }}=0.4$ a.u. (see Fig. 5.19(b)). In the simple formula (5.40) where the $I_{p} / E$ exit position is used, the relative difference $M$ is independent of the field strength. For fixed Keldysh parameter, the relative difference $M$
space induce errors, if common grid parameters are used.
from TDSE indeed increases weakly as a function of the electric-field strength. ${ }^{17}$ The trend is qualitatively reproduced by classical adiabatic model of Section 5.3.1 when considering the FDM tunnel exit. Furthermore, for the TDSE results, we observe an increase of the relative variation $M$ as a function of the Keldysh parameter $\gamma_{\text {eff }}$. For the most adiabatic conditions with $\gamma_{\text {eff }}=0.2$, the ratios $M$ from TDSE are smaller than the prediction of the classical adiabatic model of Eq. (5.39). It is evident that there is a systematic difference between the TDSE and the model which will be further studied in Section 5.3.3.


Figure 5.21: (a) Tunnel-barrier width $r_{\text {min }}$ for vanishing initial velocity. (b) Velocity-dependent variation of the tunnel-barrier width represented by the ratio $\frac{r_{\text {out }}-r_{\min }}{r_{\min }}$ with $r_{\text {out }}$ being the tunnel-barrier width at $\nu_{\text {out }}=0.4$ a.u. The colored lines show the backpropagation results based on $\stackrel{r_{\text {min }}}{\operatorname{TD}}$ SE input for fixed values of the Keldysh parameter $\gamma_{\text {eff }}$ as indicated in the legend. The gray lines show the $I_{p}^{\text {eff }} / E$ tunnel exit (gray solid lines) or the field-direction model (gray dashed-dotted lines). Figure is adapted from Brennecke et al. [369].

In the microscopic analysis of the momentum-dependent attoclock shifts, the tunnel-exit positions play a crucial role. The results of the tunnel-barrier width at vanishing initial velocity from the classical backpropagation method are presented in Fig. 5.21(a) for the various laser conditions. In addition, we also quantify the variation of the tunnel-barrier width as a function of the initial velocity in a single figure of merit (see Fig. 5.21(b)). For the considered conditions, the exit positions roughly follow the estimate of the field-direction model. To investigate nonadiabatic effects, the tunnel-barrier width is analyzed as a function of the Keldysh parameter for fixed field strength (see Fig. 5.20(b)). Again, the first-order nonadiabatic correction vanishes in the vicinity of peak field strength. In agreement with the prediction in Ref. [163], we find a nonadiabatic reduction of the barrier width that scales quadratically with the Keldysh parameter. To determine the adiabatic limit, we again use a quadratic fit $r_{\text {min }}\left(\gamma_{\text {eff }}\right)=r_{\min }^{0}+b \gamma_{\text {eff }}^{2}$ to the range of Keldysh parameters between 0.2 and 0.5 . The agreement of the extrapolated results from classical backpropagation with the field-direction model is quite remarkable (see Fig. 5.22(b)).

Repeating the steps above, we find the global attoclock shifts and the tunnel-barrier width in the adiabatic limit for various combinations of the asymptotic charge $Z$ and the ionization potential $I_{p}$. As long as over-the-barrier ionization is unimportant, the tunnel-barrier width measured in units of $I_{p} / E_{p}$ is a universal function of the interaction strength $\tilde{Z}$ (see Fig. 5.22(b)). Similarly, a nearly universal behavior of the global attoclock shift measured in units of $\sqrt{\mathrm{I}_{p}}$ on the interaction strength $\tilde{Z}$ is observed, if depletion can be neglected. For small values of $\tilde{Z}$, the prediction of the adiabatic model (5.40) agrees reasonably well with the TDSE result, i.e., the attoclock offset is approximately a linear function of $\tilde{Z}$. Here, the TDSE solution is consistent with the assumption of vanishing ionization times. Going to larger interaction strength, higher-order corrections in $\tilde{Z}$ become relevant. To consistently include these corrections in the classical modeling, the Coulomb effects on the trajectories are determined by numerical solution of Eq. (5.35) for the adiabatic trajectories (5.36) with vanishing initial velocities. The resulting Coulomb-induced momentum changes $\Delta p_{C, y}$ are shown in Fig. 5.22(a) as gray lines. The initial positions from FDM (dashed-dotted line) leads to a better agreement with the TDSE results compared to the $I_{p} / E$ exit points (solid line).
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Figure 5.22: Adiabatic limit of the global attoclock shift (panel a) and the tunnel-barrier width (panel b) as a function of the interaction strength $\tilde{Z}$. The colored lines indicate data sets for various combinations of the asymptotic charge $Z$ and the ionization potential $I_{p}$ as indicated in the legend. For comparison, the classical attoclock shifts for the $I_{p} / E$ tunnel exit (gray solid line) and for the field-direction model (gray dashed-dotted line) are calculated by the numerical solution of Eq. (5.35) with the adiabatic trajectory (5.36).

Even though the exit positions from the FDM are in perfect agreement with the positions from backpropagation, the attoclock shifts from TDSE are slightly smaller than classical FDM-based estimate. ${ }^{18}$ It is important to note that both considered quantities are in one respect fundamentally different: The backpropagation result for the tunnel exit is solely based on the phase information of the outgoing wave packet in momentum-space representation [350,377]. In contrast, the attoclock shift represents the corresponding modulus squared of the probability amplitude. The discrepancy can be interpreted in the sense that, for large interaction parameters (typically related to large field strength) and even under adiabatic conditions, in a trajectory-based description (with the initial conditions from backpropagation) the most probable ionization time needs to be slightly negative in order to reproduce the TDSE distributions. Importantly, compared to more nonadiabatic conditions [161,359], these time delays are quite small (only a few attoseconds).

### 5.3.3 Advanced models based on probability distributions

For adiabatic conditions and small interaction strength $\tilde{Z}$, the variation of the attoclock shift as a function of the momentum is overestimated by the classical adiabatic model of Section 5.3.1 (see Fig. 5.19(b)). For an easier comparison, we also consider a quadratic fit to determine the adiabatic limit of the relative variation $M$ from the TDSE results. The extrapolated ratios are nearly independent of the electric-field strength (see Fig. 5.23(b)). However, in contrast to the global attoclock shift, the extrapolation including a linear term in the Keldysh parameter leads to slightly larger ratios M. ${ }^{19}$

The classical adiabatic model is based on two main assumptions: (i) The process is treated adiabatically, e.g., the initial velocity has no component along the ionizing field and the Coulomb-induced momentum change is calculated for a trajectory in a constant electric field. (ii) The attoclock shift is modeled by following the classical trajectories starting at the peak of the electric-field strength, i.e., in contrast to the TDSE simulations no distribution of final momenta is considered. To "refine" the model, a CTMC simulation based on sampling an entire initial probability distribution can be used to extract the attoclock shifts from final momentum distributions (as done in Section 5.2.3 for elliptical polarization). If $\mathbf{p}^{\prime}$ was the final momentum in the absence of the Coulomb interaction, the final momentum is the presence of the Coulomb interaction can be written as $\mathbf{p}=\mathbf{p}^{\prime}+\Delta \mathbf{p}_{\mathrm{C}}$. For small $\tilde{Z}$, the momentum

[^31]change $\Delta \mathbf{p}_{\mathrm{C}}$ of the CTMC method can be treated by perturbation theory
\[

$$
\begin{equation*}
\Delta \mathbf{p}_{\mathrm{C}}=-\int_{\mathbf{t}_{0}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{dt} \nabla \mathrm{~V}\left(\mathbf{r}_{0}+\int_{\mathrm{t}_{0}}^{\mathrm{t}} \mathrm{~d} \tau(\mathbf{p}+\mathbf{A}(\tau))\right) . \tag{5.42}
\end{equation*}
$$

\]

Usually, the change $\Delta \mathbf{p}_{C}$ depends on the given final momentum $\mathbf{p}$. If the initial distribution is chosen from SFA ${ }^{20}$, the distribution of final momenta $\mathbf{p}$ from a CTMC simulation can be approximated as

$$
\begin{equation*}
w_{\mathrm{CTMC}}(\mathbf{p}) \approx \mathrm{e}^{-2 \operatorname{Im} S_{\mathrm{SFA}}\left(\mathbf{p}^{\prime}\right)} \approx \mathrm{e}^{-2 \operatorname{Im} S_{\mathrm{SEA}}\left(\mathbf{p}-\Delta \mathbf{p}_{\mathrm{C}}\right)} \tag{5.43}
\end{equation*}
$$

Using the PMD of Eq. (5.43) to extract the momentum offsets analogous to the TDSE, the global attoclock shift is in perfect agreement with the adiabatic estimate of Eq. (5.40) (see Fig. 5.23(a)). In contrast, the variation $M$ is even further overestimated in a CTMC simulation compared to the classical adiabatic model of Eq. (5.40) and the TDSE results (see panel (b) in Fig. 5.23). This systematic deviation is related to the form of Coulomb-free momentum distribution. Its width in longitudinal direction ( $p_{y}$-direction) is proportional to the laser wavelength whereas the width in lateral direction is nearly wavelength independent. In combination with nonadiabatic modifications of the classical trajectories ${ }^{21}$, a wavelengthindependent correction of the momentum-dependent attoclock offsets appears that persists in the adiabatic limit. Hence, the $a d-h o c$ combination of initial distributions from quantum-mechanical theories with the classical Newtonian trajectories leads to slight inconsistencies in the CTMC simulations.


Figure 5.23: Comparison of different levels of approximation for the adiabatic limit of the global attoclock shifts (panel a) and of the relative variations $M$ of the attoclock shifts (panel b). In addition to the results from TDSE, various approximations of ARM theory, the CTMC model of Eq. (5.43) and the simple estimate of Eq. (5.40) (gray lines) are shown. In panel (a), the global attoclock shifts for all versions of ARM theory and for the CTMC analogue are on top of the gray lines and cannot be distinguished. The other parameters are the same as in Fig. 5.19.

For a simplified modeling of PMDs which includes nonadiabatic effects and Coulomb effects in a systematic manner, we use the ARM theory introduced in Section 2.5. The ARM theory only takes the potential $V$ to first order in the action into account. Thus, for consistency, we perform the simulations for $Z=0.01$ and use a linear extrapolation to estimate the observables for the desired value of $Z=1$. In addition, the same extraction procedure of the attoclock shifts in the adiabatic limit as for the TDSE is used. By construction the global attoclock shifts from ARM theory scale linearly with the parameter $\tilde{Z}$ and exactly follow the classical estimate (5.40). The ARM results for the variation $M$ agree very well with the full numerical TDSE results and are superior compared to the classical adiabatic model of Section 5.3.1 and the CTMC simulations.

In the following, we study the difference between the CTMC simulations and the ARM theory. For the global attoclock shift, a similar procedure was already applied in Ref. [161]. In ARM theory, the Coulomb correction of the action is calculated along a complex-valued quantum orbit (2.56) evolving in complex time from the saddle point $t_{s}^{\prime}$ to the final time $t_{f}$. When using the standard two-pronged

[^32]integration path from $t_{s}^{\prime}$ down to the real axis $t_{r}^{\prime}=\operatorname{Re}\left(t_{s}^{\prime}\right)$ and then to the final time $t_{f}$, the Coulomb correction of Eq. (2.60) can be split into two parts:
\[

$$
\begin{equation*}
\operatorname{Im} S_{\mathrm{C}}^{\downarrow}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)=-\operatorname{Im} \int_{\mathrm{t}_{\mathrm{s}}^{\prime}-i_{k}-2}^{t_{r}^{\prime}} d \tau V\left(\mathbf{r}_{\mathrm{L}}\left(\tau ; \mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)\right), \quad \operatorname{Im} S_{\mathrm{C}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)=-\int_{\mathrm{t}_{\mathrm{r}}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{~d} \tau \operatorname{Im} V\left(\mathbf{r}_{\mathrm{L}}\left(\tau ; \mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)\right) \tag{5.44}
\end{equation*}
$$

\]

In the adiabatic limit, virtually-identical results are obtained, if the first part (corresponding to under-the-barrier motion) is neglected. For the part $\operatorname{Im} S_{C}$ corresponding to the subsequent beyond-the-barrier motion, we only need to study the quantum orbit $\mathbf{r}_{L}$ for real-valued times in the interval $\tau \in\left[t_{r}^{\prime}, t_{f}\right]$

$$
\begin{align*}
\mathbf{r}_{\mathrm{L}}\left(\tau ; \mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)=\int_{\mathrm{t}_{\mathrm{s}}^{\prime}}^{\tau} d \mathrm{t}^{\prime \prime}\left(\mathbf{p}+\mathbf{A}\left(\mathrm{t}^{\prime \prime}\right)\right) & =\int_{\mathrm{t}_{\mathrm{s}}^{\prime}}^{\mathrm{t}_{\mathrm{r}}^{\prime}} d \mathrm{t}^{\prime \prime}\left(\mathbf{p}+\mathbf{A}\left(\mathrm{t}^{\prime \prime}\right)\right)+\int_{\mathrm{t}_{\mathrm{r}}^{\prime}}^{\tau} d \mathrm{t}^{\prime \prime}\left(\mathbf{p}+\mathbf{A}\left(\mathrm{t}^{\prime \prime}\right)\right)  \tag{5.45}\\
& =\mathrm{i} \operatorname{Im} \mathbf{r}_{\mathrm{L}}\left(\mathrm{t}_{\mathrm{r}}^{\prime} ; \mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)+\mathbf{r}_{0}+\int_{\mathrm{t}_{r}^{\prime}}^{\tau} d \mathrm{t}^{\prime \prime}\left(\mathbf{p}+\mathbf{A}\left(\mathrm{t}^{\prime \prime}\right)\right)
\end{align*}
$$

The last two terms represent a classical real-valued potential-free trajectory starting at the time $t_{r}^{\prime}$ at the SFA tunnel exit $\mathbf{r}_{0}$ of Eq. (3.21). However, the first purely imaginary-term does not have a classical counterpart and can be written as [161]

$$
\begin{equation*}
\operatorname{Im} \mathbf{r}_{\mathrm{L}}\left(\mathrm{t}_{r}^{\prime} ; \mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)=-\nabla_{\mathbf{p}} \operatorname{Im} \mathrm{S}_{\mathrm{SFA}}(\mathbf{p}) \tag{5.46}
\end{equation*}
$$

In the adiabatic limit, the SFA exit position can be approximated by the $I_{p}^{\text {eff }} / E$ tunnel-exit position (see Eq. (5.25)). Using the trajectory of Eq. (5.45) in combination with the $I_{p}^{\text {eff }} / E$ tunnel-exit position, we find nearly perfect agreement with the full ARM simulations (see Fig. 5.23(b)). However, if the velocity dependence of the tunnel exit is artificially neglected, the attoclock shift as of function of $p_{x}+A_{x}(0)$ increases. Hence, negative values of the relative variation $M$ appear which are in contradiction with the TDSE results. Hence, even in ARM theory, we observe a decisive influence of the velocity-dependent tunnel-exit positions on the momentum-resolved attoclock shifts.

Naturally, the question about the difference between the ARM theory and the CTMC model appears. Around the global maximum of PMD, the gradient of the imaginary part of the SFA action is small. Thus, it was suggested in Ref. [161] that the Coulomb correction $\operatorname{Im} S_{C}$ of Eq. (5.44) can be expanded in terms of $\operatorname{Im} \mathbf{r}_{\mathrm{L}}\left(\mathrm{t}_{r}^{\prime} ; \mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)$ by using Eq. (5.46). To first order in $\operatorname{Im} \mathbf{r}_{\mathrm{L}}\left(\mathrm{t}_{r}^{\prime} ; \mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)$, the relevant imaginary part of the ARM action reads

$$
\begin{align*}
\operatorname{Im} S_{\mathrm{ARM}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right) & =\operatorname{Im} \mathrm{S}_{\mathrm{SFA}}(\mathbf{p})+\operatorname{Im} \mathrm{S}_{\mathrm{C}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right) \approx \operatorname{Im} \mathrm{S}_{\mathrm{SFA}}(\mathbf{p})+\operatorname{Im} \mathrm{S}_{\mathrm{C}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right) \\
& \approx \operatorname{Im} \mathrm{I}_{\mathrm{SFA}}(\mathbf{p})-\Delta \mathbf{p}_{\mathrm{C}} \cdot \nabla_{\mathbf{p}} \operatorname{Im} \mathrm{S}_{\mathrm{SFA}}(\mathbf{p}) \approx \operatorname{Im} \mathrm{S}_{\mathrm{SFA}}\left(\mathbf{p}-\Delta \mathbf{p}_{\mathrm{C}}\right) \tag{5.47}
\end{align*}
$$

Here, we used the classical momentum change of Eq. (5.42). If this first-order expansion in $\operatorname{Im} \mathbf{r}_{\mathrm{L}}$ is sufficient, the ARM theory gives the same results as the CTMC model of Eq. (5.43). For the global maximum


Figure 5.24: Most probable ionization time as a function of the lateral velocity $v_{0, \perp}$ extracted from classical backpropagation simulations based on TDSE input (panel a) or on input from ARM theory (panel b). The different curves show the results for various peak field strength as indicated in the legend in a.u. but fixed Keldysh parameter $\gamma_{\text {eff }}=0.3$. The other parameters are the same as in Fig. 5.19.
of the distribution, the expansion indeed works well. Hence, for sufficiently adiabatic conditions, the ARM theory results in the same global attoclock shift as the CTMC model [161]. However, when going towards nonzero lateral momenta $p_{x}+A_{x}(0)$, we find that $\operatorname{Im} \mathbf{r}_{L}$ is nonzero and higher-order contributions become important such that a truncation of the expansion is not even appropriate in the adiabatic limit.

As pointed out above, CTMC simulations based on initial coordinate distributions from the SFA do not consider these additional terms in ARM theory due to the nonzero imaginary part of the quantum orbits. However, in principle, we can choose an initial phase-space distribution in a way that a CTMC simulation would exactly reproduce the PMD from TDSE. One approach to determine the required initial distribution is the backpropagation method (see Eq. (5.16)). For various field strengths and a fixed Keldysh parameter of $\gamma_{\text {eff }}=0.3$, we apply the classical backpropagation to the electron wave packets from either TDSE simulations in 2D or ARM calculations. To characterize the required initial distributions, the most probable ionization time is separately determined for each lateral velocity $\nu_{0, \perp}$. We find that the most probable ionization time increases as a function of $\left|v_{0, \perp}\right|$ (see Fig. 5.24). ${ }^{22}$ In a (possible) CTMC simulation, this property of the initial distribution would be important to reproduce the ratio $M$ of the momentum-dependent attoclock shift observed in TDSE and ARM theory.

### 5.4 Conclusion

In this chapter, photoelectron momentum distributions from recollision-free strong-field ionization of atoms were studied using the attoclock protocol. Two implementations were considered based either on close-to-circularly-polarized laser fields or quasilinear fields, i.e., bicircular counter-rotating laser fields with an intensity ratio $4: 1$ of fundamental to second harmonic field. We concentrated on the attoclock offsets related to the influence of the Coulomb attraction on the outgoing electrons. Previous theoretical works mostly investigated the global attoclock offset, i.e., the global maximum of the electron momentum distribution. However, in general, the attoclock offset depends on the lateral momentum component of the electron (orthogonal to the direction of the attoclock shift), i.e., it depends on which slice through the momentum distribution is analyzed. Within a trajectory-based modeling, these momentum-dependent attoclock offsets are sensitive to the tunnel-exit positions. Throughout the whole chapter, we explored this concept of a "nano-ruler" $[54,55]$ to probe the tunnel-exit positions with subangstrom precision. However, our study also revealed that there are several complications in the actual implementation of this idea.

In close-to-circularly-polarized fields, we considered the angular offset in polar coordinates as a function of the electron momentum in the plane of polarization. Even in a Coulomb-free situation, we found that the shape of the electron wave packet already leads to nonzero offset angles for radial momenta away from the global maximum. For example in elliptically-polarized fields, the angular maxima are aligned along the semi-minor axis of the polarization ellipse for small radial momenta whereas they are aligned along the semi-major axis at large radial momenta. Even though the Coulomb attraction induces finite offset angles for all radial momenta, the general trend of the angular offsets is already defined by the shape of the released wave packet. For nonadiabatic strong-field ionization of atomic hydrogen by elliptically-polarized laser pulses, the comparison of photoelectron momentum distributions from TDSE simulations to a recent experimental data showed quantitative agreement [357]. There, the simple electronic structure of atomic hydrogen and, especially, the absence of multi-electron effects provided a clean setting to benchmark the theoretical description and the experimental capabilities against each other. The observed attoclock offsets were also modeled in a trajectory-based simulation. We found that the agreement with the TDSE results was greatly improved by using nonadiabatic initial conditions

[^33]from the strong-field approximation and, especially, by considering tunnel-exit positions that depend on the initial velocity of the electron.

The geometry of the liberated electron wave packet as well as nonadiabatic effects complicate the interpretation of the momentum-dependent attoclock offsets in close-to-circularly-polarized fields. To a certain extent, these problems can be avoided in the bicircular attoclock. In this setting, the electric field mimics linear polarization for times close to the peak field strength while the overall shape of the vector potential still provides a meaningful time-to-momentum mapping [359]. The special geometry simplifies the analysis of the attoclock offset as a function of the lateral momentum. The Coulomb attraction on the outgoing electrons basically leads to a shift of the most probable electron momentum along the direction of the instantaneous electric field. Based on numerical simulations of the TDSE we determined the momentum-dependent attoclock offsets for a large range of laser parameters and extracted their adiabatic limit. Within a classical adiabatic model, we confirmed that the dependence of the tunnel-exit position on the initial electron velocity strongly influences the momentum dependence of the attoclock offset. However, while the classical model reproduces the global attoclock shift well, the momentum dependence of the attoclock shift is only qualitatively described. Within the analytical Rmatrix (ARM) theory, we showed that nonclassical terms of the underlying quantum orbits play a crucial role. However, also in ARM theory, a velocity-dependent tunnel-exit position is needed to correctly model the momentum-dependent attoclock shifts.

To support the assumption of a velocity-dependent tunnel-exit position (as it is suggested by the strong-field approximation), we considered the classical backpropagation method for both shapes of the laser field. In our momentum-space backpropagation approach, the momentum-space phase of the outgoing electron packet is used to derive initial conditions for classical electron trajectories propagating backwards in time. For short-range potentials, we found that the exit positions based on the velocity criterion in backpropagation are in excellent agreement with the exit positions from the strong-field approximation. For long-range Coulomb potentials, the tunnel-barrier width is systematically reduced. By extrapolating the tunnel-exit positions from backpropagation for a quasilinear field towards the adiabatic limit, we found that these positions perfectly agree with the field-direction model.

In the future, it could be interesting to derive an analytical estimate for the electron wave packet from ARM theory in the adiabatic limit and to further investigate the observed discrepancies in momentumdependence of the attoclock shift. In addition, the application of classical backpropagation to ARM input might enable the derivation of an analytical tunnel-exit position including leading-order Coulomb corrections. Both considerations could serve as a starting point to investigate the small negative ionization times observed in the classical backpropagation simulations with TDSE input.

By analyzing the momentum-resolved attoclock offsets more information on the released electron wave packet are accessible compared to the bare observation of the global attoclock offset. Thus, in the future, this new class of experiments may enable a deeper and more sensitive study not only of the strong-field ionization process but also of properties of the ionized target. The quasilinear attoclock with its approximately constant direction of the electric field during the electron's release provides an excellent setting to investigate the orientation-dependent ionization dynamics in molecules [367]. Based on the idea of a "nano-ruler" this offers the potential to retrieve tunnel-exit positions for molecules. Furthermore, a deeper theoretical study of chiral molecules in close-to-circularly-polarized attoclock configurations with their chiral-active properties could be interesting (as in Refs. [344, 360]). However, as pointed out above, a meaningful interpretation of such a setting is difficult and requires further investigation.

## Chapter 6

## Position Offsets in Strong-field Ionization of Small Molecules

### 6.1 Introduction

The desire to image atomic or molecular structures by means of photoelectron momentum distributions from strong-field ionization has already a long history. The first simulations and experiments studied the orientation dependence of the total yield for small molecules such as $\mathrm{N}_{2}, \mathrm{O}_{2}$ or $\mathrm{CO}_{2}$ by variation of the alignment of the molecular axis relative to the polarization direction of linearly-polarized lasers [57,58, 378, 379]. A cleaner imaging configuration—avoiding recollisions and intracycle interfer-ence-is offered by considering the 3D momentum distributions from ionization in attoclock-like field configurations such as circularly-polarized fields [59-61]. If the molecular axis is fixed, then in the simple man's model each electron emission direction is linked to a specific relative orientation of the molecule with respect to the instantaneous ionizing field. Hence, the ionization process in circular polarization contains a $360^{\circ}$ scan of the molecular response. Using the COLTRIMS technique, Staudte et al. [59] and Odenweller et al. [380] measured the first molecular-frame-resolved PMDs in the polarization plane for $\mathrm{H}_{2}$ and $\mathrm{H}_{2}^{+}$. The structural information encoded in PMDs was used, for example, to study asymmetric molecules [381], to probe the nodal structure of molecular orbitals for various species [382-386], to imagine valence-orbital motion [387] or to investigate the two-path inference in dimers [388]. Furthermore, the subcycle timing of molecular ionization was explored in Refs. [389, 390] and later on refined by using an attoclock technique with elliptical polarization [391-394].

Strong-field ionization prepares an electron wave packet in the continuum which can be represented by a complex-valued wave function, e.g., $\tilde{\psi}(\mathbf{p})$ in momentum space. However, experiments can only measure the electron momentum distribution, i.e., the modulus square of the final momentum-space wave function $|\tilde{\psi}(\mathbf{p})|^{2}$ (see the definition in Section 2.2). Hence, the previously-mentioned works with their intracycle-interference-free settings do not characterize the phase of the momentum-space wave function. In quantum mechanics, the position and momentum representation are related to each other by a Fourier transformation. Therefore, substantial information on the position distribution of the wave packet is encoded in the phase of the momentum-space wave function. Inspired by the semiclassical physics [255, 256, 375], we define the negative derivative of the spectral phase with respect to the momentum as the local position. A deeper motivation of this relation is given in Section 6.2.1.

The position distribution of an electron wave packet is determined by the release process as well as by the subsequent continuum motion under the influence of the external field. For molecules, the release process is especially sensitive to the orbital structure. The orbital dependence of the wave packet can for example influence recollision-based phenomena such as laser-induced electron diffraction [70]. In general, not only the emission probability depends on the direction of the ionizing field relative to the molecular orientation, but also the release position of the wave packet, i.e., its phase in momentum
space [240, 408]. This important piece of knowledge is lost when only considering interference-free PMDs. In theoretical simulations, on the other hand, the momentum-space phase of the outgoing wave packet and, thus, the position information are directly accessible. Thus, in the first part of this section, we perform numerical simulations based on the TDSE to investigate the spatial displacement of the electron wave packets in molecular strong-field ionization. The influence of nonadiabaticity on the position offsets is explored by considering both circularly-polarized fields and quasilinear fields (see Section 5.3). The long-range molecular potential also modifies the dynamics of the outgoing electron wave packet. To investigate its effect on the displacement of the asymptotic wave packet, we apply the classical backpropagation method (see Refs. [211, 350,351] and Section 5.2.4).

While the absolute phase of wave function is not experimentally accessible, relative phases can be measured by analyzing the interference of different pathways. For single-photon ionization, the RABBITT scheme $[65,66,395]$ enables studying phases of electron wave packets. There, the absorption of an infrared photon by a wave packet created via single-photon ionization in an XUV attosecond pulse train results in two independent interfering pathways. In atoms, RABBITT is sensitive to the energy derivative of the scattering phase which is known as the Wigner time delay [62]. In its original meaning, a Wigner delay is caused by modulation of the electron's wavelength upon passage over a potential during a scattering process. As a result, the scattered wave packet is shifted in space compared to a freely-traveling wave packet, i.e., retardation occurs. Single-photon ionization can be viewed as a "halfscattering" process where the electron is initially located in the vicinity of its parent ion and finally escapes from it. Thus, for atoms, RABBITT has a well-defined interpretation using the "original" Wigner time delay. For more complex targets as molecules [67,396], the RABBITT scheme is sensitive to the derivative of the phase of the complex-valued photoionization amplitude [396]. However, in general, this quantity is not simply given by the derivative of a scattering phase and can be influenced by further parameters such as characteristics of the interaction process that creates the electron wave packet [397] or the initial location of the electron wave packet in a molecule [68].

In contrast to RABBITT, a huge number of photons is absorbed in strong-field ionization and, thus, a plethora of interference pathways emerge in the energy domain. Here, a trajectory-based description of interference in the time domain is beneficial. In principle, for linear polarization, various types of interference pattern were already introduced in Chapter 3 and could be used to explore the phase structure of the electron wave packets. Indeed, an influence of the continuum phase in molecular strong-field ionization was observed in photoelectron holography [29]. There, the orientation-dependent shift of the interference fringes is related to a variation of the initial phase of the tunneled wave packets [240]. Based on this idea, photoelectron holography was also theoretically studied to resolve birth positions of electron wave packets in molecular ionization [398, 399]. However, the main drawback of holography is that it inherently relies on scattering of electrons such that information on the initial electron wave packet is mixed up by orientation-dependent scattering properties (see for example Ref. [208]).

To avoid this drawback, a strong-field ionization process can be probed by a second weak field of a different color such that-similar to the RABBITT scheme-interference is artificially created. The perturbation of a strong field with frequency $\omega$ by a weak field of frequency $\omega / 2$ induces an interference pattern of electron waves liberated in two consecutive optical cycles of the $\omega$ field. The modulation of the electron yield as a function of the relative phase between both colors was already observed for linearly-polarized fields in 1994 [400]. By considering the variation of the interference pattern as a function of this tunable parameter, information on the ionization process in the strong fundamental field can be extracted. Using linear polarization, the idea was first applied for the characterization of the relative spectral phases of different ATI peaks in atomic ionization [401]. This linearly-polarized setting was further theoretically studied by means of various methods such as the numerical solution of the TDSE or a simplified SFA-based model [402, 403]. To avoid complications due to recollisions, it is advantageous to use co-rotating circularly-polarized fields instead of linear polarization. This enables to retrieve of both phases and modulus squared of the emitted electron wave packets for atoms [404] or to study the time structure of strong-field ionization [405].

Recently, Eckart [69] proposed a scheme called holographic angular streaking of electrons (HASE) based on such co-rotating circularly-polarized fields in order to extract spatial displacements of the liberated electron wave packets from molecular strong-field ionization. In this method, the interfering wave packets involve slightly different initial velocities, so that the pattern contains information on the derivative of the phase in momentum space, i.e., on the local positions. For a theoretical description of the interference pattern, a semiclassical trajectory-based model assuming adiabatic tunneling was applied in Ref. [69]. The modeling allowed to reconstruct the derivative of the momentum-space phase of the liberated wave packet. In the second part of this section, we will theoretically evaluate the capabilities of the HASE interferometer. To this end, we first introduce the interference scheme in co-rotating fields. Afterwards, we use a potential-free description in the strong-field approximation to derive analytically a relation between the signal modulation in the two-color field and the position offsets in molecular strong-field ionization. Compared to the original modeling in Ref. [69] our description includes important nonadiabatic effects. Finally, we perform numerical experiments, i.e., we simulate the interference pattern in HASE based on TDSE, and retrieve from the two-color momentum distributions the position offsets in molecular hydrogen $\mathrm{H}_{2}$. The results from the interferometric approach are compared to the direct calculation of the position offsets based on the phase of the outgoing wave packet.

This chapter is based on joint work with the Dörner group in Frankfurt, especially with Daniel Trabert and Sebastian Eckart. In an experiment by Trabert et al. the HASE interferometer was first used to reconstruct orientation-dependent position offsets upon strong-field ionization of $\mathrm{H}_{2}$. Afterwards, we provided theoretical reference data for the position offsets for the joint publication [377]. These were directly extracted based on the phase of the outgoing wave packets from the numerical solution of the TDSE or the strong-field approximation.

### 6.2 Ab-initio calculation of position offsets

### 6.2.1 Motivation based on the PFT model

In the simple man's model, strong-field ionization is treated as a two-step process [7, 8]. Under adiabatic conditions, the electron is released via tunneling through a quasistatic barrier formed by bending of the ionic potential due to the laser field. For atoms, the liberated wave packet is centered at the tunnel-exit position $\mathbf{r}_{0}=-r_{0, \|} \hat{\mathbf{E}}\left(\mathrm{t}_{0}\right)$, i.e., in the direction opposite to the instantaneous field $\mathbf{E}\left(\mathrm{t}_{0}\right)$ (see for example the discussion in Chapter 5). When molecules are ionized, we expect that their structure influences the momentum distribution as well as the position distribution of the freed electronic wave packet. In this chapter, we will mostly consider hydrogen molecules $\mathrm{H}_{2}$. For parallel or perpendicular alignment of the molecular axis with respect to an applied electric field, the freed wave packet is expected to be still centered along the direction $-\hat{\mathbf{E}}\left(\mathrm{t}_{0}\right)$ due to the system's symmetry. However, if the molecular axis is tilted with respect to the electric field, the situation is less obvious (see Fig. 6.1 for a schematic illustration).

For a simplified modeling of the detached electron wave packet, the partial Fourier-transform (PFT) approach is used first. PFT was introduced for atoms [406] and later on generalized to describe the ionization of small molecules [407-409]. Analogous to the ARM theory, the main idea is to treat the wave function close to the ionic core like in the field-free situation and approximate the outer dynamics by means of the WKB method. We define the unit vectors $\mathbf{e}_{\perp}$ and $\mathbf{e}_{\|}$that are perpendicular and antiparallel to the instantaneous field $\hat{\mathbf{E}}\left(\mathrm{t}_{0}\right) .{ }^{1}$ Then, the matching is performed along a line $\mathbf{r}_{0}+\mathrm{r}_{\perp} \mathbf{e}_{\perp}$ perpendicular to the atomic tunneling direction $\mathbf{r}_{0}=\mathrm{r}_{0, \|} \mathbf{e}_{\| \|}$(see the dashed line in Figs. 6.1(a1)-(c1)). ${ }^{2}$ As a result, the shape of the liberated wave packet is influenced by the slice of the initial wave function $\psi_{M}\left(\mathbf{r}_{0}+r_{\perp} \mathbf{e}_{\perp}\right)$
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Figure 6.1: Position offsets in strong-field ionization of small molecules. (a1)-(c1) Position-space wave function $\psi_{M}(\mathbf{r})$ of the molecular orbital of $\mathrm{H}_{2}$ for three orientations (with an exaggerated bond length $\mathrm{R}_{\mathrm{eff}}=2.8$ a.u.). In PFT theory, the shape of the liberated electron wave packet from tunnel ionization in an electric field (red arrow) is influenced by the slice through the bound wave function along the dashed line (see main text). These slices are shown in panels (a2)-(c2). Due to the symmetric configuration, the wave functions are centered at $\mathrm{r}_{\perp}=0$ for parallel and perpendicular alignment ( $\beta=0^{\circ}$ and $\beta=90^{\circ}$ ). However, in all other cases, the freed wave packet is not symmetric about the $\hat{\mathbf{E}}$-axis and a position offset $\Delta r_{\perp}$ is visible.
along the perpendicular line (see panels (a2)-(c2)). Due to the structured molecular orbitals (MOs), the central positions $\Delta r_{\perp}$ of the wave packets depend on the relative angle $\beta$ between the molecular axis $\hat{\mathbf{R}}$ and the electron's tunneling direction $\mathbf{r}_{0}$. As expected, for parallel and perpendicular alignment ( $\beta=0^{\circ}$ and $\beta=90^{\circ}$ ), the system consisting of field and molecule is mirror symmetric and the position offsets vanish, i.e., $\Delta r_{\perp}=0$. In all other cases, this symmetry is broken and the peak position of the wave packet is shifted to $\left|\Delta r_{\perp}\right|>0$. The simple picture suggests positive offsets $\Delta r_{\perp}>0$ for angles $\beta$ between $0^{\circ}$ and $90^{\circ}$ (see panel (b2) for $\beta=45^{\circ}$ ).

After tunnel ionization, the motion of the wave packet can be described by means of classical trajectories. If the ionic potential is neglected, the classical dynamics is solely determined by the external electric field such that an initial velocity $\mathbf{v}_{0}$ at the birth time $t_{0}$ is mapped to a final momentum $\mathbf{p}=\mathbf{v}_{0}-\mathbf{A}\left(t_{0}\right)$. When starting at the exit point $\mathbf{r}_{0}$, the final position at a time $t_{f}$ reads

$$
\begin{equation*}
\mathbf{r}_{f}=\mathbf{r}_{0}+\int_{\mathrm{t}_{0}}^{\mathbf{t}_{\mathrm{f}}} \mathrm{~d} \tau(\mathbf{p}+\mathbf{A}(\tau)) \tag{6.1}
\end{equation*}
$$

In this potential-free setting, a shift of the liberated wave packet (at time $t_{0}$ ) translates directly to an offset of the wave packet at a later time $t_{f}$. Hence, the offsets could be observed by an detector placed far away from the parent ion. For circular polarization, the scenario is sketched in Fig. 6.2(a). Here, the final momentum $\mathbf{p}$ is known to be perpendicular to the ionizing field $\mathbf{E}\left(\mathrm{t}_{0}\right)$, i.e., $\mathbf{p}=\left(\mathcal{A}_{0}+v_{0, \perp}\right) \mathbf{e}_{\perp}$. Thus, the introduced position offsets are parallel (antiparallel) for $\Delta r_{\perp}>0\left(\Delta r_{\perp}<0\right)$ to the final emission direction of the electron given by $\mathbf{p}$. Hypothetically, the arrival time of an electron can be measured at a fixed position far away from the parent ion [69]. Then, a position offset $\Delta r_{\perp}$ of the liberated wave packet results in a change of the arrival time by $\Delta \tau=-\Delta r_{\perp} / p_{\perp}$. A wave packet that is shifted in the direction parallel (antiparallel) to the final momentum arrives earlier (later) on the detector [69]. For ionization of molecules, the delay depends on the relative molecular orientation and it is some tens of attoseconds. For example, an offset $\Delta r_{\perp}=1$ a.u. and a final momentum $p_{\perp}=1$ a.u. leads to an additional time delay of $\Delta \tau \approx 24.18$ as.

In strong-field ionization, the momentum-space representation of the outgoing electron wave packets is usually characterized in experiments. However, a basic property of quantum mechanics is that a translation by $\Delta \mathbf{r}$ in position space, $\psi(\mathbf{r}) \rightarrow \psi(\mathbf{r}-\Delta \mathbf{r})$, manifests itself as a phase gradient in momentum space, $\tilde{\psi}(\mathbf{p}) \rightarrow \exp (-\mathrm{i} \Delta \mathbf{r} \cdot \mathbf{p}) \tilde{\psi}(\mathbf{p})$. Thus, the position offsets in molecular ionization leaves an imprint


Figure 6.2: (a) Illustration of the continuum motion for ionization of molecule by circularly-polarized laser pulses. At the time of ionization $t_{0}=0$, the electron wave packet appears approximately in $-E\left(t_{0}\right)$-direction. However, due to the molecular structure, its center may be shifted by an offset $\Delta r_{\perp}$. In the absence of an ionic potential, the electron follows a laser-driven trajectory. Thus, a position offset of the released wave packet is translated into an offset of the wave packet at a final time $t_{f}$ after the end of the pulse (see the trajectories shown as blue solid and dashed lines). (b) Perpendicular component $\Delta r_{\perp}$ of the position offsets based on the PFT theory of Eq. (6.9) as a function of the relative angle $\beta$ between the molecular axis $\hat{\mathbf{R}}$ and the negative direction $\mathbf{e}_{\|}=-\hat{\mathbf{E}}\left(\mathrm{t}_{0}\right)$ of the electric field. Figure is adapted from Trabert et al. [377].
on the phase structure of the momentum representation. In general, for example for nonadiabatic ionization, the liberated wave packets are not Fourier-transform limited. Hence, even in a potential-free setting, they undergo a nontrivial time evolution in position space. In this situation, the local position introduced in the momentum-space version of the classical backpropagation of Section 5.2.4 still contains valuable information on the position distribution of the wave packet. At a time $t_{f}$, the local position is defined for each momentum $\mathbf{p}$ by means of the phase gradient of the momentum-space wave function

$$
\begin{equation*}
\mathbf{r}\left(\mathbf{p}, \mathrm{t}_{\mathrm{f}}\right)=-\nabla_{\mathbf{p}} \arg \tilde{\psi}\left(\mathbf{p}, \mathrm{t}_{\mathrm{f}}\right) \tag{6.2}
\end{equation*}
$$

As shown in Eq. (5.19), during potential-free time evolution the local position defined in Eq. (6.2) simply follows the classical trajectory. We can decompose the local position in a component antiparallel and a component perpendicular to the instantaneous electric field:

$$
\begin{equation*}
\mathbf{r}_{\|}=-\mathbf{e}_{\|} \cdot \nabla_{\mathbf{p}} \arg \tilde{\psi}(\mathbf{p}) \quad \text { and } \quad \mathbf{r}_{\perp}=-\mathbf{e}_{\perp} \cdot \nabla_{\mathbf{p}} \arg \tilde{\psi}(\mathbf{p}) \tag{6.3}
\end{equation*}
$$

In the following, we will consider Eqs. (6.2) and (6.3) to determine molecular position offsets.
The time delay introduced above can be generalized by means of the local position. For the special case of circularly-polarized fields and when only considering the polarization plane, a time $\tau$ can be defined as $[69,375]$

$$
\begin{equation*}
\tau:=-\frac{r_{\perp}}{p_{\perp}}=\frac{1}{p_{\perp}} \mathbf{e}_{\perp} \cdot \nabla_{\mathbf{p}} \arg \tilde{\psi}\left(\mathbf{p}, \mathrm{t}_{\mathrm{f}}\right)=\frac{1}{\mathrm{p}_{\perp}} \frac{\partial}{\partial \mathrm{p}_{\perp}} \arg \tilde{\psi}\left(\mathbf{p}, \mathrm{t}_{\mathrm{f}}\right)=\frac{\partial}{\partial \mathrm{E}} \arg \tilde{\psi}\left(\mathbf{p}, \mathrm{t}_{\mathrm{f}}\right) \tag{6.4}
\end{equation*}
$$

where $\tilde{\psi}$ is viewed as a function of energy $E$ and an additional angle. The last expression is usually referred to as Wigner time delay $\tau_{\text {Wigner }}$ (see for example Refs. [68, 375, 410]), because it has the same functional form as the expression introduced by Wigner in the context of electron scattering [62]. From a fundamental point of view, both the position offset of Eq. (6.3) and the delay of Eq. (6.4) can be viewed as a characterization of the phase change of the wave packet in momentum representation [377, 411].

The position offsets for $\mathrm{H}_{2}$ can be estimated by means of PFT theory. For ionization at time $\mathrm{t}_{0}$, the structural dependence of the electron wave packet as a function of the initial velocity $\mathbf{v}_{0}=v_{0, \perp} \mathbf{e}_{\perp}$ is given by the Fourier transformation of the slice through the initial wave function $\psi_{M}$ along the line $\mathbf{r}_{0}+\mathrm{r}_{\perp} \mathbf{e}_{\perp}$ (see discussion above). The resulting complex-valued amplitude reads in $2 \mathrm{D}^{3}$

$$
\begin{equation*}
\tilde{A}\left(v_{0, \perp}\right)=\frac{1}{\sqrt{2 \pi}} \int d r_{\perp} \psi_{\mathrm{M}}\left(\mathbf{r}_{0}+\mathrm{r}_{\perp} \mathbf{e}_{\perp}\right) e^{-\mathrm{i} v_{0, \perp} \mathrm{r}_{\perp}} \tag{6.5}
\end{equation*}
$$

[^35]This is not the bare Fourier transformation of the bound wave function, but instead a mixed position-momentum-space representation. In order to derive an analytical estimate, we employ a linear combination of atomic orbitals (LCAO) to approximate the molecular orbital

$$
\begin{equation*}
\psi_{\mathrm{M}}(\mathbf{r}) \propto \psi_{\mathrm{A}}\left(\mathbf{r}-\frac{\mathbf{R}}{2}\right)+\psi_{\mathrm{A}}\left(\mathbf{r}+\frac{\mathbf{R}}{2}\right) \tag{6.6}
\end{equation*}
$$

with an internuclear distance $R=1.3983$ a.u. and a molecular orientation given by $\hat{\mathbf{R}}$. The ground state of atomic hydrogen is chosen as the orbital $\psi_{\mathrm{A}} \propto \exp (-\kappa r)$. In the PFT theory, the matching position can be approximated by the $I_{p} / E$ tunnel exit, i.e., $\mathbf{r}_{0}=I_{p} / E\left(t_{0}\right) \mathbf{e}_{\|}$. Under these assumptions and using $|R| \ll r_{0, \|}$ and $\left|r_{\perp}\right| \ll r_{0, \| \mid}$, the amplitude of Eq. (6.5) can be written as

$$
\begin{equation*}
\tilde{A}\left(v_{0, \perp}\right) \approx 2 \tilde{\mathcal{A}}_{\mathrm{A}}\left(v_{0, \perp}\right) \cos \left(\frac{\left(v_{0, \perp} \mathbf{e}_{\perp}+\mathrm{i} k \mathbf{e}_{\|}\right) \cdot \mathbf{R}}{2}\right) \tag{6.7}
\end{equation*}
$$

Here, the first term is the amplitude for atomic orbitals whereas the second term represents the dependence on the molecular structure. Note that both vectors $\mathbf{e}_{\|}$and $\mathbf{e}_{\perp}$ depend on the direction of the instantaneous electric field and, thus, in general on the time of ionization $t_{0}$. Following the classical potential-free dynamics, in pure circularly-polarized fields with a magnitude $A_{0}$ of the vector potential, the release time $\mathrm{t}_{0}$ and the initial velocity component $v_{0, \perp}$ are mapped to the final momenta by $p_{\perp}=v_{0, \perp}+A_{0}$ and $\phi_{\mathbf{p}}=\omega t_{0}$. Thus, for a fixed molecular orientation, a given final direction $\phi_{\mathbf{p}}$ in momentum space is linked to a relative angle $\beta$ between molecular axis and instantaneous electric field.

The electron yield shows a well-known orientation-dependent modulation that can be approximated by the factor $\cosh ^{2}\left(\kappa \mathbf{e}_{\|} \cdot \mathbf{R} / 2\right)=\cosh ^{2}(\cos (\beta) \kappa R / 2)$ (see for example Refs. [240, 409]). However, the phase of the wave packet is also influenced by the molecular structure [240, 408]. For small initial velocities and small internuclear distances, the orientation-dependent part of the phase reads

$$
\begin{equation*}
\arg \tilde{A}\left(v_{0, \perp}\right)=-\frac{\sqrt{2 \mathrm{I}_{\mathrm{p}}}}{8} \mathrm{R}^{2} v_{0, \perp} \sin (2 \beta) \quad \text { with } \quad v_{0, \perp}=p_{\perp}-A_{0} \tag{6.8}
\end{equation*}
$$

According to Eq. (6.2), the variation of the local position in $\mathbf{e}_{\perp}$-direction is given by

$$
\begin{equation*}
\Delta r_{\perp}=\frac{\sqrt{2 I_{p}}}{8} R^{2} \sin (2 \beta) \tag{6.9}
\end{equation*}
$$

Within this model, the position offset is independent of the initial velocity $v_{0, \perp}$, i.e., the whole initial wave packet is shifted by $\Delta r_{\perp}$ in position space. The predicted dependence of the position offset on the orientation $\beta$, shown in Fig. 6.2(b), is in qualitative agreement with the simple position-space-based argumentation presented above. For example, the offsets are positive for orientations $\beta \in\left(0^{\circ}, 90^{\circ}\right)$ and vanish for parallel or perpendicular alignment.

### 6.2.2 Computational details

The spatial information about the wave packets from strong-field ionization of small molecules can also be extract from ab-initio calculations. To this end, we perform numerical simulations of the TDSE in 2D and analyze the phase structure of the outgoing electron wave packets. The TDSE in the dipole approximation is solved on Cartesian grids using the Fourier split-operator method (see Section A.2.2 for details). The grids span $409.6 \times 409.6$ a.u. with spacings $\Delta x=\Delta y=0.2$ a.u. and a time step of $\Delta t=0.01$ a.u. is used. The momentum distributions are calculated with a resolution of $\Delta p_{x}=\Delta p_{y}=$ 0.0077 a.u. In two dimensions, we consider a model $\mathrm{H}_{2}$ molecule defined by the potential

$$
\begin{equation*}
\mathrm{V}(\mathbf{r})=-\sum_{j=1,2} \frac{\mathbf{Z}_{\text {core }}}{\sqrt{\mathbf{r}_{\mathbf{j}}^{2}+\epsilon}} \quad \text { with } \quad \mathbf{r}_{j}=\mathbf{r}-\mathbf{R}_{\mathfrak{j}} \tag{6.10}
\end{equation*}
$$

Here, $\mathbf{R}_{1}=\mathbf{R} / 2$ and $\mathbf{R}_{2}=-\mathbf{R} / 2$ are the fixed positions of the nuclei at equilibrium distance $\mathrm{R}=$ 1.3983 a.u. The effective charges $Z_{\text {core }}=0.5$ are used such that an asymptotic charge of $Z=1$ appears.

To reproduce the ionization potential $\mathrm{I}_{\mathrm{p}} \approx 0.56$ a.u. of real $\mathrm{H}_{2}$, the parameter $\epsilon=0.265$ is chosen. Furthermore, effects of the Coulomb attraction on the outgoing electrons are switched off in the simulations for a short-range potential defined by

$$
\begin{equation*}
V(\mathbf{r})=-\sum_{j=1,2} \frac{Z_{\text {core }}}{\sqrt{\mathbf{r}_{j}^{2}+\epsilon}} \exp \left(-\left(\frac{\mathbf{r}_{j}}{r_{\text {core }}}\right)^{4}\right) \quad \text { with } \quad \mathbf{r}_{j}=\mathbf{r}-\mathbf{R}_{\mathfrak{j}} \tag{6.11}
\end{equation*}
$$

The parameters are tuned to $Z_{\text {core }}=0.5, \epsilon=0.1975$, a cutoff parameter $r_{\text {core }}=3 \mathrm{a} . \mathrm{u}$. and an effective core distance $R=1.2724$ a.u. This choice ensures that: (i) The correct ionization potential of real $\mathrm{H}_{2}$ is reproduced. (ii) The ground states of the long- and short-range potentials result in similar perpendicular position offsets when calculated by numerical evaluation of the PFT theory based on Eqs. (6.3) and (6.5). Mostly, we consider recollision-free ionization in circularly-polarized laser pulses of $n_{p}$ cycles duration defined by the vector potential

$$
\begin{equation*}
\mathbf{A}(\mathrm{t})=-A_{0}\binom{\cos (\omega t)}{\sin (\omega t)} \cos ^{4}\left(\frac{\omega t}{2 n_{p}}\right) \tag{6.12}
\end{equation*}
$$

If not stated otherwise, we choose a three-cycle envelope ( $n_{p}=3$ ) in order to suppress the influence of ATI peaks. The effects due to the shortness of the pulse are minimized by only analyzing the part of electron wave packet that is liberated in the vicinity of maximal electric-field strength. Then, to study the orientation dependence, we use the field of Eq. (6.12) and vary the orientation of the molecular axis.

### 6.2.3 Results and discussion

Before proceeding with the study of the full dynamics in long-range potentials, we explore the structure of the wave packets from ionization in a short-range potential. Within this setting, an electron detached at the time of peak electric-field strength (here at $t_{0}=0$ ) is classically deflected by the light field to a final momentum $\mathbf{p}=-\mathbf{A}(0)+\mathbf{v}_{0}=\left(A_{0}+v_{0, \perp}\right) \mathbf{e}_{\perp}=\left(A_{0}+v_{0, \perp}\right) \mathbf{e}_{x}$ (see the illustration in Fig. 6.2(a)). Thus, we only analyze the observables along the $p_{\chi}$-direction.

The initial-velocity distribution as a function of $v_{0, \perp}=p_{\perp}-A_{0}$ is shown in Fig. 6.3(a1) for each relative molecular orientation. ${ }^{4}$ In agreement with earlier works (see for example Refs. [59, 378, 379]) the ionization yield maximizes when the instantaneous electric field is aligned with the molecular axis $\left(\beta=0^{\circ}\right)$ (see Fig. 6.3(a2)). In contrast to the adiabatic prediction of the PFT model, the distributions are centered at positive initial velocities $p_{\perp}-A_{0}=v_{0, \perp}>0$ due to finite nonadiabaticity in the ionization process [170, 354, 370-372]. A precise investigation shows that this nonadiabatic effect also depends on the molecular orientation: For orthogonal alignment $\left(\beta=90^{\circ}\right)$, the distribution is centered at slightly larger $v_{0, \perp}=p_{\perp}-A_{0}$ compared to parallel alignment.

In order to study the spatial structure of the wave packet, the local positions of Eq. (6.2) are calculated from the momentum-space representation at the final time $t_{f}$. Classically, the positions at time $t_{f}$ are linked to the initial positions at the release time $t_{0}$ (see the classical backpropagation method of Section 5.2.4). In short-range potentials, their relation is simply given by Eq. (6.1), i.e., a shift of the positions at time $t_{f}$ is equivalent to a shift of the initial positions at release time $t_{0}$. For ionization at time of peak field strength $t_{0}=0$ or equivalently momenta along the $p_{x}$-direction, the initial positions $\mathbf{r}\left(v_{0, \perp}, \beta\right)$ can be seen as functions of the relative orientation $\beta$ and the initial velocity $\nu_{0, \perp}$. To extract the orientation dependence of these positions, i.e., relative position offsets, we define

$$
\begin{equation*}
\Delta \mathbf{r}\left(v_{0, \perp}, \beta\right)=\mathbf{r}\left(v_{0, \perp}, \beta\right)-\left\langle\mathbf{r}\left(v_{0, \perp}, \beta\right)\right\rangle_{\beta} \tag{6.13}
\end{equation*}
$$

by subtracting the average value $\left\langle\mathbf{r}\left(v_{0, \perp}, \beta\right)\right\rangle_{\beta}$ over all possible orientations $\beta$ for fixed $v_{0, \perp}$. We find that the average value $\left\langle\mathbf{r}\left(v_{0, \perp}, \beta\right)\right\rangle_{\beta}$ resembles very well the velocity-dependent initial positions for atoms

[^36]

Figure 6.3: Properties of the electron wave packet for strong-field ionization of $\mathrm{H}_{2}$ modeled by a short-range potential with threecycle circularly-polarized laser pulses at 800 nm wavelength and $2 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity. (a1) Initial-velocity distribution as a function of $v_{0, \perp}=p_{\perp}-A_{0}$ (defined in Eq. (5.16)) and (a2) integrated yield for various molecular orientations $\beta$. (b1) Perpendicular component $\Delta r_{\perp}$ and (c1) antiparallel component $\Delta r_{\|}$of the position offsets. (b2) and (c2) Corresponding slices at a velocity $v_{0, \perp}=0$. The quantities are extracted from TDSE simulations (see main text). For comparison, the result from the numerical evaluation of the PFT model (see Eqs. (6.3) and (6.5)) is shown as a gray thick line in panel (b2).
with the same ionization potential which are discussed in Section 5.2.4. For each orientation $\beta$, the relative offsets defined in Eq. (6.13) are shown in Figs. 6.3(b1) and (c1) for the perpendicular and antiparallel components defined in Eq. (6.3). ${ }^{5}$ In agreement with the prediction by the PFT model of Eq. (6.9), the perpendicular component $\Delta r_{\perp}$ extracted from TDSE simulations shows a nearly sinusoidal modulation as a function of the orientation $\beta$. However, in contradiction with the PFT theory, the modulation depth depends strongly on the initial velocity $v_{0, \perp}$. In addition, we observe a strong variation of the antiparallel component $\Delta r_{\|}$that is on the same order of magnitude as the perpendicular component $\Delta r_{\perp}$.

The variation of the antiparallel component can also be modeled by the PFT approach. For circular polarization, the derivative in $\mathbf{e}_{\|}$-direction (see Eqs. (6.2) and (6.3)) can be written as the derivative with respect to the angle $\phi_{\mathrm{p}}$ in the polarization plane. Importantly, slightly different angles $\phi_{\mathrm{p}}$ correspond to slightly different ionization times $t_{0}$ and, thus, to different relative orientations $\beta$ of the direction $\mathbf{r}_{0}$ and the molecular axis R. For the phase of Eq. (6.8) based on PFT theory, we find a position offset in the antiparallel component given by

$$
\begin{equation*}
\Delta r_{\|}=\frac{\sqrt{2 \mathrm{I}_{\mathrm{p}}}}{4} \mathrm{R}^{2} \frac{v_{0, \perp}}{\mathrm{~A}_{0}+v_{0, \perp}} \cos (2 \beta) \tag{6.14}
\end{equation*}
$$

In qualitative agreement with this estimate, the position offsets from TDSE indeed show a nearly cosinusoidal modulation as a function of $\beta$. The PFT estimate (6.14) vanishes at $v_{0, \perp}=0$, whereas the TDSE result vanishes at nonzero $v_{0, \perp}=p_{\perp}-A_{0} \approx 0.4$ a.u. due to the influence of nonadiabatic effects. In contrast to the perpendicular offsets, the estimate of Eq. (6.14) suggests that the antiparallel offsets depend on the laser parameters and vanish in the adiabatic limit $\left(\gamma=\sqrt{2 I_{p}} / A_{0} \rightarrow 0\right)$. The antiparallel components are related to the variation of the tunneling direction relative to the fixed molecular axis $\mathbf{R}$ induced by a variation of the momentum $\mathbf{p}$. Thus, they depend on the time-to-momentum mapping and on the shape of the laser field. For example, in a quasilinear field (see Section 5.3), the relative orientation of the molecular axis and the instantaneous electric field does not change in the vicinity of peak field strength. Hence, we expect that the orientation dependence of the antiparallel component vanishes.

[^37]
## The influence of nonadiabaticity

To explore the dependence of the position offsets on the initial velocity $\nu_{0, \perp}$ and to discuss the influence of the laser conditions, we want to quantify the orientation dependence of the offsets. Inspired by the PFT theory of Eqs. (6.9) and (6.14), we use a Fourier expansion to represent the dependence on the angle $\beta$ for each fixed $v_{0, \perp}$. For the TDSE results, we indeed find that the second-order Fourier coefficients dominate the angular dependence. Hence, the perpendicular components of the offsets can be approximately written as

$$
\begin{equation*}
\Delta r_{\perp}=\Delta r_{\perp}^{\max } \sin \left(2\left(\beta-\beta_{\perp}^{\text {def }}\right)\right) \tag{6.15}
\end{equation*}
$$

whereas the antiparallel components can be written as $\Delta r_{\|}=\Delta r_{\|}^{\max } \cos \left(2\left(\beta-\beta_{\|}^{\text {def }}\right)\right)$. For short-range potentials, the deflection angles are given by $\beta_{\perp}^{\text {def }} \approx 0$ and $\beta_{\|}^{\text {def }} \approx 0$ or $\approx \pm \pi / 2$ (due to the sign change of this component). The retrieved modulation amplitudes $\Delta r_{\perp}^{\max }$ and $\Delta r_{\|}^{\max }$ are shown as a function of $v_{0, \perp}$ in Figs. 6.4(b2) and (c2) for various wavelengths. In all cases, the perpendicular and antiparallel components are on the same order of magnitude and depend strongly on the initial velocity $v_{0, \perp}$. The deviations of the TDSE results relative to the PFT model decrease for increasing wavelength, i.e., for more adiabatic ionization conditions. Hence, for a wavelength of 2000 nm corresponding to a Keldysh parameter $\gamma \approx 0.45$, the perpendicular offsets $\Delta r_{\perp}^{\max }$ well resemble the adiabatic PFT estimate at large velocities $v_{0, \perp}$. However, even under these conditions, the perpendicular offsets from TDSE strongly increase when going from the high-energy to the low-energy edge of the wave packet.


Figure 6.4: Position offsets and initial-velocity distributions corresponding to a release time $t_{0}=0$ for strong-field ionization of $\mathrm{H}_{2}$ at various wavelengths given in the legend. The results are extracted from Fig. 6.6 for a long-range potential (panels (a1)-(c1)), from Fig. 6.3 for a short-range potential (panels (a2)-(c2)) or based on the SFA model of Eq. (6.20) (panels (a3)-(c3)). (a) Slices through the initial-velocity distribution for $\beta=0^{\circ}$. (b) Modulation amplitude $\Delta r_{\perp}^{\max }$ of the perpendicular component of the position offsets (see Eq. (6.15)). The gray thick line shows the numerical evaluation of the PFT theory. (c) Modulation amplitude $\Delta r_{\|}^{\max }$ of the antiparallel component of the position offsets. The other parameters are the same as in Fig. 6.3.

In order to investigate the huge influence of nonadiabatic effects on the phase structure in momentum space, i.e., on the position offsets, the molecular strong-field approximation (MO-SFA) [196, 412414] can be used. In this approach, ionization is described as a transition from a field-free initial state to a Volkov state and, hence, the influence of intermediate bound states, the other electrons and the

Coulomb interaction are neglected. For molecules, its forecasting power strongly depends on the studied systems. ${ }^{6}$ Here, we use the favored length gauge and follow Refs. [111, 194] to rewrite the probability amplitude. Based on a saddle-point approximation, the dominant part of the probability amplitude of Eq. (2.40) takes the form ${ }^{7}$

$$
\begin{equation*}
\tilde{\psi}\left(\mathbf{p}, \mathrm{t}_{\mathrm{f}}\right) \propto \tilde{\psi}_{\mathrm{M}}\left(\mathbf{p}+\mathbf{A}\left(\mathrm{t}_{\mathrm{s}}^{\prime}\right)\right) \mathrm{e}^{\mathrm{i} S_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}_{s}^{\prime}\right)} \tag{6.16}
\end{equation*}
$$

Here, we include a single saddle-point time $t_{s}^{\prime}$ and neglect orientation-independent prefactors, e.g., the second-order derivatives of the action in Eq. (2.45). The momentum representation $\tilde{\psi}_{M}$ of the initial state is evaluated at the complex-valued quantity $\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)=\mathbf{p}+\mathbf{A}\left(\mathrm{t}_{\mathrm{s}}^{\prime}\right)$. For the local position (6.2), the exponential of the SFA action results in an orientation-independent part (see Section 5.2.4). Information on the molecular structure is contained in the first factor $\tilde{\psi}_{M}$. For the further analysis, we rewrite this prefactor as an exponential $\tilde{\psi}_{M}=\exp (i \Phi)$ of a complex-valued phase

$$
\begin{equation*}
\Phi\left(\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)=-\mathrm{i} \ln \tilde{\psi}_{\mathrm{M}}\left(\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)\right) \tag{6.17}
\end{equation*}
$$

According to Eqs. (6.2) and (6.16), the orientation dependence of the local position is contained in

$$
\begin{align*}
\mathbf{r}(\mathbf{p}) & =-\nabla_{\mathbf{p}} \arg \tilde{\psi}_{\mathrm{M}}\left(\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)=-\nabla_{\mathbf{p}} \operatorname{Re}\left(\Phi\left(\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)\right)=-\operatorname{Re}\left(\frac{\partial \mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)}{\partial \mathbf{p}} \nabla_{\mathbf{v}} \Phi\left(\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)\right)  \tag{6.18}\\
& =-\operatorname{Re}\left(\nabla_{\mathbf{v}} \Phi\left(\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)\right)+\operatorname{Re}\left(\left[\mathbf{E}\left(\mathrm{t}_{\mathrm{s}}^{\prime}\right) \cdot \nabla_{\mathbf{v}} \Phi\left(\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)\right] \nabla_{\mathbf{p}}\left(\mathrm{t}_{\mathrm{s}}^{\prime}(\mathbf{p})\right)\right)
\end{align*}
$$

Importantly, the position offsets are given by a derivative with respect to the momentum $\mathbf{p}$. Thus, in the first row, we use the chain rule express the $\mathbf{p}$-derivative by the derivative with respect to the argument of $\Phi$. Then, the first term in the second line is related to the explicit p-dependence of the complexvalued velocity $\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{s}^{\prime}\right)$. It is closely related to the adiabatic PFT result. In contrast, the second term is a result of the implicit dependence via the saddle-point time $t_{s}^{\prime}(\mathbf{p})$. Note that in general both terms have nonadiabatic corrections.

To get an analytical estimate for the phase structure of the wave packet of an $\mathrm{H}_{2}$ molecule in a circularly-polarized field, we again approximate the molecular orbital by the LCAO wave function of Eq. (6.6). Its Fourier transform results in

$$
\begin{equation*}
\tilde{\psi}_{\mathrm{M}}(\mathbf{k}) \propto \tilde{\psi}_{\mathrm{A}}(\mathbf{k}) \cos \left(\frac{\mathbf{k} \cdot \mathbf{R}}{2}\right) \tag{6.19}
\end{equation*}
$$

where $\tilde{\psi}_{\mathrm{A}}$ is the Fourier transform of an atomic hydrogen orbital. The orientation-dependent position offsets are caused by the phase variation of the cosine term, i.e, the relevant phase reads

$$
\begin{equation*}
\operatorname{Re}\left(\Phi\left(\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)\right)=\operatorname{Im} \ln \cos \left(\frac{\mathbf{v} \cdot \mathbf{R}}{2}\right) \approx-\frac{1}{8} \operatorname{Im}(\mathbf{v} \cdot \mathbf{R})^{2}=-\frac{1}{8} \mathrm{R}^{2} v_{\|} v_{\perp} \sin (2 \beta) \tag{6.20}
\end{equation*}
$$

In the second step, an expansion is performed based on a small extension $|R|$ of the molecule. In the last step, the explicit form of $\mathbf{v}=v_{\perp} \mathbf{e}_{\perp}+\mathrm{i} v_{\|} \mathbf{e}_{\|}$for circularly-polarized cw fields is used. The real-valued quantities $v_{\perp}, v_{\|} \in \mathbb{R}$ depend nonlinearly on the initial velocity $v_{0, \perp}=p_{\perp}-A_{0}$ and, hence, they influence the modulation of the position offsets.

Despite the inclusion of nonadiabaticity in the SFA framework, the dependence of the phase and, thus, the perpendicular position offset on the orientation $\beta$ is still approximately given by a sinus function. The modulation amplitudes $\Delta r_{\perp}^{\max }$ and $\Delta r_{\|}^{\max }$ based on the phase $\operatorname{Im} \ln \cos \left(\frac{\mathrm{v} \cdot \mathbf{R}}{2}\right)$ in Eq. (6.20) are depicted in Figs. 6.4(b3) and (c3). To account for deviations of the LCAO state from the initial state of the TDSE calculations, we use an effective distance $R_{\text {eff }} \approx 0.9$ a.u. ${ }^{8}$ The saddle-point version of the MOSFA very well reproduces the features of the position offsets from TDSE simulations for a short-range

[^38]potential. We find that the discussed deviations from the PFT theory are indeed mainly caused by nonadiabatic corrections. Using an expansion of the vector potential as introduced in the Appendix A.3.1, we find up to first order in the Keldysh parameter $\gamma$
\[

$$
\begin{equation*}
\operatorname{Re}\left(\Phi\left(\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)\right) \approx-\frac{1}{8} \mathrm{R}^{2} \sqrt{2 \mathrm{I}_{\mathrm{p}}+v_{0, \perp}^{2}}\left[v_{0, \perp}-\frac{\omega}{\mathrm{E}_{0}}\left(\mathrm{I}_{\mathrm{p}}+v_{0, \perp}^{2}\right)\right] \sin (2 \beta)+\mathcal{O}\left(\gamma^{2}\right) \tag{6.21}
\end{equation*}
$$

\]

The first term in the square brackets can be considered as the adiabatic limit. It is similar to the PFT result (6.8), except that the ionization potential $I_{p}$ in the prefactor is replaced by an effective term $I_{p}^{\text {eff }}=$ $\mathrm{I}_{\mathrm{p}}+\mathbf{v}_{0}^{2} / 2$. However, for the laser conditions used above, the nonadiabatic corrections in the second term in the square brackets are equally important and modify the modulation depth of the position offsets.

## The influence of a long-range potential

In a realistic neutral molecule, the ionic potential behaves like a Coulomb potential $V(r) \simeq-1 / r$ at large distances $r$. To study its influence on the ionization process, we repeat the TDSE simulations for the longrange potential of Eq. (6.10) under the same laser conditions as for the short-range potential. Figure 6.5 shows some characteristic observables of the asymptotic electron wave packet at time $t_{f}=1050$ a.u. that could be measured by a detector placed far away from the ion. In Fig. 6.5, we analyze the quantities along the $p_{x}$-axis, i.e., the direction of final momenta that would correspond to ionization at $t_{0}=0$ in a Coulomb-free setting.


Figure 6.5: Properties of the asymptotic electron wave packet at time $t_{f}=1050$ a.u. for strong-field ionization of $\mathrm{H}_{2}$ modeled by a long-range potential with three-cycle circularly-polarized laser pulses at 800 nm wavelength and $2 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity. (a1) Lateral momentum distribution as a function of $p_{\perp}-A_{0}$ and (a2) integrated yield for various molecular orientations $\beta$ (measured against the negative $y$-direction). (b1) Perpendicular component $\Delta r_{\perp}$ and (c1) antiparallel component $\Delta r_{\|}$of the position offsets. (b2) and (c2) Corresponding slices at momentum $p_{\perp}=A_{0}$. The quantities are extracted from TDSE simulations (see main text). For comparison, the result from the numerical evaluation of the PFT model (see Eqs. (6.3) and (6.5)) is shown as a gray thick line in (b2).

In reality, the electron-ion interaction influences the continuum motion of the liberated electron wave packet (analogous to the attoclock discussed in Chapter 5). For example, the angular deflection of the outgoing electrons by the ionic potential induces a "rotation" of the probability distribution. Hence, in agreement with earlier work [61,380], the orientations for minimal and maximal probabilities in Fig. 6.5(a) does not correspond to $\beta=0^{\circ}$ or $\beta=90^{\circ}$ anymore. Qualitatively, the position offsets for the long-range potential are similar to the short-range ones (see Figs. 6.5(b) and (c)). However, similar to the orientation dependence of the yield, the position offsets are also slightly "rotated" in the angle $\beta$. For example, the zero crossings of $\Delta r_{\perp}$ are not at $\beta=0^{\circ}$ and $\beta=90^{\circ}$ anymore.

In order to disentangle the modification by the Coulomb attraction of the continuum motion and of the under-the-barrier motion, we again consider the classical backpropagation method (introduced in Section 5.2.4). There, classical trajectories starting with momentum $\mathbf{p}$ at the local position $\mathbf{r}(\mathbf{p})$ of


Figure 6.6: Properties of the initial electron wave packet corresponding to a release time $t_{0}=0$ obtained by classical backpropagation simulations based on input from TDSE simulations for a long-range $\mathrm{H}_{2}$ model (see Fig. 6.5). (a1) Initial-velocity distribution as a function of $v_{0, \perp}$ and (a2) integrated yield for various molecular orientations $\beta$. (b1) Perpendicular component $\Delta r_{\perp}$ and (c1) antiparallel component $\Delta r_{\|}$of the position offsets. (b2) and (c2) Corresponding slices at a velocity $v_{0, \perp}=0$. For comparison, the result from the numerical evaluation of the PFT model (see Eqs. (6.3) and (6.5)) is shown as a gray thick line in (b2).

Eq. (6.2) are propagated backwards in time under the influence of the laser field and of the Coulomb interaction with the molecular ion. Here, the velocity criterion is chosen to stop the backpropagation. For each orientation of the molecule, we use the input from a TDSE simulation and perform such a backpropagation simulation. We again restrict ourselves to the quantities corresponding to electron release at $\mathrm{t}_{0}=0$, i.e., at the time of peak field strength.

The initial-velocity distribution is shown in Fig. 6.6(a) for each relative molecular orientation. In agreement with an adiabatic tunneling picture of the PFT theory and with the results for a short-range potential presented above, the ionization yield at the tunnel exit maximizes for parallel alignment of the instantaneous electric field and the molecular axis at $\beta=0^{\circ}$ (see the integrated yield in panel (a2) of Fig. 6.6). Similarly, the perpendicular components $\Delta r_{\perp}$ of the position offsets at the tunnel exit approximately vanish for parallel or perpendicular alignment of the ionizing field to the molecular axis. Within this backpropagation approach, the attoclock-like rotation visible in the quantities for the asymptotic wave packet (see Fig. 6.5) are indeed mostly attributed to the influence of the ionic potential on the outgoing electrons. However, the Coulomb-correction in the backpropagation leads to an overrotation for certain initial velocities $v_{0, \perp}$. For example, at intermediate initial velocities around $v_{0, \perp}=0.3$ a.u. the zero crossing of $\Delta r_{\perp}$ is located at slight positive $\beta>0$ (compared to its location at negative $\beta<0$ in the asymptotic wave packet). We believe that this observation is closely related to the slight deviations of the most probable ionization times from time zero visible in the attoclock (see Sections 5.3.2 and 5.3.3 as well as Refs. [350, 359]).

For a quantitative comparison, we again determine the modulation amplitudes $\Delta r_{\perp}^{\max }$ and $\Delta r_{\|}^{\max }$ by considering the second-order Fourier coefficients (see Eq. (6.15)) for the backpropagation results in Fig. 6.6. The amplitudes $\Delta r_{\perp}^{\max }$ and $\Delta r_{\|}^{\max }$ for long-range and short-range potentials are overall in very good agreement (see Fig. 6.4). For the longest wavelength of 2000 nm , the deviations of the position offsets are less than $10 \%$. However, for the shorter wavelengths such as 800 nm , the interplay between nonadiabatic effects and the long-range potentials leads to quantitative deviations compared to the short-range case. Two reasons for this are plausible: A physical deviation caused by Coulomb corrections during the under-the-barrier motion or an inconsistency of the classical backpropagation method due to the classical (i.e. incorrect) treatment of the continuum dynamics.

For atoms in circularly-polarized fields, the velocity criterion (used to stop the backpropagating trajectories) results in initial probability distributions and initial positions that are in good agreement with approximate theories such as SFA (see Section 5.2.4 and Refs. [211, 351]). In the adiabatic limit, this criterion can be derived from the saddle-point equation in SFA for atoms (see Appendix A.3.1).

For molecules, we also studied certain modified tunneling criteria (not shown). In particular, we considered the following two additional conditions: $\mathbf{r}\left(\mathrm{t}_{0}\right) \cdot \mathbf{v}\left(\mathrm{t}_{0}\right)=0$ ("modified position criterion") and $\left(-\mathbf{E}\left(\mathrm{t}_{0}\right)-\nabla \mathrm{V}\left(\mathbf{r}\left(\mathrm{t}_{0}\right)\right)\right) \cdot \mathbf{v}\left(\mathrm{t}_{0}\right)=0$ ("force criterion"). Qualitatively, we found similar results compared to the velocity criterion. Quantitatively, however, the modified position criterion leads to a diminished agreement compared to the results for short-range potentials. On the other hand, the force criterion slightly improves the agreement as it results in less overrotation (not shown).

## Possible extensions

In circularly-polarized fields, the relative orientation of the laser electric field and the molecular axis changes with time. Hence, nonadiabatic effects during the tunnel ionization and during the continuum propagation decisively influence the position offsets in molecular strong-field ionization. In contrast, a big advantage of the quasilinear field configuration setting introduced in Section 5.3 is that its electric field has an approximately constant direction in the vicinity of the field-strength maximum. Hence, the electric field has a well-defined orientation relative to the molecule over the whole release step. For the asymmetric helium hydride molecular ion $\mathrm{HeH}^{+}$, the quasilinear configuration was already used to probe the orientation-dependent yield as well as the subcycle timing of ionization [367].


Figure 6.7: Properties of the asymptotic electron wave packet for strong-field ionization of $\mathrm{H}_{2}$ modeled by a long-range potential as in Fig. 6.5, but in a quasilinear field with 2000 nm effective wavelength and 0.053 a.u. peak field strength (see main text).

To study the position offsets of the outgoing electron wave packets for ionization by a quasilinear field, we solve the TDSE for the long-range model of $\mathrm{H}_{2}$ in the presence of a three-cycle pulse. An effective wavelength of 2000 nm is chosen and a peak electric-field strength of $\mathrm{E}_{\mathrm{p}} \approx 0.053$ a.u. is used (which is similar to the previously-considered circularly-polarized fields). The observables are only analyzed along the $p_{x}$-direction, i.e., the direction of final momenta that would correspond to ionization at $t_{0}=0$ in a Coulomb-free setting. The nearly constant direction of the electric field has several important consequences: Despite the presence of the long-range potential, the ionization yield maximizes for parallel alignment between the molecular axis and the instantaneous field (see Figs. 6.7(a)). Similarly, the perpendicular components $\Delta r_{\perp}$ of the position offsets are perfectly symmetric functions of $\beta$, i.e., the deflection angles are $\beta_{\perp}^{\text {def }} \approx 0^{\circ}$ (see Figs. 6.7(b)). Furthermore, the antiparallel components $\Delta r_{\|}$ approximately vanish (see Figs. 6.7(c)).

In the quasilinear configuration, the first-order nonadiabatic corrections vanish in the vicinity of peak electric-field strength. Hence, the lateral momentum distributions are centered around $p_{\perp}-A_{0}=0$ (with $\left.A_{0}=-A_{\chi}(0)\right)$ for each orientation (see Figs. 6.7(a)). Additionally, the extracted perpendicular offsets are very well reproduced by the adiabatic PFT model (see Figs. 6.7(b)). ${ }^{9}$ Compared to circular polarization, a much weaker modulation of the perpendicular offsets $\Delta r_{\perp}$ as a function of the "velocity" $p_{\perp}-A_{0}$

[^39]is present. For fixed $\beta$, we find that the position offsets $\Delta r_{\perp}$ are approximately quadratic functions of $p_{\perp}-A_{0}$ what can be explained by an increased effective ionization potential, i.e., $I_{p}^{\text {eff }}=I_{p}+v_{0, \perp}^{2} / 2$ with $v_{0, \perp} \approx \mathrm{p}_{\perp}-A_{0}$ (see also Eq. (6.21)). The small deviations of the TDSE results compared to the PFT model are partially caused by Coulomb effects on the continuum motion. Using the classical backpropagation method, we confirmed that the agreement with PFT theory even improves for the initial electron wave packet (not shown). We ensured that these statements are also true for more nonadiabatic ionization conditions such as a quasilinear field with only 800 nm effective wavelength.


Figure 6.8: Position offsets for strong-field ionization of an oxygen model with its $\pi^{*}$-antibonding orbital (panel a) and of a helium hydride model (panel b). The offsets are extracted at a momentum $\mathbf{p}=A_{0} \mathbf{e}_{x}$ from the asymptotic electron wave packets created by ionization in quasilinear fields with 2000 nm effective wavelength (analogous to Fig. 6.7). A peak field strength of 0.03 a.u. is used for the oxygen model with an ionization potential of $\approx 0.45$ a.u. and a peak field strength of 0.12 a.u. is used for the helium hydride model with an ionization potential of $\approx 1.66$ a.u. For comparison, the results from the numerical evaluation of the PFT model (see Eqs. (6.3) and (6.5)) are shown as gray thick lines.

To underline the sensitivity of the position offsets to the molecular structure, we present results for two additional molecules. As a simple example of polar molecules, the helium hydride molecular ion $\mathrm{HeH}^{+}$is considered by using a 2D model introduced in Ref. [418]. In addition, as an example with nodal planes in the molecular orbital, we choose a 2D toy model for an oxygen molecule $\mathrm{O}_{2}$ with its $\pi^{*}$-antibonding orbital. The used 2D potential reads

$$
\begin{equation*}
V(\mathbf{r})=-\sum_{j=1,2} \frac{Z+\left(Z_{\text {core }}-Z\right) \exp \left(-\eta \mathbf{r}_{j}^{2}\right)}{\sqrt{\mathbf{r}_{j}^{2}+\epsilon}} \tag{6.22}
\end{equation*}
$$

Here, the parameters are $R=2.2827$ a.u., $Z=0.5, Z_{\text {core }}=2, \epsilon=0.15$ and $\eta=0.24$. We again consider ionization by a quasilinear field of 2000 nm effective wavelength. The perpendicular components of the position offsets at $p_{\perp}=A_{0}$ extracted from the asymptotic electron wave packet are shown in Fig. 6.8. Compared to the hydrogen molecule, we observe a vastly different orientation dependence which is already a clear sign of the sensitivity to the orbital structure. For example, a nodal plane in the $\pi^{*}$-orbital translates to a minimum in the photoelectron momentum distribution [382-385]. However, simultaneously, the sign of the initial wave function changes at a nodal plane which is imprinted on the phase of the outgoing electron wave packet. The phase jump results in a discontinuity of the derivative of the phase when the position offset is calculated. The results from TDSE are well reproduced by numerical evaluation of the PFT theory using the same states as in the TDSE.

### 6.3 Holographic angular streaking of electrons

In our theoretical simulations, the phase of the outgoing electron wave packet is directly accessible. In contrast, in experiments, the electron momentum distributions can only be measured, i.e., the modulus squared of the probability amplitudes in momentum space can be studied. However, the relative phases of two wave packets can be characterized by interferometric approaches. Recently, Eckart suggested a scheme to measure variations of the phase gradients in momentum space [69], i.e., to study variations of the local positions (6.2). In the so-called "holographic angular streaking of electron" (HASE) scheme, the perturbation of the ionization process by a probe field with half of the fundamental frequency induces an interference pattern. The pattern can be analyzed to retrieve information on the derivative of phase in momentum space.

The original work [69] is based on an ad-hoc combination of a semiclassical description of the adiabatic ionization process (similar to the SCTS model of Section 2.4) and an added initial phase term with a gradient in perpendicular direction. There, a one-to-one mapping between the variation of the interference pattern and the inserted initial derivative of the phase naturally exists. However, in reality, molecules also modify other quantities of the electron wave packets. For example, the yield depends on the orientation and we found for circular polarization an orientation-dependent component of the local position in the direction of the instantaneous electric field (see Section 6.2.3). It is apriori unclear how such effects influence the HASE interferometer. In order to confirm the retrieval mechanism of Ref. [69], we derive an analytical description of the HASE approach based on the molecular strong-field approximation. This allows us to refine the mapping between the variation of the interference pattern and perpendicular components of the position offsets (phase gradients). Afterwards, we perform numerical experiments based on the solution of the TDSE and simulate the HASE interference pattern in photoelectron momentum distributions for a hydrogen molecule. For an ab-initio verification of the HASE approach, the retrieved position offsets from the interference patterns are compared to the theoreticallyaccessible position offsets from the phase gradients of the outgoing wave packet (see the discussion in the previous section).

### 6.3.1 Co-rotating two-color fields

The HASE approach probes phase gradients or local positions of the detached electron wave packets in circular polarization. To this end, a strong circularly-polarized field $\mathbf{E}_{\omega}(t)$ of frequency $\omega$ is perturbed by weak circularly-polarized probe field $\mathbf{E}_{P}(t)$ of frequency $\omega / 2$ with the same helicity. These co-rotating two-color fields can be represented by the vector potential

$$
\begin{equation*}
\mathbf{A}(\mathrm{t})=\mathbf{A}_{\boldsymbol{\omega}}(\mathrm{t})+\mathbf{A}_{\mathrm{P}}(\mathrm{t})=-\mathrm{A}_{0}\left[\binom{\cos \left(\omega \mathrm{t}-\phi_{\mathrm{CEP}}\right)}{\sin \left(\omega \mathrm{t}-\phi_{\mathrm{CEP}}\right)}+2 \epsilon\binom{\cos \left(\omega / 2 \mathrm{t}+\alpha / 2-\phi_{\mathrm{CEP}} / 2\right)}{\sin \left(\omega / 2 \mathrm{t}+\alpha / 2-\phi_{\mathrm{CEP}} / 2\right)}\right] \mathrm{f}(\mathrm{t}) \tag{6.23}
\end{equation*}
$$

An example of the negative vector potential $-\mathbf{A}(\mathrm{t})$ is shown in Fig. 6.9(a). The relative phase $\alpha$ between the fields determines the orientation of the Lissajous figure in space ( $2 \pi$ periodic). The deviations from pure circular polarization are controlled by the relative field strength $\epsilon$ of the probe field compared to the fundamental field. For a nontrivial envelope $f(t) \neq 1$, the carrier-envelope phase $\phi_{\text {CEP }}$ can vary between $-2 \pi$ and $2 \pi$. If not stated otherwise, we use a trapezoidal envelope $f(t)$ with ramps of $1.5 T_{\omega}$ duration.

A typical photoelectron momentum distribution for ionization of a model atom by a co-rotating two-color field with 400 nm central frequency and $2 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity is shown in Fig. 6.9(b1). ${ }^{10}$ To first investigate the Coulomb-free case, the PMD is calculated by numerical integration of the KFR amplitude (2.40). In a pure $\omega$-field, ATI rings with a spacing in energy of $\omega$ would only be present (see the blue-marked peaks in Fig. 6.9(b2)). However, even a weak probe field (here $\epsilon=0.02$ ) leads to the appearance of sidebands between the ATI peaks [401] (see the red-marked peaks in Fig. 6.9(b2)). When viewing the combined co-rotating field with a total optical cycle of $\mathrm{T}_{\omega / 2}=2 \mathrm{~T}_{\omega}$, both peaks would

[^40]

Figure 6.9: Strong-field ionization in co-rotating two-color fields. (a) Negative vector potential -A(t) for a waveform consisting of a strong fundamental field at 400 nm wavelength and $2 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity as well as of a weak probe field at 800 nm wavelength with a relative field strength $\epsilon=0.02$ and a relative phase $\alpha=0$. The solid and dotted lines mark the two distinct $\mathrm{T}_{\omega}$ cycles. The black dot indicates a selected final momentum $\mathbf{p}$ that is classically reached by two different combinations of release times $t_{p}, t_{\mathfrak{m}}$ and of initial velocities $\mathbf{v}_{p}, \mathbf{v}_{\mathfrak{m}}$, i.e., $\mathbf{p}=-\mathbf{A}\left(\mathrm{t}_{\mathrm{p}}\right)+\mathbf{v}_{p}=-\mathbf{A}\left(\mathrm{t}_{\mathfrak{m}}\right)+\mathbf{v}_{\mathfrak{m}}$. Adapted from Ref. [69]. (b1) and (c1) photoelectron momentum distributions for ionization of a model atom obtained by numerical evaluation of the SFA and by the numerical solution of the TDSE. (b2) and (c2) Corresponding 1D slices through the PMD at $p_{y}=0$. Here, the ATI peaks and sidebands are marked in blue and red. For the numerical SFA and TDSE simulations, the field is augmented with a trapezoidal envelope with $4 T_{\omega}$ cycles of constant intensity and the results are averaged over 16 values of the CEP.
usually be denoted as ATI peaks. Here, we use a slightly different terminology and only denote the peaks present in a pure $\omega$-field as ATI peaks. For the co-rotating field, the electron emission strength on the rings depends on the direction of the final momentum [404]. For one ATI peak and one sideband, the modulation of the yield as a function of the angle $\phi_{\mathrm{p}}$ in the polarization plane is shown in Fig. 6.10(a). Neglecting the influence of the Coulomb potential and considering an atom, the yield for ATI rings maximizes at $\phi_{\mathrm{p}}=\alpha$ (here at $\phi_{\mathrm{p}}=0^{\circ}$ ). In contrast, the modulation of the sidebands is shifted by $180^{\circ}$; in fact the yield approximately vanishes at $\phi_{\mathrm{p}}=\alpha$. The present structure in momentum space is sometimes called alternating half-ring (AHR) pattern [69, 419].

The yield modulation on the rings is caused by the interference of electron waves detached in two consecutive optical cycles of the $\omega$-field. Or, to phrase it differently, it is an intracycle interference between wave packets released in two half cycles of the probe field [404, 420]. The simple man's model predicts the possible final momenta $\mathbf{p}=-\mathbf{A}\left(\mathrm{t}_{0}\right)+\mathbf{v}_{0}$ for given release times $t_{0}$, where the initial velocities $\mathbf{v}_{0}$ should be perpendicular to the instantaneous electric field $\mathbf{E}\left(\mathrm{t}_{0}\right)$ (see Eq. (2.47)). Due to the presence of the probe field, the vector potential and the electric field in the two consecutive cycles of the $\omega$-field slightly differ (see the solid and dotted lines in Fig. 6.9(a)). Hence, per optical cycle of the probe field, two trajectories with release times $t_{p}, t_{m}$ and slightly different initial velocities $\mathbf{v}_{p}, \mathbf{v}_{m}$ are classically deflected to the same final momentum $\mathbf{p}=-\mathbf{A}\left(\mathrm{t}_{\mathrm{p}}\right)+\mathbf{v}_{p}=-\mathbf{A}\left(\mathrm{t}_{\mathfrak{m}}\right)+\mathbf{v}_{m}$ [69, 419]. The situation is schematically illustrated in Fig. 6.9(a) for one selected final momentum. These two contributions interfere and result in the observed pattern. Importantly, the phase of the interfering wave packets is probed at different initial velocities. Therefore, the pattern contains information on the derivatives of the initial phase in momentum space [69, 419], i.e., on the local positions.

The long-range Coulomb interaction slightly alters the results. For illustration, we solve numerically the TDSE in 2D for a model potential $\mathrm{V}(\mathrm{r})=-1 / \sqrt{\mathrm{r}^{2}+0.415}$ reproducing the ionization potential of $\mathrm{H}_{2}$. Compared to the SFA result, the whole electron wave packet is decelerated and, thus, centered at smaller kinetic energies (see the envelopes of the distributions in Figs. 6.9(b2) and (c2)). The modulation depth of the half-ring pattern is slightly modified, but more importantly the pattern is rotated by a nonzero offset


Figure 6.10: (a) Angular distribution for an ATI peak centered at $p_{\perp} \approx 0.67$ a.u. (blue lines) and a sideband centered at $p_{\perp} \approx$ 0.76 a.u. (red lines) extracted from the PMDs of Fig. 6.9: SFA results (dashed lines) and TDSE results (solid lines). The distributions for the ATI peaks are normalized to one. In the TDSE results, the Coulomb potential leads to a slight rotation compared to the potential-free SFA results. (b) Offset angle $\phi_{\text {off }}$ extracted for each ATI peak (blue lines) and for each sideband peak (red lines). For comparison, the results from ARM theory are shown as pale blue and pale red lines.
angle [404]. The angular structure can be represented by a Fourier series (5.10) that is dominated by the fundamental components $(k=1)$. Analogous to the attoclock offsets in Section 5.2.3, we approximate the offset angle compared to the Coulomb-free case by $\phi_{\text {off }}=\phi_{1}$ (see Fig. 6.10(b)). Interestingly, the rotation of the AHR pattern is much smaller than the attoclock angles observed for similar laser parameters. ${ }^{11}$ Here, in contrast to the attoclock of Chapter 5, the rotation of the pattern is mainly caused by a Coulombinduced phase difference of the paths. Hence, the analysis of the AHR pattern and the attoclock protocol are fundamentally different. Since we are mostly interested in a modification of the interference pattern by the structure of small molecules, the interpretation of the Coulomb-induced rotation is left for the future.

### 6.3.2 Quantum-orbit model

In the HASE scheme [69], variations of the phase gradient of the initial electron wave packet or equivalently changes of the local positions influence the interference pattern in the photoelectron momentum distribution. To measure position offsets based on the HASE scheme, the modification of the pattern must be uniquely mapped to these offsets. Here, a few questions arise: What quantity does the HASE scheme measure exactly, e.g., the total position offset or only a selected component? How to make sure that the orientation-dependent ionization probability of molecules does not spoil or even dominate the measurements? What about the influence of nonadiabatic effects on the interferometer? Before proceeding with the full numerical study based on the TDSE simulations, we explore these questions in a Coulomb-free quantum-orbit model based on the strong-field approximation. This allows us to analytically describe the interference pattern of the HASE interferometer and investigate the influence of the molecular structure.

## Modeling of the interference pattern

The SFA framework was introduced in Section 2.3 and already used for molecules in Section 6.2.3. Here, we again use a length-gauge version and apply a saddle-point approximation. Hence, for a single saddle-point time, the complex-valued probability amplitude is given by Eq. (6.16). Analogous to the discussion above, the amplitude can be written as $M=\exp \left(i\left(\Phi+\mathrm{S}_{\mathrm{SFA}}\right)\right)$ with a complexvalued "phase" $\Phi$ that contains information on the electronic structure of the initial bound state $\psi_{M}$ (see Eq. (6.17)). For a cw field of the form (6.23) with $\phi_{\text {CEP }}=0$, we indeed find two relevant saddlepoint times $\left(t_{m}^{\prime}\right.$ and $\left.t_{p}^{\prime}\right)$ with real parts within one optical cycle of the $\omega / 2$-field. The interference of both

[^41]contributions leads to the angular modulation of the signal on the ATI peaks and sidebands
\[

$$
\begin{equation*}
w(\mathbf{p})=\left|e^{\mathrm{i}\left(\Phi\left(\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{m}}^{\prime}\right)\right)+\mathrm{S}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{m}}^{\prime}\right)\right)}+\mathrm{e}^{\mathrm{i}\left(\Phi\left(\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{p}}^{\prime}\right)\right)+\mathrm{S}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{p}}^{\prime}\right)\right)}\right|^{2} \tag{6.24}
\end{equation*}
$$

\]

Here, the probe field should only slightly perturb the dominant dynamics induced by the fundamental field. Hence, we expand the structure-dependent "phase" $\Phi$ and the SFA action of Eq. (2.41) to first order in the relative field strength $\epsilon$.

We first determine the modification of the saddle points in the co-rotating field (defined by Eq. (2.44)) compared to the saddle-point times $t_{s}^{(0)}$ of pure circular polarization. For momenta $\mathbf{p}=p_{\perp} \mathbf{e}_{\perp}$ in the polarization plane, the unperturbed times can be explicitly written as [354] (in a single $T_{\omega}$ cycle)

$$
\begin{equation*}
\omega \mathrm{t}_{\mathrm{s}}^{(0)}=\phi_{\mathbf{p}}+\mathrm{i} \omega \tau_{i} \quad \text { with } \quad \omega \tau_{i}=\operatorname{acosh}(\chi) \quad \text { and } \quad \chi=\frac{1}{2 A_{0} p_{\perp}}\left[p_{\perp}^{2}+A_{0}^{2}+2 \mathrm{I}_{\mathfrak{p}}\right] \in \mathbb{R} \tag{6.25}
\end{equation*}
$$

Additionally, we define the unperturbed action for circular polarization

$$
\begin{equation*}
S_{\mathrm{SFA}}^{(0)}\left(\mathbf{p}, \mathrm{t}^{\prime}\right)=-\frac{1}{2} \int_{\mathrm{t}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{dt}\left(\mathbf{p}+\mathbf{A}_{\omega}(\mathrm{t})\right)^{2}+\mathrm{I}_{\mathrm{p}}\left(\mathrm{t}^{\prime}-\mathrm{t}_{\mathrm{A}}\right) \tag{6.26}
\end{equation*}
$$

and the perturbation

$$
\begin{equation*}
\Delta S\left(\mathbf{p}, \mathrm{t}^{\prime}\right)=-\int_{\mathrm{t}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{dt} \mathbf{A}_{P}(\mathrm{t}) \cdot\left(\mathbf{p}+\mathbf{A}_{\omega}(\mathrm{t})\right) \tag{6.27}
\end{equation*}
$$

Including only first-order corrections, the perturbed saddle-point times can be written as $t_{s}^{\prime}=t_{s}^{(0)}+t_{s}^{(1)}$ with the correction due to the probe field

$$
\begin{equation*}
\mathrm{t}_{\mathrm{s}}^{(1)}=-\frac{\partial_{\mathrm{t}^{\prime}} \Delta \mathrm{S}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{(0)}\right)}{\partial_{\mathrm{t}^{\prime}}^{2} \mathrm{~S}_{\mathrm{SFA}}^{(0)}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{(0)}\right)}=\frac{\mathbf{A}_{\mathrm{P}}\left(\mathrm{t}_{\mathrm{s}}^{(0)}\right) \cdot\left(\mathbf{p}+\mathbf{A}_{\omega}\left(\mathrm{t}_{\mathrm{s}}^{(0)}\right)\right)}{\mathbf{E}_{\omega}\left(\mathrm{t}_{\mathrm{s}}^{(0)}\right) \cdot\left(\mathbf{p}+\mathbf{A}_{\omega}\left(\mathrm{t}_{\mathrm{s}}^{(0)}\right)\right)} \tag{6.28}
\end{equation*}
$$

Thus, the corresponding perturbed complex-valued velocity reads (to first order in $\epsilon$ )

$$
\begin{equation*}
\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{s}^{\prime}\right)=\mathbf{v}^{(0)}\left(\mathbf{p}, \mathrm{t}_{s}^{(0)}\right)+\Delta \mathbf{v}\left(\mathbf{p}, \mathrm{t}_{s}^{(0)}\right)=\mathbf{p}+\mathbf{A}_{\omega}\left(\mathrm{t}_{s}^{(0)}\right)+\mathbf{A}_{P}\left(\mathrm{t}_{s}^{(0)}\right)-\mathbf{E}_{\omega}\left(\mathrm{t}_{s}^{(0)}\right) \mathrm{t}_{s}^{(1)} \tag{6.29}
\end{equation*}
$$

The expansion of the structure-dependent "phase"' leads to

$$
\begin{equation*}
\Phi\left(\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)=\Phi\left(\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{(0)}\right)\right)+\Delta \Phi\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{(0)}\right)=\Phi\left(\mathbf{v}^{(0)}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{(0)}\right)\right)+\nabla \Phi\left(\mathbf{v}^{(0)}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{(0)}\right)\right) \cdot \Delta \mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{(0)}\right) \tag{6.30}
\end{equation*}
$$

Since a first-order correction of the saddle-point time changes the SFA action only to second order, we can evaluate the action at the unperturbed saddle-point times $t_{s}^{(0)}$. The expansion of the action to first order in $\epsilon$ is given by

$$
\begin{equation*}
\mathrm{S}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)=\mathrm{S}_{\mathrm{SFA}}^{(0)}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{(0)}\right)+\Delta \mathrm{S}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{(0)}\right) \tag{6.31}
\end{equation*}
$$

We only need to take ionization from two consecutive cycles of the circularly-polarized $\omega$-field into account. Due to its periodicity, the unperturbed quantities evaluated at the two distinct saddle points have simple relations:

$$
\begin{equation*}
\mathfrak{t}_{\mathfrak{p}}^{(0)}=\mathrm{t}_{\mathfrak{m}}^{(0)}+\mathrm{T}_{\omega} \quad, \quad \mathbf{v}^{(0)}\left(\mathbf{p}, \mathrm{t}_{\mathfrak{p}}^{(0)}\right)=\mathbf{v}^{(0)}\left(\mathbf{p}, \mathrm{t}_{\mathfrak{m}}^{(0)}\right) \quad, \quad \text { and } \quad \Phi\left(\mathbf{v}^{(0)}\left(\mathbf{p}, \mathrm{t}_{\mathrm{p}}^{(0)}\right)\right)=\Phi\left(\mathbf{v}^{(0)}\left(\mathbf{p}, \mathrm{t}_{\mathfrak{m}}^{(0)}\right)\right) \tag{6.32}
\end{equation*}
$$

The difference of the unperturbed action phase between the two orbits is given by (with $\mathfrak{n} \in \mathbb{Z}$ )

$$
S_{\mathrm{SFA}}^{(0)}\left(\mathbf{p}, \mathrm{t}_{\mathrm{p}}^{(0)}\right)-\mathrm{S}_{\mathrm{SFA}}^{(0)}\left(\mathbf{p}, \mathrm{t}_{\mathrm{m}}^{(0)}\right)=\left(\mathrm{I}_{\mathrm{p}}+\mathrm{U}_{\mathrm{p}}+\frac{\mathbf{p}^{2}}{2}\right) \mathrm{T}_{\omega}= \begin{cases}2 \pi n & , \text { at ATI peaks }  \tag{6.33}\\ \pi(2 n+1) & , \text { at sidebands }\end{cases}
$$

In the following, we will only consider the signal on the ATI peaks and sidebands defined by the fundamental field. For case distinction, an upper index will always denote the ATI peak result whereas a lower index marks the sideband result.

We investigate the relations of the corrections of the action and "phase" for the two saddle-points $t_{p}^{\prime}$ and $t_{m}^{\prime}$. For the perturbation of the vector potential, we have $\mathbf{A}_{P}\left(t_{p}^{(0)}\right)=-\mathbf{A}_{P}\left(t_{m}^{(0)}\right)$. Thus, we find

$$
\begin{equation*}
\Delta \mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{p}}^{(0)}\right)=-\Delta \mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{m}}^{(0)}\right) \quad \Rightarrow \quad-\Delta \Phi\left(\mathbf{p}, \mathrm{t}_{\mathrm{p}}^{(0)}\right)=\Delta \Phi\left(\mathbf{p}, \mathrm{t}_{\mathrm{m}}^{(0)}\right)=: \Delta \Phi \tag{6.34}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
-\operatorname{Im}\left[\Delta S\left(\mathbf{p}, \mathrm{t}_{\mathrm{p}}^{(0)}\right)\right]=\operatorname{Im}\left[\Delta \mathrm{S}\left(\mathbf{p}, \mathrm{t}_{\mathrm{m}}^{(0)}\right)\right]:=\operatorname{Im} \Delta \mathrm{S}_{\mathfrak{m}} \tag{6.35}
\end{equation*}
$$

We define the difference in the action $\Delta S=\Delta S\left(\mathbf{p}, \mathrm{t}_{\mathrm{m}}^{(0)}\right)-\Delta \mathrm{S}\left(\mathbf{p}, \mathrm{t}_{\mathrm{p}}^{(0)}\right)$, which satisfies $\operatorname{Im} \Delta S=2 \operatorname{Im} \Delta S_{m}$.
Using the expansion of the action and of the "phase" to first order in $\epsilon$, the signal of Eq. (6.24) can be approximated as

$$
\begin{align*}
w(\mathbf{p}) & \approx w^{(0)}(\mathbf{p})\left|\mathrm{e}^{\mathrm{i}\left(\Delta \Phi\left(\mathbf{p}, \mathrm{t}_{m}^{(0)}\right)+\Delta \mathrm{S}\left(\mathbf{p}, \mathrm{t}_{m}^{(0)}\right)\right)} \pm \mathrm{e}^{\mathrm{i}\left(\Delta \Phi\left(\mathbf{p}, \mathrm{t}_{\mathrm{p}}^{(0)}\right)+\Delta \mathrm{S}\left(\mathbf{p}, \mathrm{t}_{p}^{(0)}\right)\right)}\right|^{2}  \tag{6.36}\\
& =w^{(0)}(\mathbf{p})\left|\mathrm{e}^{\mathrm{i}\left(\Delta \Phi+\mathrm{i} \operatorname{Im} \Delta \mathrm{~S}_{\mathrm{m}}\right)} \pm \mathrm{e}^{\mathrm{i}\left(-\Delta \Phi-\mathrm{i} \operatorname{Im} \Delta \mathrm{~S}_{\mathrm{m}}-\operatorname{Re} \Delta \mathrm{S}\right)}\right|^{2}
\end{align*}
$$

Here, $w^{(0)}(\mathbf{p})$ is the unperturbed signal for pure circular polarization. As expected, if the probe pulse is switched off, the sideband signal vanishes due to destructive interference, whereas constructive interference occurs on the ATI peaks. For weak perturbations, the arguments of the exponential function are small so that we can use a Taylor expansion. In addition, we assume that the change of the structure-dependent "phase" $\Delta \Phi$ is small compared to the difference in the action $\Delta \mathrm{S}$. When neglecting second-order terms in $\Delta \Phi$ and terms higher than $\epsilon^{2}$, Equation (6.36) can be rewritten as

$$
w(\mathbf{p})=w^{(0)}(\mathbf{p}) \begin{cases}4-\operatorname{Re}\left(\Delta \mathrm{S}^{2}\right)-4 \operatorname{Re}(\Delta \mathrm{~S} \Delta \Phi)+\ldots & , \text { at ATI peaks }  \tag{6.37}\\ \mid \Delta S^{2}+4 \operatorname{Re}\left(\Delta S^{*} \Delta \Phi\right)+\ldots & , \text { at sidebands }\end{cases}
$$

For the further analysis, we have to explicitly evaluate the quantities $\Delta \mathrm{S}$ and $\Delta \Phi$. To this end, we define the real-valued coefficient functions

$$
\begin{align*}
A_{1}=\frac{1}{\omega}\left(p_{\perp}+A_{0}\right) \cosh \left(\frac{\omega \tau_{i}}{2}\right), & A_{2}=\frac{1}{\omega}\left(p_{\perp}-A_{0}\right) \sinh \left(\frac{\omega \tau_{i}}{2}\right) \\
B_{1}=-\frac{A_{0}}{p_{\perp}} \cosh \left(\frac{\omega \tau_{i}}{2}\right), & B_{2}=-\frac{p_{\perp}-A_{0} \chi}{p_{\perp} \sqrt{\chi^{2}-1}} \sinh \left(\frac{\omega \tau_{i}}{2}\right)  \tag{6.38}\\
C_{1}=+\frac{A_{0}}{p_{\perp}} \sinh \left(\frac{\omega \tau_{i}}{2}\right), & C_{2}=-\frac{p_{\perp}-A_{0} \chi}{p_{\perp} \sqrt{\chi^{2}-1}} \cosh \left(\frac{\omega \tau_{i}}{2}\right)
\end{align*}
$$

with $\tau_{i}$ and $\chi$ defined in Eq. (6.25). Using Eq. (6.27), the action correction $\Delta S$ reads

$$
\begin{equation*}
\Delta S=\int_{t_{p}^{(0)}}^{t_{m}^{(0)}} d t \mathbf{A}_{P}(t) \cdot\left(\mathbf{p}+\mathbf{A}_{\omega}(\mathrm{t})\right)=8 \in A_{0}\left[A_{1} \sin \left(\frac{\phi_{\mathbf{p}}-\alpha}{2}\right)-\mathrm{i} A_{2} \cos \left(\frac{\phi_{\mathbf{p}}-\alpha}{2}\right)\right] \tag{6.39}
\end{equation*}
$$

Importantly, according to Eq. (6.30), the correction of the "phase" $\Delta \Phi$ is a linear function of the gradient of the quantity $\Phi$. We can write this correction as

$$
\begin{align*}
\Delta \Phi=2 \epsilon A_{0} & {\left[\left(\mathrm{~B}_{1} \cos \left(\frac{\phi_{\mathbf{p}}-\alpha}{2}\right)+\mathrm{iC}_{1} \sin \left(\frac{\phi_{\mathbf{p}}-\alpha}{2}\right)\right)\left(\mathbf{e}_{\perp} \cdot \nabla \Phi\right)\right.} \\
& \left.+\left(\mathrm{B}_{2} \sin \left(\frac{\phi_{\mathbf{p}}-\alpha}{2}\right)+\mathrm{iC}_{2} \cos \left(\frac{\phi_{\mathbf{p}}-\alpha}{2}\right)\right)\left(\mathbf{e}_{\|} \cdot \nabla \Phi\right)\right] \tag{6.40}
\end{align*}
$$

where we use the unit vectors $\mathbf{e}_{\perp}$ and $\mathbf{e}_{\|}$that are perpendicular and antiparallel to $\mathbf{E}_{\omega}\left(\operatorname{Re} t_{s}^{(0)}\right)$. We omit the argument $\mathbf{v}^{(0)}\left(\mathbf{p}, \mathbf{t}_{\mathrm{s}}^{(0)}\right)$ of the gradient $\nabla \Phi$.

Using Eqs. (6.39) and (6.40), the electron signal of Eq. (6.37) for ATI rings and sidebands can be expressed as

$$
\begin{equation*}
w(\mathbf{p})=w^{(0)}(\mathbf{p})\left[(2 \pm 2) \mp 32 \epsilon^{2} \mathcal{A}_{0}^{2}\left(\eta_{ \pm}-\kappa_{ \pm} \cos \left(\phi_{\mathbf{p}}-\alpha\right)-\delta_{ \pm} \sin \left(\phi_{\mathbf{p}}-\alpha\right)\right)\right] \tag{6.41}
\end{equation*}
$$

The introduced quantities $\eta_{ \pm}, \kappa_{ \pm}$and $\delta_{ \pm}$depend on the laser parameters, on the final momentum $\mathbf{p}$ and on the gradient $\nabla \Phi$, but not on the relative phase $\alpha$. An explicit calculation results in

$$
\begin{align*}
\delta_{ \pm} & =-\left(A_{1} B_{1} \pm A_{2} C_{1}\right) \operatorname{Re}\left(\mathbf{e}_{\perp} \cdot \nabla \Phi\right)+\left(A_{1} C_{2} \mp A_{2} B_{2}\right) \operatorname{Im}\left(\mathbf{e}_{\|} \cdot \nabla \Phi\right) \\
& =-\frac{A_{0}}{p_{\perp} \omega}\left(-\operatorname{Re}\left(\mathbf{e}_{\perp} \cdot \nabla \Phi\right)+\frac{p_{\perp}-A_{0} \chi}{A_{0} \sqrt{\chi^{2}-1}} \operatorname{Im}\left(\mathbf{e}_{\|} \cdot \nabla \Phi\right)\right) \tilde{\delta}_{ \pm} \tag{6.42}
\end{align*}
$$

with the definitions $\tilde{\delta}_{+}=A_{0} \chi+p_{\perp}$ and $\tilde{\delta}_{-}=p_{\perp} \chi+A_{0}$. We want to compare this expression to the position offsets of the unperturbed electron wave packet, i.e., to the derivatives of the real-valued momentum-space phase. In the MO-SFA framework, the perpendicular component of the position offsets is given by Eq. (6.18). The evaluation for a circularly-polarized $\omega$-field leads to the expression

$$
\begin{align*}
\Delta r_{\perp} & =-\mathbf{e}_{\perp} \cdot \nabla_{\mathbf{p}} \operatorname{Re}\left(\Phi\left(\mathbf{v}^{(0)}\left(\mathbf{p}, \mathrm{t}_{s}^{(0)}\right)\right)\right)=-\mathbf{e}_{\perp} \cdot \operatorname{Re}\left(\frac{\partial \mathbf{v}^{(0)}\left(\mathbf{p}, \mathrm{t}_{s}^{(0)}\right)}{\partial \mathbf{p}} \nabla \Phi\right) \\
& =\frac{\chi \mathcal{A}_{0}}{\mathrm{p}_{\perp}}\left(-\operatorname{Re}\left(\mathbf{e}_{\perp} \cdot \nabla \Phi\right)+\frac{\mathrm{p}_{\perp}-A_{0} \chi}{A_{0} \sqrt{\chi^{2}-1}} \operatorname{Im}\left(\mathbf{e}_{\|} \cdot \nabla \Phi\right)\right) \tag{6.43}
\end{align*}
$$

Here, the " $\Delta$ " indicates that we are only considering the orientation-dependent part of the local position that is induced by the prefactor in the strong-field approximation. In general for asymmetric molecules, the quantity in Eq. (6.43) can differ from the relative position offsets defined in Eq. (6.13) by an orientation-independent shift. However, for the special case of $\mathrm{H}_{2}$, the symmetry enforces that the quantities of Eqs. (6.13) and (6.43) are equal.

Importantly, we find that the quantity $\delta_{ \pm}$in the signal of Eq. (6.41) is proportional to the structuredependent position offset $\Delta r_{\perp}$ of Eq. (6.43):

$$
\begin{equation*}
\delta_{ \pm}=-\frac{\tilde{\delta}_{ \pm}}{\omega \chi} \Delta r_{\perp} \tag{6.44}
\end{equation*}
$$

Hence, we showed within the MO-SFA framework that the experimentally-accessible electron signal in the two-color field contains information on the perpendicular component $\Delta r_{\perp}$ of position offsets from molecular strong-field ionization in the $\omega$-field (the parallel component does not influence the signal). This assumption was already made in Refs. [69, 377], but not formally derived.

## How to extract the position offsets?

To this end, we study the electron distribution in the two-color field approximated by Eq. (6.41). In the special case of an initial s state for an atom, the first factor $w^{(0)}$ for pure circular polarization is independent of the angle $\phi_{\mathbf{p}}$, the coefficients $\eta_{ \pm}, \kappa_{ \pm}$are also isotropic and the position offsets $\Delta r_{\perp}$ vanish. In agreement with the numerical results in Fig. 6.10(b), the angular modulation of the signal is determined by the $\cos \left(\phi_{\mathrm{p}}-\alpha\right)$ term in Eq. (6.41). Thus, a change of the relative phase $\alpha$ is equivalent to a change in the orientation of the interference pattern. On the other hand, for molecules, the first factor $w^{(0)}$, the coefficients $\eta_{ \pm}, \kappa_{ \pm}$and also the position offsets $\Delta r_{\perp}$ generally depend on the direction of the final momentum $\mathbf{p}$. As a result, for a fixed relative phase $\alpha$ and a fixed molecular axis $\mathbf{R}$, the dependence of the yield on the angle $\phi_{\mathbf{p}}$ is strongly influenced by the angle-dependent ionization probability $w^{(0)}$ for pure circular polarization. This makes it more difficult to access the position offsets $\Delta r_{\perp}$. We believe that the recent experiment on CO with a scheme similar to HASE suffers from this problem [421].

Instead of studying the yield as a function of the angle $\phi_{p}$, the signal can also be investigated as a function of the relative phase $\alpha$ between the two colors at a fixed final momentum $\mathbf{p}$ and for a fixed molecular orientation. Then, the variation of the yield as a function of $\alpha$ is solely determined by the $\cos \left(\phi_{\mathbf{p}}-\alpha\right)$ term and the $\sin \left(\phi_{\mathbf{p}}-\alpha\right)$ term in Eq. (6.41). Here, the first factor $w^{(0)}$ and the quantities $\eta_{ \pm}, \kappa_{ \pm}, \delta_{ \pm}$are kept fixed. Thus, for a given momentum $\mathbf{p}$ on an ATI peak (sideband), the optimal relative phase $\alpha_{\text {opt }}$ that maximizes (minimizes) the signal is given by the simple relation

$$
\begin{equation*}
\tan \left(\phi_{\mathbf{p}}-\alpha_{\mathrm{opt}}\right)=\frac{\delta_{ \pm}}{\kappa_{ \pm}}=-\frac{\tilde{\delta}_{ \pm}}{\omega \chi \kappa_{ \pm}} \Delta \mathrm{r}_{\perp} . \tag{6.45}
\end{equation*}
$$

In Eq. (6.45), the quantities $\kappa_{ \pm}$have the form

$$
\begin{equation*}
\kappa_{ \pm}=A_{1}^{2} \pm A_{2}^{2}+\mathbf{b} \cdot \nabla \Phi \tag{6.46}
\end{equation*}
$$

with coefficients $A_{1}, A_{2}$ defined in Eq. (6.38) and a function $\mathbf{b}$ of the final momentum $\mathbf{p}, \mathrm{I}_{\mathrm{p}}$ and $A_{0}$. Even though, in principle, $\kappa_{ \pm}$also depends on the target structure because of the gradient $\nabla \Phi$, we find that, in practice, the first structure-independent terms dominate for small molecules. Hence, we neglect the last term proportional to $\nabla \Phi$ in $\kappa_{ \pm}$.

For vanishing position offsets, the yield as a function of $\alpha$ is maximized (minimized) at $\alpha_{\text {opt }}=\phi_{\mathrm{p}}$ for ATI peaks (sidebands). Usually, for small molecules, the offset $\Delta \alpha_{\mathrm{opt}}=\alpha_{\mathrm{opt}}-\phi_{\mathrm{p}}$ of the optimal phase compared to the angle $\phi_{\mathrm{p}}$ is sufficiently small so that Eq. (6.45) can be linearized. Hence, we get an analytical mapping of the experimentally-accessible offset $\Delta \alpha_{\text {opt }}$ of the optimal phase to the position offset $\Delta \mathrm{r}_{\perp}$

$$
\begin{equation*}
\Delta \alpha_{\mathrm{opt}} \approx \frac{\tilde{\delta}_{ \pm}}{\omega \chi \kappa_{ \pm}} \Delta \mathrm{r}_{\perp} \tag{6.47}
\end{equation*}
$$

where the coefficients are given by $\kappa_{+}=\left(\left(A_{0}^{2}+p_{\perp}^{2}\right) \chi+2 A_{0} p_{\perp}\right) / \omega^{2}$ and $\kappa_{-}=\left(\left(A_{0}^{2}+p_{\perp}^{2}\right)+2 A_{0} p_{\perp} \chi\right) / \omega^{2}$ as well as $\tilde{\delta}_{+}=A_{0} \chi+p_{\perp}$ and $\tilde{\delta}_{-}=p_{\perp} \chi+A_{0}$ with $\chi=\frac{1}{2 A_{0} p_{\perp}}\left[p_{\perp}^{2}+A_{0}^{2}+2 I_{p}\right] \in \mathbb{R}$. As a result, we find that, for a fixed momentum $\mathbf{p}$ and a fixed molecular axis $\mathbf{R}$, the variation of the yield as the function of the relative phase $\alpha$ can be considered to measure position offsets $\Delta r_{\perp}$. We confirm the assumption of Refs. $[377,419]$ that the offset $\Delta \alpha_{\text {opt }}$ of the optimal phase is uniquely linked to the position offset $\Delta r_{\perp}$ and that this mapping is not influenced by other molecule-specific quantities (such as the orientation dependence of the yield).

The presented scheme is similar to the phase-of-the-phase (PoP) spectroscopy [422-425]. In PoP spectroscopy, parallel two-color fields are used and the yield is studied as a function of the relative phase between a strong fundamental field and a weak second-harmonic probe field. Then, the phase-of-the-phase which maximizes the ionization yield at a given momentum can be used to investigate the ionization process. The important difference is that the HASE scheme considers changes of an interference pattern caused by a probing field with half of the fundamental frequency.

On the first glance, the problem with an orientation-dependent yield was avoided in a slightly different way in the recent work [377]. In the experiment by Trabert et al. using the COLTRIMS technique, the orientation of the two-color field in space was fixed, but the measurement contained the distributions for all possible orientations of the molecular axis. In their analysis, all configurations with a given relative orientation $\beta$ were selected. Hence, a momentum distribution for a given $\beta$ (see for example Fig. 2(b) of Ref. [377]) contains events corresponding to different absolute orientations of the molecule in laboratory frame. On the other hand, the orientation of the Lissajous figure of the vector potential in the laboratory frame can be varied by the relative phase $\alpha$ (see the schematic sketch of Fig. 6.11(a)). Hence, the special selection of events and the analysis of the signal as a function of $\phi_{\mathbf{p}}$ in Ref. [377] is equivalent to the approach described above, i.e., using a fixed final momentum and molecular orientation (in the laboratory frame) and analyzing the yield as a function of the relative phase $\alpha$. From a theoretical perspective, however, it is more intuitive to work with a molecule fixed in the laboratory frame.

## Dependence on the laser parameters

The sensitivity of the HASE interferometer is mainly determined by modulation depth of the signal as a function of $\alpha$ and by the conversion of a position offset $\Delta r_{\perp}$ to a phase offset $\Delta \alpha_{\text {opt }}$. According to Eq. (6.41), the signal modulation of the ATI peaks is approximately given by $8 \epsilon^{2} A_{0}^{2} \kappa_{+}$. For adiabatic conditions, the modulation depth is proportional to $\epsilon^{2} E_{0}^{4} / \omega^{6}$ (at $p_{\perp}=A_{0}$ ) and can be controlled by the relative field strength $\epsilon$. On the other hand, the conversion factor of Eq. (6.47) only depends on the properties of the fundamental laser field, the ionization potential and the magnitude of the momentum $p_{\perp}$. Hence, as long as the probe field is sufficiently weak, the mapping is independent of the probe-field strength. For adiabatic ionization conditions, the conversion factor scales with $\Delta \alpha_{\text {opt }} / \Delta r_{\perp} \propto \omega^{2} / E_{0}$, i.e., with the inverse of the position-space quiver amplitude of the electron in the fundamental field. Thus, the HASE interferometer is less sensitive to position offsets for longer wavelengths.
(a)



Figure 6.11: Geometry of the HASE interferometer. (a) The orientation of the vector potential (black line) of the co-rotating twocolor laser field can be varied by the relative phase $\alpha$. For a given final momentum $\mathbf{p}$ and a fixed molecular orientation $\beta$, the relative phase of the probe field $\alpha$ is scanned and the yield is recorded. From the offset $\Delta \alpha_{\mathrm{opt}}=\alpha_{\mathrm{opt}}-\phi_{\mathrm{p}}$ of the optimal phase, the position offsets $\Delta r_{\perp}$ can be reconstructed. (b) Conversion factor of position offsets $\Delta r_{\perp}$ to offsets $\Delta \alpha_{\text {opt }}$ of the optimal phase as a function of the momentum $p_{\perp}$ for 800 nm fundamental wavelength and $2 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity. In addition to the factor (6.47) from the quantum-orbit model (blue lines), the conversion factor used by Eckart in Ref. [69] is shown as gray line.

Figure 6.11(b) shows the conversion factor of Eq. (6.47) as a function of the momentum component $p_{\perp}$ for 800 nm fundamental wavelength and $2 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity. Compared to the previously-used retrieval algorithm by Eckart [69] based on an adiabatic semiclassical model, we find significantly smaller conversion factors for both ATI peaks and sidebands. Hence, once again, we observe a decisive influence of nonadiabatic effects in circularly-polarized fields. Interestingly, for $p_{\perp} \neq A_{0}$, Equation (6.47) predicts systematically different offsets $\Delta \alpha_{\text {opt }}$ for the sidebands and for the ATI rings (due to the different conversion factors).

In the recent experimental work [377], the conversion factor by Eckart based on a semiclassical model was used which does not discriminate between ATI peaks and sidebands. There, in order to avoid the systematic difference between both kinds of peaks, the authors first determined the envelope of the momentum distribution as a function of $p_{\perp}$ for fixed $\alpha$ and fixed $\phi_{p}$, e.g., by Fourier filtering. Afterwards a "normalized" distribution, i.e., the division of the full distribution by the envelope, was considered in the analysis. When applying this normalization approach to the distribution of Eq. (6.41) obtained in the quantum-orbit model, we can approximate the envelope at each $p_{\perp}$ by the sum of the expressions for ATI peaks and for sidebands. For the corresponding normalized distribution, we find that the systematic difference of the phase offset $\Delta \alpha_{\text {opt }}$ between ATI peaks and sidebands indeed vanishes. The effective conversion factor is then given by the factor for the sidebands in Eq. (6.47). However, for numerical reasons, we do not use this normalization approach in the following and instead we stick to the theory of Eq. (6.47) with different conversion factors for ATI peaks and for sidebands.

### 6.3.3 Results for a short-range potential

In this section, we conduct numerical experiments to simulate the HASE interferometer by means of TDSE calculations. We extract the orientation-dependent position offsets in molecular ionization by analyzing experimentally-accessible interference structures in the photoelectron momentum distributions for the two-color field. In addition, we independently determine the offsets from the momentum-space phase of the liberated electron wave packet created by strong-field ionization in a circularly-polarized field with fundamental frequency $\omega$ (see Eq. (6.2)). To verify the HASE scheme, both results are compared to each other.

We first avoid the complications by a Coulombic tail of the potential by studying the HASE interferometer for a short-range model of $\mathrm{H}_{2}$ with the potential (6.11). To calculate the photoelectron momentum distributions for ionization by the co-rotating two-color field (6.23), we solve the TDSE numerically on Cartesian grids as described in Section 6.2.2. Here, the molecular axis is fixed along the $x$-direction, i.e., the molecular frame is equal to the laboratory frame. The laser pulse has a trapezoidal envelope with
$8 \mathrm{~T}_{\omega}$-cycles of constant intensity. To minimize envelope effects, the electron momentum distributions are averaged over 16 values of the CEP between $-2 \pi$ and $2 \pi .{ }^{12}$ The fundamental field has a wavelength of 800 nm wavelength and an intensity of $2 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$, i.e., a vector potential of $A_{0}=0.932$ a.u. The applied probe field has a relative field strength $\epsilon=0.003$. For these parameters, the modulation of the yield on the ATI rings is on the order of $20 \%$. The simulations are repeated for 180 values of the relative phase $\alpha$ between the fundamental and the probe field, using the range from $-\pi$ to $\pi$. The setting is sketched in Fig. 6.11(a).


Figure 6.12: Experimentally-accessible observables to retrieve the orientation-dependent position offsets. (a) Signal modulation as a function of the relative phase $\alpha$ for a given final momentum $\mathbf{p}=(0.948,0.460)$ a.u. $\left(\phi_{\mathbf{p}}=25.9^{\circ}\right)$ on a sideband extracted from TDSE simulations (blue line). The truncated Fourier series is shown as black line and the retrieved optimal phase $\alpha_{\text {opt }}$ is indicated as dashed vertical line. (c) Phase offset $\Delta \alpha_{\mathrm{opt}}=\alpha_{\mathrm{opt}}-\phi_{\mathrm{p}}$ in degrees as a function of the momenta $\mathbf{p}$. (b) Lineout of the phase offset as a function of the relative orientation $\beta$ for a sideband centered at $p_{\perp} \approx 1.05 \mathrm{a} . \mathrm{u}$. The (small) orange points indicate the results for all neighboring momenta on the Cartesian grid. The blue curve shows the extracted dependence on an equally-spaced grid in $\beta$.

The TDSE simulations provide a sequence of 2D electron momentum distributions parameterized by the relative phase $\alpha$. Each distribution corresponds to another orientation of the vector potential of the two color field in the laboratory frame. For a given final electron momentum $\mathbf{p}$, we consider the variation of the signal as a function of the relative phase $\alpha$. An example for a momentum on a sideband is shown in Fig. 6.12(a). As explained above, the variation of the yield is caused by the interference between two wave packets detached in two consecutive cycles of the fundamental field. Since the signal versus $\alpha$ is $2 \pi$-periodic, for each final momentum $p$, the change of the yield can be represented by a Fourier series

$$
\begin{equation*}
w(\mathbf{p}, \alpha)=\frac{\mathrm{B}_{0}(\mathbf{p})}{2}+\sum_{\mathrm{k}=1}^{\mathrm{N}} \mathrm{~B}_{\mathrm{k}}(\mathbf{p}) \cos \left(\mathrm{k}\left(\alpha-\alpha_{\mathrm{k}}(\mathbf{p})\right)\right) \tag{6.48}
\end{equation*}
$$

In agreement with the predicted $\alpha$-dependence of the quantum-orbit model (6.41), the fundamental component with $k=1$ is found to dominate over higher-harmonic contributions for sufficiently small relative field strength $\epsilon$. An example for the truncation of the series at $N=1$ is shown as black line in Fig. 6.12(a). For each final momentum p, the optimal phase $\alpha_{\text {opt }}$ is approximated by the value $\alpha_{1}(\mathbf{p})$. As expected from the quantum-orbit model (6.45), for a short-range potential, the optimal phase $\alpha_{\text {opt }}$ roughly follows the angle $\phi_{\mathrm{p}}$ in the polarization plane.

The subtraction of the structure-independent angle $\phi_{\mathrm{p}}$ from the optimal phase $\alpha_{\text {opt }}$ results in the offset $\Delta \alpha_{\text {opt }}=\alpha_{\text {opt }}-\phi_{\mathrm{p}}$ of the optimal phase. This offset $\Delta \alpha_{\text {opt }}$ clearly shows an orientation-dependent modulation with sign changes for the different quadrants (see Fig. 6.12(c)). Here, we selected regions

[^42]around the ATI rings and sidebands to avoid problems for low signal in between the peaks. The phase offsets vary on the order of one degree as a function of both the angle $\phi_{\mathrm{p}}$ as well as the magnitude $p_{\perp}$. Due to the fixed molecular axis (along the x-axis), a variation of the optimal phase as a function of $\phi_{\mathbf{p}}$ is directly related to a modulation with respect to the relative orientation between the final momentum and the molecular axis. The mapping of the angle $\phi_{p}$ of the momentum in the polarization plane and the relative angle $\beta$ is given by $\beta=90^{\circ}-\phi_{\mathrm{p}}$. To extract the offset $\Delta \alpha_{\mathrm{opt}}$ as a function of the relative angle $\beta$ for a given peak, we consider the offsets for all momenta on the Cartesian grid in the vicinity of the peak and apply a moving average to define a single value on an equally-spaced grid for $\beta$. For a sideband at $p_{\perp} \approx 1.05$ a.u., Figure $6.12(\mathrm{~b})$ shows the phase offsets $\Delta \alpha_{\mathrm{opt}}$ at the selected momenta on the Cartesian grid as orange points and the extracted smooth function as blue line.

The offsets $\Delta \alpha_{\text {opt }}$ of the phase as a function of the lateral momenta $p_{\perp}$ and the relative orientation $\beta$ contain all information that is needed to reconstruct the perpendicular component $\Delta r_{\perp}$ of the position offsets or, to phrase it otherwise, of the phase gradients of the wave packet. To this end, we use the mapping (6.47) derived in the quantum-orbit model and convert the phase offsets $\Delta \alpha_{\text {opt }}$ to the position offset $\Delta r_{\perp}$. For selected ATI rings and sidebands, the results $\Delta r_{\perp}$ are shown as a function of the orientation $\beta$ in Fig. 6.13. Importantly, we only used the experimentally-accessible information on the variation of the yield as a function of the relative phase $\alpha$ in this numerical experiment.


Figure 6.13: Reconstructed orientation-dependent position offsets for a short-range potential. The results based on the HASE scheme are shown for selected sidebands and ATI peaks in panels (a) and (b), respectively. The corresponding momenta $p_{\perp}$ are indicated in the legends. For comparison, the results based on the phase gradient of the continuum wave packet from ionization in the fundamental field are shown as dashed lines in panel (a).

To benchmark the results from HASE, we consider ionization of $\mathrm{H}_{2}$ by the fundamental field and determine the position offsets from the phase of the continuum wave packet (similar to Section 6.2.3). This purely theoretical approach is independent of the numerical HASE experiment performed above. Since the position offsets are influenced by nonadiabatic effects (see Section 6.2.3), we use the same envelope of the laser pulse as in the HASE simulations. Due to intercycle interference, we can only extract the phase of the wave packet in momentum space at the positions of the ATI peaks. At the sidebands of HASE scheme, the derivative of the phase in Eq. (6.2) can be approximated by using the neighboring ATI peaks. For each sideband, we extract the orientation-dependent variation of the position offsets by subtraction of the average value over all possible orientations $\beta$ (analogous to the procedure in Eq. (6.13)). The theoretical results from the derivative of the phase are shown in Fig. 6.13(a) as dashed lines. For the shown peaks, the phase gradient results from TDSE are in remarkable agreement with the position offsets extracted using the HASE scheme. In agreement with Section 6.2, the orientation dependence of the position offsets approximately follows a $\sin (2 \beta)$ function.

To quantitatively compare the position offsets, we use again the ansatz $\Delta r_{\perp}=\Delta r_{\perp}^{\max } \sin \left(2\left(\beta-\beta_{\perp}^{\text {def }}\right)\right)$ of Eq. (6.15). ${ }^{13}$ Here, $\Delta r_{\perp}^{\max }$ represents the modulation depth of the position offset and the deflection angle $\beta_{\perp}^{\text {def }}$ determines for which orientations $\beta$ the offsets vanish. The results are presented in Fig. 6.14(a) and (b). The deflection angles $\beta_{\perp}^{\text {def }}$ are very small over the main part of the lateral distribution indicating
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Figure 6.14: Reconstructed quantities of the HASE interferometer for a short-range potential. (a) Amplitude $\Delta r_{\perp}^{\max }$ of the orientation-dependent position offsets and (b) deflection angle $\beta_{\perp}^{\text {def }}$ calculated by a Fourier expansion (see Eq. (6.15)). (c) Expectation value of the phase offset $\Delta \alpha_{\text {opt }}$. In addition to the results from the interferometric approach for ATI peaks (solid blue lines) and sidebands (dashed blue lines), the results based on the phase gradient of the continuum wave packet from ionization in the fundamental field are depicted as gray thick line in panel (a). (d)-(f) Lateral momentum distribution for the two-color field.
that the perpendicular position offsets maximize (minimize) at $45^{\circ}\left(-45^{\circ}\right)$ and vanish for parallel or perpendicular alignment. The modulation amplitudes $\Delta r_{\perp}^{\max }$ extracted from the ATI peaks and from the sidebands are in perfect agreement. This shows that the separate conversion factors of Eq. (6.47) for both types of peaks work well. The results from the HASE interferometer are in excellent agreement with the directly-calculated phase derivatives (see Fig. 6.14(a)). Especially, the decisive momentum dependence related to nonadiabatic effects is well reproduced by the interferometric approach. The small, but visible deviations in Fig. 6.14(a) at large perpendicular momenta are likely to be caused by an insufficient resolution of the ATI rings in the simulations on Cartesian grids.

### 6.3.4 Results for a long-range potential

For a more realistic investigation, we apply the HASE interferometer to molecular hydrogen modeled by a potential $V$ that behaves at large distances $r$ like a Coulomb potential $-1 / r$. To this end, we repeat the TDSE simulations for the long-range potential of Eq. (6.10). ${ }^{14}$ Due to Coulomb interaction, even for atoms, the optimal phase $\alpha_{\text {opt }}$ differs from the angle $\phi_{\mathrm{p}}$ in the polarization plane (see also Fig. 6.10). This effect is also present in the simulations for molecules. For the short-range potential used in Section 6.3.3, the expectation value $\left\langle\Delta \alpha_{\mathrm{opt}}\right\rangle_{\beta}$ obtained by averaging $\Delta \alpha_{\mathrm{opt}}=\alpha_{\mathrm{opt}}-\phi_{\mathrm{p}}$ over all molecular orientation at fixed perpendicular momentum $p_{\perp}$ vanishes in agreement wit the potential-free quantum-orbit model (see Fig. 6.14(c)). However, for long-range potentials, the expectation value $\left\langle\Delta \alpha_{\text {opt }}\right\rangle_{\beta}$ is nonzero (see Fig. 6.16(c)). Since this offset is mostly induced by the long-range tail of the potential, we expect that it depends only weakly on the molecular orientation.

To convert the offsets $\Delta \alpha_{\text {opt }}$ of the optimal phase to the position offset $\Delta r_{\perp}$, we still want to use the conversion factor (6.47) that was derived in the Coulomb-free quantum-orbit model. Furthermore, we are only interested in the relative change of the position offsets as a function of the emission direction relative to the molecular axis. Hence, similar to Ref. [377], we first subtract the reference values $\left\langle\Delta \alpha_{\text {opt }}\right\rangle_{\beta}$ from the phase offsets $\Delta \alpha_{\text {opt }}$ and, afterwards, we apply the conversion factor to extract the position offsets. ${ }^{15}$ Figure 6.15 shows the reconstructed results as a function of the relative orientation $\beta=90^{\circ}-\phi_{\mathbf{p}}$ for selected sidebands and ATI peaks. Despite the presence of the long-range potential, the reconstructed position offsets are similar to the short-range simulation. For comparison,
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Figure 6.15: Reconstructed orientation-dependent position offsets as in Fig. 6.13, but for a long-range potential. The results based on the HASE scheme are shown for selected sidebands and ATI peaks in panels (a) and (b), respectively. For comparison, the results based on the phase gradient of the continuum wave packet from ionization in the fundamental field are shown as dashed lines in panel (a).
we again consider ionization of the long-range model by the fundamental field and determined the position offsets from the phase of the continuum wave packet. The position offsets from the derivative of the continuum phase are shown in Fig. 6.15(a) as dashed lines. Generally, the results from the HASE scheme and from the phase derivative also match well for the used long-range potential.

In agreement with the findings in Section 6.2.3, the derivative of the (asymptotic) phase shows an attoclock-like rotation with deflection angles $\beta_{\perp}^{\text {def }}$ between six and eight degrees in the relevant $p_{\perp^{-}}$ range. However, the orientation dependence of the position offset from HASE is nearly uninfluenced by the Coulomb potential. The deflection angles $\beta_{\perp}^{\text {def }}$ are about two degrees for momenta close to the maximum of the lateral distribution (see Fig. 6.16(b)). The approximate invisibility of Coulomb effects was also observed in other approaches with two-color fields. An example is the streaking of electron with a weak external electric field that is polarized perpendicular to a strong linear driving field [367, 426]. Similar to these situations, we believe that the absence of an attoclock rotation is at least partially related to the use of a Coulomb-free phase-offset-to-position-offset mapping.

The amplitudes $\Delta r_{\perp}^{\max }$ of the position offsets depend strongly on the momentum $p_{\perp}$ (see Fig. 6.16(a)). For the laser parameters at hand, the comparison with the short-range potential shows that this is again mostly caused by the influence of nonadiabaticity. For momenta $p_{\perp}$ slightly smaller than the maximum of the lateral distribution, the amplitudes $\Delta r_{\perp}^{\max }$ from the HASE scheme and from the derivative of the


Figure 6.16: Reconstructed quantities of the HASE interferometer as in Fig. 6.16, but for a long-range potential (red lines). For comparison, the results for a short-range potential are shown as pale blue lines. In addition, the results based on the phase gradient of the continuum wave packet from ionization in the fundamental field are shown in panel (a) for the long-range potential (black thick line) and for the short-range potential (gray thick line).
phase are in very good agreement. However, at large $p_{\perp}$, the HASE interferometer leads to systematically smaller values compared to the derivative of the phase. Interestingly, the results from HASE for a long-range and a short-range potential are also in very good agreement for large $p_{\perp}$.

Our theoretical study based on TDSE simulations shows that, for a fundamental field with 800 nm wavelength, Coulomb effects modify only weakly the operating principle of the HASE interferometer. Using the Coulomb-free retrieval procedure based on a quantum-orbital model, the reconstructed position offsets are in satisfying agreement with the results from the derivative of the phase in a single-color simulation. Thus, the presented results confirm many predictions that were made in Ref. [69] based on a semiclassical model. However, the weak influence of the long-range potential on the HASE interferometer leaves some room for speculations. For example, whether the HASE scheme measures (in the presence of a long-range potential) the asymptotic position offsets at the detector or the position offsets at the tunnel exit, i.e., at the time of ionization.

In the recent pioneering experiment [377] that implemented the HASE scheme to study electron wave packets from strong-field ionization of molecular hydrogen, a fundamental wavelength of 390 nm was used. There, the situation is more delicate, because both nonadiabatic and Coulomb effects are very prominent. Thus, a Coulomb-free modeling of the HASE interferometer as used in our simulations is questionable. Therefore, the experimental data were interpreted based on a semiclassical model with adiabatic initial conditions that includes the Coulomb potential during the continuum motion [69]. However, unfortunately, we found in Section 6.3.2 that this semiclassical model does not give quantitatively correct results in a potential-free setting due the improper treatment of nonadiabaticity (see also in Fig. 6.11(b)). To resolve this problem in the interpretation of the HASE scheme for long-range potentials, more sophisticated modeling is needed which should properly include nonadiabatic as well as Coulomb effects. We expect that a good starting point for future work would be the ARM theory introduced in Section 2.5.

### 6.4 Conclusion

In this chapter, we studied electron wave packets produced by recollision-free strong-field ionization of small (aligned) molecules. The properties of the released wave packet depend on the relative orientation of the molecular axis with respect to the tunneling direction. Usually, only the modulus squared of the probability amplitudes in momentum space of the outgoing wave packets is characterized by considering interference-free photoelectron momentum distributions. However, the phase of the momentumspace wave functions carries important spatial information on the ionized molecular orbital and the ionization process itself. For the hydrogen molecule $\mathrm{H}_{2}$, a prototypical dimer, we examined the orientation dependence of the local positions-defined as the negative derivative of the spectral phase with respect to the momentum. The simple prolate shape of the molecular orbital allows for an intuitive analytical interpretation of the observed changes in the local positions. These spatial offsets are related to the variations of the wave-packet's release position after tunnel ionization, leading to elongated/shortened travel paths of the wave packets. We followed two independent approaches to extract the local positions from TDSE simulations: (i) We directly analyzed the theoretically-accessible phase of the continuum wave function after the end of the laser pulse. (ii) We performed numerical experiments based on an interferometric scheme [69] to reconstruct the variation of the local positions from experimentally-accessible photoelectron momentum distributions.

Based on the phase of the continuum wave function, the local positions were determined for fields with circular polarization. We found that both the component perpendicular and the component antiparallel to the instantaneous electric field depend on the relative alignment of the molecular axis. For $\mathrm{H}_{2}$, the perpendicular position offsets basically show a sinusoidal modulation as a function of the molecular orientation. However, we found that the modulation depth strongly varies with the lateral momentum of the electrons in the polarization plane. As shown in a simple model based on the strong-field approximation, the enhancement of the modulation depth is related to nonadiabatic effects during the
release of the electron wave packets. We demonstrated that this complication due to nonadiabaticity can be avoided by considering ionization in a quasilinear field geometry with a nearly constant direction of the electric field around the time of peak field strength. The long-range Coulomb potential also influences the position offsets of the asymptotic wave packets. To disentangle the effect of the potential during tunnel ionization and during subsequent continuum motion, we performed classical backpropagation simulations.

Experimentally, the phase of the electron wave packets is not directly accessible. In the HASE scheme, a weak probe field with twice the wavelength of the fundamental circularly-polarized field is applied and the resulting interference pattern is considered to reconstruct position offsets [69]. A major goal of this chapter was to evaluate and to refine this interferometric scheme. Based on the strong-field approximation, we proved that there is a one-to-one correspondence between the optimal phase of the measurable interference pattern and the perpendicular component of the position offsets in molecular strong-field ionization. It turned out that this mapping based on the SFA contains important nonadiabatic corrections which were not included in the previous adiabatic modeling [69]. For the special case of a fundamental field with 800 nm wavelength, we performed TDSE simulations and directly compared the position offsets from the continuum wave packet to the position offsets retrieved from the HASE scheme. For a short-range model of $\mathrm{H}_{2}$, both results are in perfect agreement. For the considered laser parameters, we found that the long-range tail of a more realistic potential for $\mathrm{H}_{2}$ only weakly influences the position offsets from the HASE scheme. This theoretical ab-initio study of the HASE interferometer in combination with the recent pioneering experimental implementation [377] demonstrated that the orbital imprint on the spatial information of the emitted electron wave packets is indeed experimentally accessible in strong-field ionization.

To improve the HASE scheme in the future, it would be advantageous to minimize the influence of nonadiabaticity on the measurement. To this end, the quasilinear field could be considered and the appearing position offsets could be probed by means of a linearly-polarized orthogonal streaking field of twice the effective wavelength. Similar to the co-rotating circularly-polarized fields, we expect that a scan of the yield as a function of the relative phase should encode the position information for small molecules. Furthermore, an obvious extension is the study of molecules with additional molecular orbitals as in nitrogen $\mathrm{N}_{2}$ or with nodal planes as in oxygen $\mathrm{O}_{2}$. Furthermore, the influence of Stark effects in polar molecules such as helium hydride molecular ion $\mathrm{HeH}^{+}$or carbon monoxide CO (as recently used in Ref. [421]) on the position offsets would be worth studying. In principle, it should also be possible to perform pump-probe schemes and characterize the time-dependent change of the bound wave functions in position space. The simple analysis of the HASE scheme provided in this chapter was mainly based on the assumption that the molecular orbital can be interpreted as a single ionizing center, i.e., that its shape only weakly differs from typical atomic orbitals. However, when stretching the bond length, the double-slit interference of the two electron wave packets released at the two centers [388] becomes important. Recently, a HASE experiment on argon dimers was already performed in the group of Reinhard Dörner. It would be interesting to theoretically study the evolution of the position offsets when varying the internuclear distance from small molecules such as $\mathrm{H}_{2}$ or $\mathrm{N}_{2}$ to large molecules such as noble gas dimers. In TDSE simulations, this should be (artificially) possible by simply stretching the bond length.

## Chapter 7

## Nondipole Modification of the AC Stark Effect in Above-Threshold Ionization

### 7.1 Introduction

Placing an electronic system in a static external electric field leads to a shift of its energy levels compared to the field-free situation. This dc Stark effect is the textbook example for perturbation theory in quantum mechanics. Similarly, the electronic structure of matter is modified by an oscillating electromagnetic field, known as dynamical or ac Stark effect. In contrast to the dc Stark effect, the available intense laser pulses can strongly disturb the electronic systems. Resonant dipole transitions between bound electronic states are affected by the ac Stark effect, leading to a plethora of observations such as the Autler-Townes effect [427] and the Mollow triplet in resonance fluorescence [428, 429]. Here, we only focus on the nonresonant ac Stark effect in intense laser pulses which have important implications for the shaping of potential energy surfaces [430], the time-dependent modification of propagating laser pulses [431, 432] or the alignment of molecules [433].

The absorption of more photons than necessary to overcome the ionization threshold results in above-threshold ionization [5]. The electron energy spectra consist of peaks that are separated by the photon energy $\omega$ and correspond to the various numbers of absorbed photons. In the photoelectron momentum distributions, this is reflected as rings. As explained in Section 2.1.1, both continuum states and weakly-bound states are approximately shifted by the ponderomotive potential $\mathrm{U}_{\mathrm{p}}$. In strong laser pulses, the ponderomotive potential can reach several tens of electron volts. In contrast, the nonresonant ac Stark effect only weakly affects the tightly-bound states. For multi-cycle subpicosecond laser pulses, the electrons stay in the laser focus till the end of the pulse. Hence, the positions of the ATI rings are modified by the continuum ac Stark effect [171-173]. For nonresonant ionization (as for example in circularly-polarized fields), the positions of the ATI rings are usually estimated as

$$
\begin{equation*}
n \omega=I_{p}+\frac{\mathbf{p}^{2}}{2}+U_{p} \tag{7.1}
\end{equation*}
$$

with $n \in \mathbb{N}$ being interpreted as the number of absorbed photons $[171,374]$. The situation is more complex, when Rydberg states are shifted by the ac Stark effect into resonance with the ground state and are populated during the laser pulse [172, 434]. These Freeman resonances result in a rich additional substructure of the ATI peaks. Here, we restrict ourselves to circularly-polarized fields to avoid Freeman resonances [374].

Above-threshold ionization is usually discussed in the electric dipole approximation. In this case, the photoelectron momentum distributions from ionization of atoms are symmetric under reflection
about the laser polarization plane, i.e., under the transformation $p_{z} \rightarrow-p_{z}$. The ATI rings are centered at momentum $\mathbf{p}=0$ (see Eq. (7.1)). However, nondipole effects cause the breaking of the forwardbackward symmetry (see also Section 2.1.2 for an introduction). In recent experiments, the transfer of photon momentum to the photoelectrons and, hence, nondipole-induced shifts of the photoelectron momentum distributions were observed [51, 146, 152, 157, 435, 436]. The investigations of nondipole effects in strong-field ionization mostly considered the shift of the envelope of the probability distribution (usually represented by the average momentum in the light-propagation direction) or rescattering phenomena. These aspects will be discussed in detail in Chapters 8,9 and 10. However, even though ATI peaks were one of the earliest manifestations of multiphoton effects in light-matter interaction, so far the influence of nondipole effects on the ATI peak geometry received little attention. The question arises whether the positions of the ATI rings in momentum space and, thus, the corresponding photoelectron energy depends on the electron's emission direction. This question was only addressed in various implementations of the strong-field approximation [147, 437, 438]. Here, we present the first ab-initio TDSE simulations for circularly-polarized laser pulses that resolve the nondipole effects on individual ATI rings. We find that the ATI rings are not lines of constant kinetic energy anymore. Interestingly, the centers of the ATI rings are displaced into the direction that is opposite to the on-average transferred photon momentum. We attribute the shift of the ATI rings to the influence of nondipole effects on the ac Stark effect for continuum electrons.

Most of the results discussed in this chapter are published in Ref. [439]. Simultaneously, a theoretical work based on the strong-field approximation discussed the positions of the ATI rings [440] and a measurement on molecular hydrogen ionized by linearly-polarized laser pulses experimentally confirmed the shift of the rings [441].

### 7.2 Ponderomotive shift of ATI rings

The nondipole modification of the ac Stark effect can be classically motivated by considering the ponderomotive energy of an electron in an electromagnetic field (see Section 7.2.1). Its influence on the photoelectron momentum distributions is afterwards studied. The appearance of ATI rings can be explained by means of two complementary pictures. In Section 7.2.2, we introduce a nondipole version of the multiphoton picture. Here, ATI rings appear due to the absorption of multiple photons with quantized energy $\omega$ and the energy conservation dictates the possible final kinetic energies of the liberated electrons. Alternatively, ATI rings can be explained in a time-domain picture as interference between electron bursts liberated in the various cycles of a sufficiently-long laser pulse. The latter picture is closely related to the nondipole SFA-based calculations in Refs. [147, 437, 438] and will be shortly discussed in Section 7.2.3.


Figure 7.1: Classical kinetic energy of an electron in a circularly-polarized trapezoidal laser pulse ( $\mathrm{E}_{0}=0.1$ a.u., $\omega=0.05695$ a.u.). The gray line shows the result from the electric dipole approximation for an initial momentum $\mathbf{p}=(0.5,0.0, \pm 2.0)$ a.u. For both momenta, the full nondipole dynamics under the influence of the Lorentz force (magnetic field and spatially-inhomogeneous electric field) is also considered: $p_{z}=2$ a.u. (blue line) and $p_{z}=-2$ a.u. (red line).

### 7.2.1 The (classical) ponderomotive energy

When a (potential-free) electron with an initial momentum $\mathbf{p}$ is accelerated by an electromagnetic field, its classical kinetic energy is modified (see Fig. 7.1). In general, the average kinetic energy $\langle\mathrm{K}\rangle$ of the quivering electron is increased compared to the field-free case, i.e., the electron experiences a ponderomotive shift of its energy. The electron loses this additional energy, when the laser pulse is switched off. Afterwards, the electron's momentum is again equal to $\mathbf{p}$, i.e., a potential-free electron is not accelerated by a laser pulse. When considering a $T_{\omega}$-periodic field, i.e., $\mathbf{A}(t)=\mathbf{A}\left(t+T_{\omega}\right)$, the kinetic energy $K(t)$ is also a $T_{\omega}$-periodic function in the dipole approximation. Hence, the ponderomotive energy is obtained by averaging over a single optical cycle $\mathrm{T}_{\omega}$ (see also Eq. (2.6)):

$$
\begin{equation*}
\mathrm{u}_{\mathrm{p}}=\langle\mathrm{K}\rangle-\frac{\mathbf{p}^{2}}{2}=\frac{1}{\mathrm{~T}_{\omega}} \int_{0}^{\mathrm{T}_{\omega}} \mathrm{dt} \frac{1}{2} \mathrm{~A}^{2}(\mathrm{t}) \tag{7.2}
\end{equation*}
$$

The inclusion of nondipole corrections in the Lorentz force leads to a modified oscillatory behavior of the kinetic energy (see Fig. 7.1). Both the period and the magnitude of the oscillation depend on the initial momentum component $p_{z}$ of the electron in the light-propagation direction. The changed periodicity can be explained in analogy to the Doppler effect. ${ }^{1}$ In the laboratory frame, the Lorentz force depends on the argument $\omega \eta=\omega(t-z / c)$ (see Eq. (2.13)). Therefore, electrons that move with a velocity $p_{z} \neq 0$ effectively feel an oscillating force with a slightly-changed frequency $\omega_{\text {eff }}\left(p_{z}\right)=\omega\left(1-p_{z} / c\right)$. Electrons propagating parallel (antiparallel) to the light-propagation direction experience a slightly lower (higher) frequency compared to the frequency $\omega$ of the incident laser field. As a result, even for a $T_{\omega}$-periodic laser field, the kinetic energy of the electrons is not $T_{\omega}$-periodic, but instead we expect (to first order in $1 / c)$ a period of $T_{\text {eff }}\left(p_{z}\right)=T_{\omega}\left(1+p_{z} / c\right)$.

The changed magnitude of the field-dressed energy results in a nondipole modification of the ponderomotive shift. This nondipole modification of the ponderomotive potential was already noted in several works based on the strong-field approximation [147, 437, 438]. To classically determine the leading-order correction, we treat the terms beyond the dipole approximation as a perturbation and evaluate their contribution to the electron's velocity by integration of the nondipole part of the Lorentz force along a trajectory in the dipole approximation (for a detailed calculation with slightly different initial conditions see also Section 8.3.1). For an electron starting at a position $\mathbf{r}_{0}$ with an initial momentum $\mathbf{p}$ (at time $t_{0}$ before the laser pulse arrives), the time-dependent velocity is given by (to first order in $1 / c$ )

$$
\begin{equation*}
\dot{\mathbf{r}}_{\perp}(\mathrm{t})=\mathbf{p}_{\perp}+\mathbf{A}(\mathrm{t})+\frac{z_{0}+\mathrm{p}_{z}\left(\mathrm{t}-\mathrm{t}_{0}\right)}{\mathrm{c}} \mathbf{E}(\mathrm{t})+\mathcal{O}\left(\frac{1}{\mathrm{c}^{2}}\right) \tag{7.3}
\end{equation*}
$$

for the components in the polarization plane and

$$
\begin{equation*}
\dot{z}(t)=p_{z}+\frac{1}{c}\left[p \cdot \mathbf{A}(t)+\frac{1}{2} \mathbf{A}^{2}(t)\right]+\mathcal{O}\left(\frac{1}{c^{2}}\right) \tag{7.4}
\end{equation*}
$$

for the component in the propagation direction of light. Hence, the kinetic energy reads

$$
\begin{equation*}
\mathrm{K}(\mathrm{t})=\frac{1}{2} \mathbf{p}^{2}+\left(1+\frac{\mathrm{p}_{z}}{\mathrm{c}}\right)\left[\mathbf{p} \cdot \mathbf{A}(\mathrm{t})+\frac{1}{2} \mathbf{A}^{2}(\mathrm{t})\right]+\frac{z_{0}+\mathrm{p}_{z}\left(\mathrm{t}-\mathrm{t}_{0}\right)}{\mathrm{c}}(\mathbf{p}+\mathbf{A}(\mathrm{t})) \cdot \mathbf{E}(\mathrm{t})+\mathcal{O}\left(\frac{1}{\mathrm{c}^{2}}\right) . \tag{7.5}
\end{equation*}
$$

For a $T_{\omega}$-periodic laser field, we find that $K\left(t+T_{\text {eff }}\left(p_{z}\right)\right)=K(t)+\mathcal{O}\left(\frac{1}{c^{2}}\right)$, i.e., the kinetic energy has indeed a period of $T_{\text {eff }}$ (to first order in $1 / c$ ). Hence, it is only meaningful to calculate the average kinetic energy in the presence of the field by taking the mean value over an interval $T_{\text {eff }}$ instead of $T_{\omega}$. To first order in $1 / c$, this results in

$$
\begin{equation*}
\langle K\rangle=\frac{1}{T_{e f f}\left(p_{z}\right)} \int_{t_{\mathrm{b}}}^{t_{\mathrm{b}}+T_{\mathrm{eff}}\left(p_{z}\right)} d t K(t)=\frac{p^{2}}{2}+\left(1+\frac{p_{z}}{c}\right) \mathrm{u}_{\mathrm{p}}+\mathcal{O}\left(\frac{1}{c^{2}}\right) \tag{7.6}
\end{equation*}
$$

for arbitrary times $t_{b}$ in the $c w$ part of the pulse. Thus, we find an effective ponderomotive energy $\left(1+\frac{p_{z}}{c}\right) U_{p} .{ }^{2}$ As in the dipole approximation, the electrons are shifted up in energy due to the presence

[^45]of an electromagnetic field. However, the nondipole correction depends on the momentum component $p_{z}$ in the light-propagation direction. Hence, electrons traveling in the light-propagation direction $\left(p_{z}>0\right)$ experience a larger ponderomotive shift compared to those electrons that travel against the light-propagation direction $\left(p_{z}<0\right)$.

### 7.2.2 Multiphoton picture using the ac Stark effect

If an atom is placed in an intense low-frequency radiation field, its electronic structure is modified. In this situation, it is advantageous to consider the "dressed" quasienergy states of an atom in a periodic electromagnetic field instead of the eigenstate of the field-free Hamiltonian [442, 443]. Here, we treat the electromagnetic fields classically and use Floquet theory to describe the dressed electron. For a timeperiodic Hamiltonian $\mathrm{H}(\mathrm{t})=\mathrm{H}\left(\mathrm{t}+\mathrm{T}_{\omega}\right)$, the Floquet theorem guarantees that the TDSE has solutions of the form $\left|\gamma_{\mathrm{F}}(\mathrm{t})\right\rangle=e^{-\mathrm{i} \mathrm{E}_{\mathrm{F}} \mathrm{t}}|\theta(\mathrm{t})\rangle$ with quasienergies $\mathrm{E}_{\mathrm{F}}$ and time-periodic states $|\theta(\mathrm{t})\rangle=\left|\theta\left(\mathrm{t}+\mathrm{T}_{\omega}\right)\right\rangle$. We assume that it is possible to associate a unique field-free state to a time-periodic Floquet state (see for example the review [444] for a discussion). Then, the ac Stark shift of the state is given by the difference between its quasienergy and its field-free energy eigenvalue.

For infrared or visible radiation, the photon energies are much smaller than the transition energies from the tightly-bound ground state of an atom (such as helium) to its excited states. Hence, the ac Stark shift of the ground state is given by a quasistatic Stark shift and can at first be neglected, i.e., $\mathrm{E}_{\mathrm{F}, \mathrm{g}} \approx-\mathrm{I}_{\mathrm{p}}$. We will discuss the influence of the ac Stark shift of the initial state in Section 7.3.3. On the other hand, the ac Stark shifts of the continuum states are much larger in strong fields. To estimate their nondipole corrections, we consider the potential-free TDSE. Here, we treat the system in the natural gauge of Section 2.2.2, but the argumentation can be adapted to the generalized length or velocity gauge. To first order in $1 / \mathrm{c}$, the solutions of the potential-free TDSE are given by (see Section 2.2.3)

$$
\begin{equation*}
\left|\psi_{\mathbf{p}}^{\mathrm{F}}(\mathrm{t})\right\rangle=e^{\mathrm{i} \mathrm{~S}_{\mathrm{F}}(\mathbf{p}, \mathrm{t})}|\mathbf{p}\rangle \tag{7.7}
\end{equation*}
$$

with plane-wave states $|\mathbf{p}\rangle$ and the generalized action $S_{F}$ of Eq. (2.33). For $T_{\omega}$-periodic fields, the timeperiodic Floquet states can be expressed using the Volkov states by $\left|\theta_{\mathbf{p}}(\mathrm{t})\right\rangle=\left|\psi_{\mathbf{p}}^{\mathrm{F}}(\mathrm{t})\right\rangle \mathrm{e}^{\mathrm{i} \mathrm{E}_{\mathrm{F}, \mathrm{c}}(\mathbf{p})}$. Hence, the quasienergy of a continuum state with label $\mathbf{p}$ reads

$$
\begin{equation*}
\mathrm{E}_{\mathrm{F}, \mathrm{c}}(\mathbf{p})=\frac{\mathbf{p}^{2}}{2}+\left(1+\frac{\mathrm{p}_{z}}{\mathrm{c}}\right) \mathrm{U}_{\mathrm{p}} \tag{7.8}
\end{equation*}
$$

For sufficiently short pulses, the electrons stay in the laser focus throughout the whole pulse. ${ }^{3}$ Thus, electrons in a Floquet state with label $\mathbf{p}$ will be detected with a final momentum $\mathbf{p}$, when the laser field is switched off adiabatically. Hence, the quasienergy of Eq. (7.8) can be interpreted as the ac-Starkshifted energy of a continuum state with momentum $\mathbf{p}$. As in the dipole approximation, the ac Stark shift $\left(1+\frac{p_{z}}{c}\right) U_{p}$ of the continuum states agrees with the classical ponderomotive energy of a potentialfree electron in the presence of an electromagnetic field (see Section 7.2.1).

In the argumentation above, the bound states and the potential-free continuum were treated separately. In reality, however, the light field induces transitions between the bound and the continuum states. ${ }^{4}$ The energy conservation dictates: An electron that starts in a field-dressed state with quasienergy $E_{F, g}$ and that absorbs $n$ photons can only reach continuum states with quasienergies $E_{F, c}=$ $\mathrm{E}_{\mathrm{F}, \mathrm{g}}+\mathrm{n} \omega$. Inserting the approximations for the quasienergies, we find the condition

$$
\begin{equation*}
\frac{\mathbf{p}^{2}}{2}+\left(1+\frac{p_{z}}{c}\right) U_{p}=n \omega-I_{p} \tag{7.9}
\end{equation*}
$$

Here, the energy conservation (7.9) selects all final electron momenta $\mathbf{p}$ that may be reached by absorbing $n$ photons. These momenta still form spheres (analogous to the dipole limit). However, the centers of
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Figure 7.2: Schematic illustration of the ac-Stark-shifted quasienergies (with exaggerated value of $1 / \mathrm{c}$ ). The blue line shows the quasienergies (7.8) of the potential-free continuum states as the function of the $p_{z}$-momentum component in the light-propagation direction (for fixed $p_{x}^{2}+p_{y}^{2}$ ). If a continuum state with a given momentum $p_{z}>0$ can be reached by the absorption of $n$ photons, then the continuum state with $-p_{z}$ cannot be reached by the absorption of the same number of photons. Figure is adapted from Brennecke et al. [439].
the spheres are uniformly shifted towards negative $p_{z}$

$$
\begin{equation*}
\mathrm{p}_{z}^{\mathrm{ATI}}=-\frac{\mathrm{u}_{\mathrm{p}}}{\mathrm{c}}<0 \tag{7.10}
\end{equation*}
$$

Interestingly, the possible momenta for a given number $n$ do not correspond to the same final kinetic en$\operatorname{ergy} \mathbf{p}^{2} / 2$. As an example, consider the situation that a continuum state with momentum component $p_{z}$ can be populated by the absorption of $n$ photons (see Eq. (7.9)). Then, the continuum state with momentum component $-p_{z}$ (but the same $p_{x}^{2}+p_{y}^{2}$ ) is not accessible by the absorption of the same number of photons due to their different ac Stark shifts. Figure 7.2(a) schematically illustrates the situation.

### 7.2.3 Time-domain picture

Alternatively, the appearance of ATI rings can be modeled by considering the interference of electron wave packets liberated in each optical cycle of the laser field. In the strong-field approximation beyond the dipole approximation (introduced in Section 2.3), this was done in Refs. [147, 437, 438]. There, the probability density is given by

$$
\begin{equation*}
w(\mathbf{p})=\left|M_{\mathrm{KFR}}(\mathbf{p})\right|^{2}=\left|\int_{\mathrm{t}_{\mathrm{A}}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{~d} \mathrm{t}^{\prime} \mathrm{D}\left(\mathbf{p}, \mathrm{t}^{\prime}\right) e^{\mathrm{i} \mathrm{~S}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}^{\prime}\right)}\right|^{2} \tag{7.11}
\end{equation*}
$$

with the action (2.41) and the matrix elements (2.42). For laser pulses of $n_{p}$ cycles duration, the integral can be split into

$$
\begin{equation*}
w(\mathbf{p})=\left|\sum_{n=0}^{n_{p}-1} \int_{t_{A}+T_{\omega} n}^{t_{A}+T_{\omega}(n+1)} d t^{\prime} D\left(\mathbf{p}, \mathrm{t}^{\prime}\right) e^{i S_{S F A}\left(p, t^{\prime}\right)}\right|^{2} \tag{7.12}
\end{equation*}
$$

This sum can be interpreted as the superposition of emitted electron bursts that are freed in each cycle of the field. When the intensity of the pulse is constant, the transition matrix element is $\mathrm{T}_{\omega}$ periodic and the action fulfills (to first order in $1 / \mathrm{c}$ )

$$
\begin{equation*}
S_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}^{\prime}+\mathrm{T}_{\omega}\right)=\mathrm{S}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}^{\prime}\right)+\left[\frac{\mathbf{p}^{2}}{2}+\mathrm{I}_{\mathrm{p}}+\left(1+\frac{\mathrm{p}_{z}}{\mathrm{c}}\right) \mathrm{U}_{\mathrm{p}}\right] \mathrm{T}_{\omega}:=\mathrm{S}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}^{\prime}\right)+\Delta \mathrm{S} \tag{7.13}
\end{equation*}
$$

Thus, the phase difference $\Delta S$ between the emission in consecutive laser cycles determines the interference pattern in the PMD. The positions of the maxima are defined by the condition for constructive interference, $\Delta S=2 \pi j$ with $\mathfrak{j} \in \mathbb{Z}$. This condition was already found in Refs. [147, 437, 438] and it is equivalent to the energy conservation of Eq. (7.9). However, its implications on the photoelectron momentum distribution was neither discussed in detail nor was it verified by numerical ab-initio simulations.

### 7.3 TDSE results

### 7.3.1 Computational details

To simulate the quantum dynamics of the light-driven system, we numerically solve the 3D TDSE in the single-active-electron approximation for a plane-wave light pulse. To mimic a helium atom, we choose the ionic binding potential proposed by Tong and Lin [324], but remove the singularity by using a pseudopotential for the 1 s state with a cutoff radius $\mathrm{r}_{\mathrm{cl}}=1.5$ a.u. The procedure is described in Appendix A.2.3 and the used parameters of the potential are given in Table A.2. The circularly-polarized light pulse is defined by

$$
\begin{equation*}
\mathbf{A}(\eta)=\frac{E_{0}}{\omega} f(\eta)\binom{\cos (\omega \eta)}{-\sin (\omega \eta)} \tag{7.14}
\end{equation*}
$$

with the light-cone coordinate $\eta=t-z / c$ and the frequency $\omega$. The parameter $E_{0}$ characterizes the peak electric-field strength and is chosen to reproduce a presumed intensity. In order to minimize effects of a changing pulse envelope $f(\eta)$, we either use (i) trapezoidal pulses of two ascending cycles, then 5.5 cycles of constant intensity and afterwards two descending cycles; or (ii) pulses with a $\cos ^{2}$ envelope of 14 cycles total duration.

The natural gauge introduced in Section 2.2 is applied such that the theory covers the dynamics within the magnetic dipole and the electric quadrupole approximation. For the numerical solution, the Fourier split-operator technique on two Cartesian grids is used (see Appendix A.2.2). Here, the full electronic state is divided into an inner and an outer part. The inner wave function is represented on Cartesian grids of size $409.6 \times 409.6 \times 409.6$ a.u. with spacings $\Delta x=\Delta y=\Delta z=0.4$ a.u. and a time step of 0.03 a.u. is used. The complex absorbing potential starts at a distance $r_{A}=160$ a.u. from the grid center. Before the absorber starts, the ionic potential is truncated over a distance of 25 a.u. using a $\sin ^{2}$ function. This ensures that, even for finite box sizes, the correct field-free ionization potential is obtained. The electron momentum distribution is calculated from the outer wave function. We use slices through the full 3D momentum distributions in the $p_{x}-p_{y}-, p_{x}-p_{z^{-}}$and $p_{y}-p_{z}$-planes with a resolution of $\Delta p_{x}=\Delta p_{y}=\Delta p_{z}=0.0019$ a.u.

### 7.3.2 Nondipole shift of the ATI rings

Figure 7.3(a) shows a slice in the polarization plane through the photoelectron momentum distribution from ionization of helium by a trapezoidal laser pulse with 800 nm wavelength and an intensity of $4 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. As expected for circularly-polarized multi-cycle laser pulses, the PMD has a donut-like


Figure 7.3: 2D slices through the photoelectron momentum distributions at $p_{z}=0$ (panel a) and at $p_{y}=0$ (panel b) for ionization of helium by a trapezoidal laser pulse with $4 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity and 800 nm wavelength. The black dashed line in panel (b) indicates the position $p_{x}^{n}\left(p_{z}\right)$ of one selected ATI ring. Figure is adapted from Brennecke et al. [439].
shape, i.e., it is approximately rotationally symmetric in the polarization plane. Formally, the whole distribution can be separated in an envelope of the distribution and an underlying ATI-peak pattern. In order to study the nondipole modification of the ATI ring structure, we restrict ourselves to a 2D slice in the $p_{x}-p_{z}$-plane (see Fig. 7.3(b)). In the dipole approximation, the PMDs would be symmetric under interchange of the forward and backward directions. However, the comparison of 1D slices through the distribution at $p_{z}= \pm 0.5$ a.u. (see gray dashed lines in Fig. 7.3(b)) clearly reveals the symmetry breaking in propagation direction due to nondipole effects (see Fig. 7.4(a)). In agreement with earlier works (see for example Ref. [146]), the envelope of the momentum distribution is shifted in forward direction, i.e., the probability in forward direction is higher than in backward direction. This radiation pressure effect will be further discussed in Chapter 8. However, in addition, we find a difference in the positions of the ATI peaks in forward and backward direction. The observation is already a sign of a nondipole modification of the ac Stark effect (see the prediction of Section 7.2.2). The TDSE simulations confirm that the ATI peaks are still approximately given by spheres in momentum space that are shifted in the direction opposite to the propagation direction of the radiation. Hence, the envelope of the momentum distribution and the ATI-peak structure are displaced in opposite directions.


Figure 7.4: (a) 1 D slices at $\mathrm{p}_{z}= \pm 0.5$ a.u. $\left(p_{y}=0\right)$ through the distribution of Fig. 7.3. (b) Shift $p_{z}^{\text {ATI }}$ of the ATI rings against the propagation direction of the light shown as a function of $p_{x}^{n}\left(p_{z}^{\text {ATI }}\right)$ for various ATI rings. For comparison, the simple estimate of Eq. (7.10) is depicted as gray thick line. Figure is adapted from Brennecke et al. [439].

To quantify the offsets of the ATI rings, we numerically determine their positions. For every ATI ring labeled with $n$, the position of the peak maximum in $p_{\chi}$-direction is calculated at each fixed $p_{z} .{ }^{5}$ The resulting function $p_{x}^{n}\left(p_{z}\right)$ represents the geometry of the ATI ring in $p_{x}-p_{z}$-plane (see for example the ATI ring indicated as black dashed line in Fig. 7.3(b)). The center of the ATI ring is identified with position $p_{z}^{\text {ATI }}$ of the maximum of $p_{x}^{n}\left(p_{z}\right) .^{6}$ The selected ring is shifted slightly backwards by nondipole effects and is centered at $p_{z}^{\text {ATI }} \approx-0.0064$ a.u. The analysis is repeated for a large range of ATI rings and the corresponding results are shown in Fig. 7.4(b). For all analyzed rings, the numerically-determined positions perfectly agree with the simple model of Eq. (7.10): the rings are centered at $p_{z}^{\text {ATI }}=-\mathrm{U}_{\mathrm{p}} / \mathrm{c}$ (independently of the number of absorbed photons).
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## Intensity and wavelength scaling

In the dipole domain, the ponderomotive shifts of the ATI peaks were first identified by scaling the intensity of the radiation $[172,374,434]$. The ponderomotive potential $U_{p}$ depends linearly on the laser intensity and quadratically on its wavelength. Hence, Equation (7.10) predicts that both the radius of the ATI rings and the positions of their centers depend on these laser parameters. The nondipole shift of the center along the $p_{z}$-direction is shown in Fig. 7.5 for various intensities ranging from $3 \times 10^{14}$ to $8 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. Both for 800 nm and 400 nm wavelength (shown in panel (a) and panel (b)), the results from TDSE simulations are in perfect agreement with the simple estimate of Eq. (7.10), i.e., we indeed observe a linear scaling of the center's position with the ponderomotive potential $\mathrm{U}_{\mathrm{p}}$.

In a real experiment, focal-volume averaging complicates the observation of well-separated ATI rings in circularly-polarized laser pulses with 800 nm wavelength. In addition, a trapezoidal pulse envelope used so far for the TDSE simulations is quite unrealistic. To study the influence of stronger contributions from the leading and falling edges of the pulse with smaller instantaneous intensities, we repeat the calculations for a more-realistic $\cos ^{2}$ pulse of 14 optical cycles duration with 400 nm central wavelength. The extracted positions of the ATI peaks are also in perfect agreement with the $-\mathrm{U}_{\mathrm{p}} / \mathrm{c}$ estimate, indicating that the detailed form of the laser pulse is only of minor importance (see the crosses in Fig. 7.5(b)).



Figure 7.5: Shift of the ATI ring positions $p_{z}^{\text {ATI }}$ and expectation value $\left\langle p_{z}\right\rangle$ of the momentum in the light-propagation direction as a function of the ponderomotive potential. The results are extracted from PMDs obtained by numerical solution of the TDSE for various laser parameters: (a) 800 nm wavelength and (b) 400 nm wavelength. The results for trapezoidal pulses (squares) or for pulses with a $\cos ^{2}$ envelope (crosses) at 400 nm wavelength are very close to each other. For comparison, the red line indicates the simple estimate for the ATI peak position of Eq. (7.10) and the blue line shows a simple estimate for the average momentum $\left\langle p_{z}\right\rangle=\frac{u_{p}}{c}+\frac{\mathrm{I}_{\mathrm{p}}}{3 \mathrm{c}}$ in circularly-polarized fields. For the black dots, the expectation value of the energy is numerically calculated from the TDSE distributions. Figure is adapted from Brennecke et al. [439].

For comparison, Figure 7.5 also shows the average values $\left\langle p_{z}\right\rangle$ of the momentum component in the light-propagation direction for all studied laser parameters. The positive expectation value $\left\langle\mathrm{p}_{z}\right\rangle$ indicates that the envelope of the momentum distribution is slightly displaced in the propagation direction of light. This is expected for recollision-free strong-field ionization [51, 150, 151, 190]. We find that the shifts of the ATI ring positions $\mathrm{p}_{z}^{\text {ATI }}$ are in the same order of magnitude as the expectation values $\left\langle p_{z}\right\rangle$ but point in the opposite direction. Previously, an estimate for the average momentum transfer in circularlypolarized light was given by $\left\langle p_{z}\right\rangle \approx\langle E\rangle / c+I_{p} /(3 c)$ (see for example Refs. [150, 190]). For 800 nm wavelength, the TDSE results indeed follow this simple scaling (in agreement with the earlier work in Ref. [445]). However, a systematic deviation between TDSE result and estimate for $\left\langle p_{z}\right\rangle$ is present for the more nonadiabatic ionization conditions at 400 nm wavelength. The momentum transfer will be further discussed in Chapter 8.

### 7.3.3 AC Stark shift of the ground state

The tightly-bound ground state of helium also experiences an ac Stark shift [434]. Even tough the shift is quite small, it influences the final energies of the photoelectrons. To test the accuracy of the simulations, we retrieve the ac-Stark-shifted ground-state energy $E_{F, g}$ from the absolute positions of the ATI peaks. These results are compared to numerical calculations of the quasi-energies using Floquet theory.

To calculate the ac Stark shift in Floquet theory, we again solve numerically the TDSE for a nearly monochromatic laser field [446]. ${ }^{7}$ The modulus of the Fourier transform of the autocorrelation function $\left\langle\psi_{0} \mid \psi(t)\right\rangle$ of the time-evolved state $|\psi(t)\rangle$ with the ground state $\left|\psi_{0}\right\rangle$ has peaks at the quasienergies of the field-dressed system [447]. The extracted ac-Stark-shifted energy $E_{F, g}$ of the ground state is shown in Fig. 7.6(b) as a function of the intensity for a wavelength of 800 nm . Since the dipole moment of the ground state vanishes, the ac Stark shift scales linearly with the intensity in the considered parameter range. In the limit of vanishing electric-field strength, the quasienergy $E_{F, g}$ converges to the field-free energy of the ground state represented on the numerical grid ( $\mathrm{E}_{\mathrm{g}} \approx-0.9025$ a.u.). The small discrepancy to the exact ground-state energy of the Tong-Lin potential of about -0.9038 a.u. is caused by our finite resolution of the used Cartesian grids.


Figure 7.6: AC-Stark-shifted energy of the ground state at 800 nm wavelength. (a) Energies retrieved from the ATI peaks along $p_{x}$-direction for different photon numbers $n$. The colors indicate the results for three intensities given in the legend in units of $10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. (b) Comparison of the quasienergies calculated using Floquet theory and the energies retrieved from the ATI peaks. The black curves show the results obtained from peaks along $\pm p_{x}$-directions and $\pm p_{y}$-directions, respectively.

On the other hand, the ac-Stark-shifted energy of the ground state also influences the exact locations of the ATI rings or more precisely their radii (see also the argumentation of Section 7.2.2). Here, we restrict ourselves to the polarization plane ( $p_{x}-p_{y}$-plane) and determine the positions $\mathbf{p}_{n}$ of the ATI peaks (associated to the absorption of $n$ photons). The field-dressed energy is then approximated as

$$
\begin{equation*}
\mathrm{E}_{\mathrm{F}, \mathrm{~g}}=\frac{\mathbf{p}_{\mathrm{n}}^{2}}{2}+\mathrm{U}_{\mathrm{p}}-\mathrm{n} \omega \tag{7.15}
\end{equation*}
$$

The retrieved ac-Stark-shifted energy is shown separately for each ATI ring in Fig. 7.6(a). For the selected intensities, we find that the variation of the reconstructed energy with respect to $n$ is much smaller than the ac Stark shift. Note that the spacing of the ATI rings in momentum spaceof the ATI rings decreases with increasing energy. Since the momentum distribution for the highest-considered intensity of $8 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ is located at the largest momenta, this case involves the largest uncertainty in the reconstructed field-dressed energy.

For each intensity, the retrieved energies are averaged over several ATI rings around the maximum of the lateral distribution. These averaged energies $E_{F, g}$ are shown in Fig. 7.6(b). To check for effects of the carrier-envelope phase, the procedure is applied along all four directions of the coordinate axes. We believe that the small deviations of the results from the $p_{y}$-direction (compared to the other directions) are caused by larger contributions from the leading and falling edge of the laser pulse. Nevertheless, the results retrieved from the PMDs are generally in good agreement with the results from Floquet calculations. The difference between both approaches is much smaller than the ac Stark shift itself.
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### 7.4 Conclusion

In the dipole approximation, the multiphoton generalization of Einstein's photoeffect law predicts abovethreshold ionization rings that are centered at zero momentum, i.e., the photoelectrons on a ring all have the same final kinetic energy. In this chapter, we theoretically analyzed the beyond-dipole modifications of the structure of the ATI rings based on the numerical solution of the TDSE for helium. For nonresonant ionization in circularly-polarized fields, we observed that the centers of the ATI rings are uniformly shifted against the light-propagation direction, in agreement with the prediction of the strong-field approximation [147, 437, 438]. Therefore, the ring centers are displaced to the opposite direction of the radiation pressure.

We explained the shift of the ATI peaks by a nondipole modification of the ac Stark effect for continuum states. Motivated by the classical ponderomotive energy, we showed that the upward shift in energy of the continuum states depends on the electron momentum in the light-propagation direction. Electrons that travel with the light wave experience larger ponderomotive shifts compared to those electrons that travel against the light-propagation direction. Assuming energy conservation for transitions from the initial bound state to the field-dressed continuum states, the shift of the ATI ring position is simply given by $p_{z}^{A T I}=-U_{p} / c$ with the common ponderomotive potential $U_{p}$. This estimate is in perfect agreement with the results from the numerical TDSE solutions for a broad range of laser parameters.

We expect that similar nondipole shifts of the ATI rings are also present for other waveforms as long as nonresonant ionization dominates. However, the appearance of Stark-shifted bound-state resonances (Freeman resonances) [172] may alter the ATI peak structure. This might be a reason why in the recent measurement on molecular hydrogen ionized by linearly-polarized laser pulses, deviations from the theoretically-predicted peak positions were observed [441].

## Chapter 8

## Microscopic Study of Nondipole Effects in Recollision-Free Ionization

### 8.1 Introduction

## Motivation: Linear-momentum transfer in strong-field ionization

In strong light fields, atoms or molecules may absorb multiple photons (typically tens or hundreds). The well-known conservation laws imply that energy, angular momentum and linear momentum of the photons are transferred to the total system consisting of electron and ion. Even though in strongfield physics the external electromagnetic field is usually treated as a classical plane-wave field (see also Chapter 2), these classical fields also carry energy and linear momentum. ${ }^{1}$ The associated linear momentum is related to the cycle-averaged Poynting vector $\mathbf{S} \propto \mathbf{E} \times \mathbf{B}$ of the field and manifests itself for example as radiation pressure on matter. For both classical light fields and photons, every portion of energy $E_{\gamma}$ traveling with speed of light $c$ is accompanied by a linear momentum of $p_{\gamma}=E_{\gamma} / c$ in the light-propagation direction. However, an amount of energy E transferred from the photons to the electrons leads to photoelectron momenta on the scale $p_{e l} \sim \sqrt{2 E}$. As a result, the imparted energy usually dominates the observations in the photoelectron momentum distribution compared to the "small" linear momentum. ${ }^{2}$ Thus, the transfer of energy to the system is very well understood, but there are many open questions regarding linear-momentum transfer. As in the electric dipole approximation the magnetic field is neglected and furthermore the incident electric field is assumed to be spatially homogeneous over the field-atom interaction region, the transfer of linear momentum is not covered by this approximation (see also Section 2.1.2). In this chapter, we include leading-order nondipole corrections to describe various effects in recollision-free strong-field ionization. Especially, the amount of linear momentum delivered to the photoelectrons, resulting in a forward shift of the photoelectron momentum distribution, is considered. Recollision-based phenomena will be discussed in Chapters 9 and 10.

## Important previous investigations

In a pioneering work on strong-field ionization at very high intensities on the order to $10^{18} \mathrm{~W} / \mathrm{cm}^{2}$, Moore et al. [450, 451] demonstrated that the angle between the electron momentum and the propagation direction of the light is on average smaller than $90^{\circ}$. There, an average of $90^{\circ}$ would be expected within the dipole approximation. This observation of nondipole effects was in agreement with the earlier classical predictions (see for example Ref. [177]) and the pioneering calculations of photoelectron momentum distributions beyond the dipole approximation using SFA-based approaches [147, 452-454]. After-

[^49]wards, the total transition rate as well as photoelectron energy and angular distributions were calculated for circularly-polarized as well as linearly-polarized strong fields based on SFA-like treatments of the Dirac equation [147, 455, 456], of the Klein-Gordon equation [453, 456, 457] or of the TDSE [192, 458]. Interestingly, even under relativistic ionization conditions, the Klein-Gordon equation can be exactly solved for an electron in a short-range separable potential interacting with a circularly-polarized laser field [459]. The asymptotics of the SFA theory and simple expressions for the direct ionization rates were developed based on WKB theory [460-462]. Quasi-classical approaches (more precisely an adiabatic Landau-Dykhne approximation) lead to simple analytical expressions for the angular and energy distributions of photoelectrons beyond the electric dipole approximation [463-469].

For moderate intensities in the region of $10^{14} \mathrm{~W} / \mathrm{cm}^{2}$, the influence of the radiation pressure on single ionization in circularly-polarized fields was first experimentally studied by Smeenk et al. in 2011 [146]. At 800 nm and 1400 nm wavelength, they observed an overall shift of the photoelectron momentum distributions in the propagation direction of the laser beam such that the average momentum component in the light-propagation direction is positive. Within the error bars, the shift is consistent with the forward momentum of $\left\langle p_{z}\right\rangle=A_{0}^{2} /(2 c)$ as classically predicted for the acceleration of an electron with zero initial velocity by the electromagnetic field (see also Section 2.1.2). This important result was already earlier derived in Refs. [147, 149] and later on is was theoretically supported by SFA-based calculations [148] and by classical simulations [470].

Importantly, refined theoretical simulations showed that a part of the linear momentum transferred during the laser-induced tunnel ionization is also given to the photoelectron [150, 151, 471]. In a WKB approximation, the additional momentum shift can be modeled as the action of the laser's magnetic field on the electron during the under-the-barrier motion [151, 471]. ${ }^{3}$ Based on numerical SFA simulations, it was suggested to parameterize the on-average transferred momentum as [150, 190]

$$
\begin{equation*}
\left\langle\mathrm{p}_{z}\right\rangle=\frac{\langle\mathrm{K}\rangle}{\mathrm{c}}+\beta \frac{\mathrm{I}_{\mathrm{p}}}{\mathrm{c}} \tag{8.1}
\end{equation*}
$$

where $K=\mathbf{p}^{2} / 2$ is the final kinetic energy of the electron. In a sense, the fraction of the momentum transferred to the electron during tunnel ionization is represented by $\beta$. For the ground state of a hydrogen atom, values between 0.3 and $1 / 3$ were found [150, 151, 190, 471]. Deviations from $\beta \approx 1 / 3$ are expected for other initial states [190] and for exotic atoms [185]. The first TDSE simulations beyond the electric dipole approximation for hydrogen ionized by circularly-polarized pulses at 800 nm wavelength lead to values $\beta \approx 0.1$ for $\mathrm{I}=0.5 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ and $\beta \approx 0.26$ for $\mathrm{I}=3.0 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}[445] .{ }^{4}$

## The goals of this chapter

To reveal the physical origin of the forward shift of the momentum distribution, the ionization process can be interpreted as a sequence of (i) laser-induced ionization and (ii) potential-free acceleration of the electron as a classical particle by the electromagnetic field (similar to Section 2.1.1). Classically, the deflection of the electron in the light-propagation direction is caused by the effects of the temporospatialdependent electric field and magnetic field. For an electron that is released at time $t_{0}$ with an initial velocity $\mathbf{v}_{0}$, the final momentum $\mathbf{p}$ after the end of the light pulse is given by (to first order in $1 / \mathrm{c}$ )

$$
\begin{equation*}
\mathbf{p}_{\perp}=\mathbf{v}_{0, \perp}-\mathbf{A}_{\perp}\left(\mathbf{t}_{0}\right) \tag{8.2}
\end{equation*}
$$

for the components in the polarization plane and

$$
\begin{equation*}
p_{z}=v_{0, z}-\frac{1}{c}\left(\mathbf{p} \cdot \mathbf{A}\left(\mathrm{t}_{0}\right)+\frac{1}{2} \mathbf{A}^{2}\left(\mathrm{t}_{0}\right)\right) \approx v_{0, z}+\frac{1}{\mathrm{c}}\left(\frac{\mathbf{p}^{2}}{2}-\frac{\mathbf{v}_{0}^{2}}{2}\right) \tag{8.3}
\end{equation*}
$$

[^50]for the component in the propagation direction of the light. ${ }^{5}$ The last terms of Eq. (8.3) are quite intuitive as the classical momentum gain in the field is equal to the energy gain during the continuum motion divided by $c$. For vanishing initial velocity $\mathbf{v}_{0}=0$, the well-known heuristic estimate of $p_{z}=A_{0}^{2} /(2 c)$ is retrieved. However, for nonzero initial velocity $\mathbf{v}_{0} \neq 0$, classical mechanics suggests that only the energy gain rather than the total kinetic energy determines the final momentum component $p_{z}$ of the electron in the light-propagation direction.

Within in the simple man's model, Equation (8.2) defines the possible release time $t_{0}$ and the required initial velocity $\mathbf{v}_{0, \perp}$ for a given momentum component $\mathbf{p}_{\perp}$ in the polarization plane. ${ }^{6}$ Hence, according to Eq. (8.3), we expect that the momentum gain during the continuum motion depends on both the release time $t_{0}$ and the initial velocity $\mathbf{v}_{0, \perp}$. However, most of the previous works only discussed the entire momentum transfer induced by the laser pulse, i.e., the main observable is the total average $\left\langle p_{z}\right\rangle$ of the momentum component in the light-propagation direction. ${ }^{7}$ It is difficult to observe effects of the initial velocity $\mathbf{v}_{0, \perp}$ and of the release time $t_{0}$ on the momentum transfer in the total expectation value $\left\langle p_{z}\right\rangle$. In order to extract additional information on the nondipole effects, the average value of the momentum component in the light-propagation direction can be separately studied for each momentum $\mathbf{p}_{\perp}$ in the polarization plane ${ }^{8}$

$$
\begin{equation*}
\left\langle p_{z}\right\rangle\left(\mathbf{p}_{\perp}\right)=\frac{\int \mathrm{dp}_{z} \mathrm{p}_{z} w\left(\mathbf{p}_{\perp,} \mathrm{p}_{z}\right)}{\int \mathrm{d} p_{z} w\left(\mathbf{p}_{\perp,} \mathrm{p}_{z}\right)} \tag{8.4}
\end{equation*}
$$

Here, $w$ is the photoelectron momentum distribution. The differential quantity (8.4) is referred to as partial average and it is the central observable of this chapter. The main goal of our studies is to develop a more complete picture of the physical mechanisms underlying the nondipole effects in recollision-free strong-field ionization. To this end, we discuss the following aspects.

For circular polarization, the initial velocity in the polarization plane is simply linked to the radial momentum $p_{\perp}$ in the polarization plane (see Chapter 5). Hence, using numerical simulations of the TDSE and a simplified theoretical description based on the strong-field approximation, we study the most probable momentum $p_{z}^{\max }\left(p_{\perp}\right)$ in the light-propagation direction or equivalently $\left\langle p_{z}\right\rangle\left(p_{\perp}\right)$ as a function of the radial momentum. This allows us to investigate the dependence of the nondipole shift on the initial electron's velocity. Especially, we evaluate whether the total kinetic electron energy or only its energy gain during the continuum acceleration determines the nondipole shift. In a pioneering experiment based on the COLTRIMS technique, Hartung et al. were able to measure the deflection of the momentum distribution as a function of the radial momentum with high accuracy [473]. A part of this chapter is based on our joint work where we directly compared the nondipole shift from theoretical simulations to experimental measurements [51].

Usually, in previous studies, nondipole effects were included to a given order in $1 / \mathrm{c}$, i.e., both effects of the magnetic field and of the electric-field inhomogeneity were simultaneously considered. Recently, it was suggested in Alexander Hartung's thesis to separately study both influences on the photoelectron momentum distributions [473]. To this end, the most probable radial momentum $p_{\perp}^{\max }\left(p_{z}\right)$ was analyzed as a function of the momentum $p_{z}$ in the light-propagation direction (analogous to the previous work [170]). The observed forward-backward asymmetry of this observable is mainly related to the temporospatial dependence of the electric field. My main contribution to the joint publication [436] was to provide an ab-initio verification based on TDSE simulations and to work out a simplified theoretical description of the observed phenomenon. To this end, we introduce a simple classical adiabatic model which allows the separate investigation of magnetic and electric nondipole effects. This enables us to show that the observations on the momentum dependence of the non dipole shift $p_{z}^{\max }\left(p_{\perp}\right)$ and the

[^51]nondipole modifications of $p_{\perp}^{\max }\left(p_{z}\right)$ are two sides of the same coin, i.e., both have the same physical origin.

In close-to-circularly-polarized fields, the release time $t_{0}$ of the electron is approximately mapped to the angle $\phi_{\mathrm{p}}$ of the electron in the polarization plane (see Chapter 5). Based on this attoclock concept, Willenberg et al. experimentally studied the angular dependence of the nondipole shift for strong-field ionization with elliptical polarization [435] and, hence, "time-resolved" the momentum transfer within an optical cycle of the field. In general, attoclock-like settings provide an excellent ground for studying the interplay between nondipole and Coulomb effects acting on the outgoing electrons. This stimulates us to theoretically analyze and model nondipole effects in the elliptical attoclock as well as in the quasilinear attoclock setting introduced in Section 5.3. Some of these results are published in Ref. [367].

From a theoretical perspective, it is interesting disentangle the momentum transfer during the tunnel ionization and during the subsequent continuum motion of the electrons. Hongcheng Ni suggested to apply the classical backpropagation method [211,350,351] for this purpose (see also Section 5.2.4 for an introduction). This allows us to consider the previously-unexplored interplay between nonadiabatic and nondipole effects. In the joint work, my main contribution was to perform SFA-based simulations and to derive a simplified model that includes leading-order nonadiabatic corrections [474]. Here, this work is further extended with a particular focus on the influence of the long-range electron-ion interaction.

To study recollision-free ionization, we mainly use three laser geometries: circular polarization, elliptical polarization and a quasilinear field. For didactic reasons, the work is not presented in chronological order. Instead, we will first study the effect of the Coulomb attraction on the outgoing electrons in attoclock settings. Afterwards, the electron wave packet is analyzed by means of the classical backpropagation method and the influence of nonadiabaticity is considered. With this important knowledge on the released electron wave packet, we investigate the interplay of magnetic and electric nondipole effects and reveal their imprint on photoelectron momentum distributions.

### 8.2 The influence of Coulomb and nonadiabatic effects

### 8.2.1 Computational details

To describe the dynamics of the electron in the light field beyond the electric dipole approximation, we numerically solve the 3D TDSE for a plane-wave laser pulse. Analogous to Chapter 7, we use the Fourier split-operator technique (see Appendix A.2.2) and employ the natural gauge introduced in Section 2.2. If not stated otherwise, a helium atom is considered and described by a pseudopotential for the 1 s state.


Figure 8.1: Nondipole effects in recollision-free strong-field ionization by elliptically-polarized fields: (a) 2 D slice at $\mathrm{p}_{z}=0$ through the photoelectron momentum distribution obtained by numerical solution of the TDSE for helium ionized by a threecycle laser pulse $(\zeta=0.75)$ with 800 nm wavelength and $5 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity. The black dashed line shows the negative vector potential. The distribution is normalized to maximum signal of one. (b) Nondipole shift of the momentum distribution represented by the momentum-resolved partial average $\left\langle p_{z}\right\rangle\left(\mathbf{p}_{\perp}\right)$ of Eq. (8.4).

The numerical propagation scheme based on two grids is explained in the Appendix A.2.2. The inner wave function is represented on a Cartesian grid of size $409.6 \times 409.6 \times 409.6$ a.u. with spacings $\Delta x=\Delta y=\Delta z=0.4$ a.u. and a time step of 0.03 a.u. is used. The absorbing boundary starts at a distance of $r_{A}=160$ a.u. from the grid center. The ionic potential is set to a constant value in the absorption region. The photoelectron momentum distribution in 3D is calculated using the outer wave function with a resolution of $\Delta p_{x}=\Delta p_{y}=\Delta p_{z}=0.0077$ a.u.

### 8.2.2 Angle-resolved nondipole shifts for elliptical polarization

To time-resolve the momentum transfer in the light-propagation direction, Willenberg et al. [435] performed an experiment using an attoclock protocol based on elliptically-polarized laser fields. Within this attoclock setting (see Chapter 5), the angle detection angle $\phi_{\mathbf{p}}$ of the photoelectron in the polarization plane is related to the release time $t_{0}$ of the electron. Hence, the measurement of the nondipole shift in the light-propagation direction as a function of the angle $\phi_{\mathrm{p}}$ allows us to study the momentum transfer on a sub-optical-cycle time scale. This so far unexplored aspect of the momentum sharing between ejected electron and its parent ion is studied in the following theoretically.

We consider ionization of helium by an elliptically-polarized laser pulse of the form

$$
\begin{equation*}
\mathbf{A}(\eta)=-\frac{E_{0}}{\omega \sqrt{1+\zeta^{2}}}\binom{\zeta \cos (\omega \eta)}{\sin (\omega \eta)} f(\eta) \tag{8.5}
\end{equation*}
$$

with the light-cone coordinate $\eta=t-z / c$ and the frequency $\omega$. The parameter $E_{0}$ is determined by the chosen intensity of the field and the parameter $\zeta$ represents the ellipticity (circularly-polarized light is retrieved for $|\zeta|=1$ ). Here, we use an ellipticity $\zeta=0.75$, a central wavelength of 800 nm and an intensity of $5 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. In order to avoid ATI rings, short three-cycle pulses with a $\cos ^{4}$ envelope are applied. The electric field is chosen such that the maximum of the electric-field strength corresponds to $t=0$. In


Figure 8.2: Analysis of the PMD for elliptical polarization as in Fig. 8.1 in cylindrical coordinates: (a1) angular distribution (normalized to maximum signal of one). [(a2),(a3)] Projection of the PMD onto the $p_{\perp}-\phi_{\mathrm{p}}$-plane from TDSE simulation and from SFA in saddle-point approximation. Both distributions are normalized to maximum signal of one. (b1) Nondipole shift $\left\langle p_{z}\right\rangle\left(\phi_{\mathbf{p}}\right)$ as a function of the attoclock angle $\phi_{p}$ (see Eq. (8.6)). $[(\mathrm{b} 2, \mathrm{~b} 3)]$ Partial average $\left\langle p_{z}\right\rangle\left(p_{\perp}, \phi_{\mathbf{p}}\right)$ in the polarization plane in units of $10^{-2}$ a.u. The gray lines show the classical estimate of Eqs. (8.2) and (8.3) with $\mathbf{v}_{0}=\mathrm{I}_{\mathrm{p}} /(3 \mathrm{c}) \mathbf{e}_{z}$. Figure is adapted from Ni et al. [474].
the simple man's model, ionization at time $\mathrm{t}_{0}=0$ corresponds to final momenta $\mathbf{p}$ with angle $\phi_{\mathbf{p}}=0$. A slice ( $p_{z}=0$ ) through the photoelectron momentum distribution calculated by numerical solution of the TDSE in 3D is shown in Fig. 8.1(a). Due to the shortness of the pulse, only one clear maximum of the momentum distribution in the vicinity of the positive $p_{x}$-axis is present that roughly follows the negative vector potential (see black dashed line). For each momentum $\mathbf{p}_{\perp}$ in the polarization plane, we separately determine the average momentum $\left\langle\mathfrak{p}_{z}\right\rangle\left(\mathbf{p}_{\perp}\right)$ in the light-propagation direction (see Eq. (8.4)). In the vicinity of the probability maximum, the result is a smooth function (see Fig. 8.1(b)), depending on both the radial momentum $p_{\perp}$ and the angle $\phi_{\mathbf{p}}$ in the polarization plane. ${ }^{9}$

To study the angular dependence of the nondipole shift, we convert the momentum distribution to cylindrical coordinates. The projection of the 3D distribution from TDSE on the polarization plane is shown in Fig. 8.2(a2) and the partial average in Fig. 8.2(b2). By integration of the projected distribution along the $p_{\perp}$-momentum component in the polarization plane, the angular distribution $w\left(\phi_{\mathbf{p}}\right)$ is obtained (see Fig. 8.2(a1)). In an analogous way, by averaging the partial average (8.4) over $p_{\perp}$, the angle-resolved nondipole shift is calculated

$$
\begin{equation*}
\left\langle p_{z}\right\rangle\left(\phi_{\mathbf{p}}\right)=\frac{\int d p_{\perp} \int d p_{z} p_{z} p_{\perp} w\left(p_{\perp}, \phi_{\mathbf{p}}, p_{z}\right)}{\int d p_{\perp} \int d p_{z} p_{\perp} w\left(p_{\perp}, \phi_{\mathbf{p}}, p_{z}\right)} . \tag{8.6}
\end{equation*}
$$

The result from TDSE is shown in Fig. 8.2(b1). As discussed in Chapter 5, the peak position of the angular distribution is shifted towards nonzero angles $\phi_{\text {off }} \approx 7.8^{\circ}$ due the influence of the Coulomb attraction on the outgoing electron. The angle-resolved nondipole shift $\left\langle\mathfrak{p}_{z}\right\rangle\left(\phi_{\mathbf{p}}\right)$ shows also a clear modulation with a pronounced minimum at $\phi_{\min } \approx 2^{\circ}$. In agreement with the experimental results [435], the angle $\phi_{\min }$ corresponding to minimal momentum transfer is much smaller compared to the attoclock offset $\phi_{\text {off }}$. In the next sections, we explore this variation of the nondipole shift and study the influence of Coulomb effects during the continuum motion.

### 8.2.3 Coulomb effects during the continuum motion

As discussed in Chapter 5, for close-to-circularly-polarized attoclock settings, some difficulties arise in the interpretation of the observables (e.g. due to nonadiabatic effects). To avoid these complications, we first use the quasilinear field configuration created by a bicircular $\omega$ - $2 \omega$-field (see Section 5.3 for an introduction) and study the interplay between Coulomb effects on the outgoing electrons and nondipole effects.

A slice at $p_{z}=0$ through the momentum distribution for ionization of helium in the quasilinear setting is shown in Fig. 8.3(a). We again use a three-cycle laser pulse with an effective wavelength of 800 nm . The global maximum corresponds to the region of almost linear polarization in the vicinity of the peak of the pulse at $t=0$. In the dipole approximation, the flow of time $t_{0}$ through the PMD follows the $p_{y}$-momentum component and initial velocities $\mathbf{v}_{0} \approx v_{0, x} \mathbf{e}_{x}+v_{0, z} \mathbf{e}_{z}$ are mapped to the $p_{x}$ - and $p_{z^{-}}$ momentum components (see Section 5.3 for details). We only analyze a slice through the maximum of the PMD that corresponds approximately to vanishing initial velocities $v_{0, \perp} \approx v_{0, x}=0$ and, thus, the final momentum components in the polarization plane are given by $\mathbf{p}_{\perp}=-\mathbf{A}\left(\mathrm{t}_{0}\right) \approx-\mathrm{A}_{\mathbf{x}}(0) \mathbf{e}_{x}+\mathrm{E}_{y}(0) \mathrm{t}_{0} \mathbf{e}_{y}$ (see the black vertical line in Fig. 8.3(a)). The maximum's position of the probability distribution is located at positive momenta $p_{y}$. As discussed in Section 5.3 , this attoclock shift is a well-known signature of Coulomb effects (see also Fig. 8.3(b)). The nondipole shifts $\left\langle\mathfrak{p}_{z}\right\rangle\left(-\boldsymbol{A}_{x}(0), \boldsymbol{p}_{y}\right)$ of Eq. (8.4) from TDSE simulations are perfectly quadratic functions of $p_{y}$ with a pronounced minimum centered very close to $p_{y} \approx 0$ (see the dashed-dotted lines in Fig. 8.3(c)). In agreement with the observation for elliptical polarization, the point of minimum momentum transfer is also unaffected by Coulomb effects compared to the attoclock shift of the probability distribution. ${ }^{10}$

When first neglecting Coulomb effects and treating the continuum motion classically, the nondipole part of the Lorentz force leads to a deflection of the electrons in the light-propagation direction (see

[^52]

Figure 8.3: Nondipole effects in recollision-free strong-field ionization by quasilinear fields: 2 D slice at $p_{z}=0$ through the photoelectron momentum distribution obtained by numerical solution of the TDSE for helium ionized by a three-cycle laser pulse with 800 nm effective wavelength and $10 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity. The distribution is normalized to maximum signal of one. The black dashed line shows the negative vector potential and the inset shows the electric field. (b) 1D slices through the maximum of the PMD calculated along a line at fixed $p_{x}=-A_{x}(0)$ as a function of $p_{y}$ (see black vertical line in panel (a)) for three different intensities (independently normalized to maximum signal of one). (c) Corresponding nondipole shift $\left\langle p_{z}\right\rangle\left(p_{y}\right)$ of Eq. (8.4). The gray lines show the classical estimate of Eqs. (8.2) and (8.3) with $\mathbf{v}_{0}=\mathrm{I}_{\mathrm{p}} /(3 \mathrm{c}) \mathbf{e}_{z}$. Figure is adapted from Eicke et al. [367].

Eq. (8.3)) and, hence, we expect an average transferred momentum

$$
\begin{equation*}
\left\langle p_{z}\right\rangle\left(p_{x}, p_{y}\right) \approx\left\langle v_{0, z}\right\rangle+\frac{1}{c}\left(\frac{\mathbf{p}^{2}}{2}-\frac{\mathbf{v}_{0}^{2}}{2}\right) . \tag{8.7}
\end{equation*}
$$

The slice (considered in Fig. 8.3(c)) corresponds to vanishing initial velocity in the polarization plane. Thus, this potential-free simple man's model predicts a quadratic dependence of the nondipole shift on the $p_{y}$-momentum component. This classical result for the quasilinear field is similar to the recollisionfree result in pure linearly-polarized light except for a constant offset by $\approx p_{x}^{2} /(2 c)=A_{x}^{2}(0) /(2 c)$ caused by the displacement of the momentum distribution in $p_{x}$-direction. ${ }^{11}$ The model is in almost perfect agreement with the TDSE result. In particular, the point of minimal momentum transfer corresponds to $p_{y}=0$. In the remaining part of this section, we further explore the influence of Coulomb effects on the classical motion of the electron.

To this end, we consider the classical motion of the released electron, but include the electron-ion interaction as well as the nondipole effects perturbatively (similar to the model introduced in Section 5.3.1). For simplicity, we still restrict ourselves to the slice with $v_{0, x} \approx 0$ and, thus, assume an initial velocity $\mathbf{v}_{0}=v_{0, z} \mathbf{e}_{z}$. We calculate the deflection of the electron by the Coulomb attraction by evaluating the Coulomb force (see Eq. (5.38)) along the adiabatic light-driven trajectory of Eq. (5.36). If the electron starts at the $I_{p} / E$ tunnel-exit position of Eq. (5.25), its velocity as a function of time $t$ in the dipole approximation is approximately given by

$$
\begin{equation*}
\dot{\mathbf{r}}_{\mathrm{D}}(\mathrm{t})=\mathbf{A}(\mathrm{t})-\mathbf{A}\left(\mathrm{t}_{0}\right)+\mathbf{v}_{0}+\Delta \dot{\mathbf{r}}_{C}\left(\mathrm{t}, \mathrm{t}_{0}\right) \tag{8.8}
\end{equation*}
$$

with the Coulomb correction (to first order in $Z$ and in $\mathbf{v}_{0}$ )

$$
\begin{equation*}
\Delta \dot{\mathbf{r}}_{\mathrm{C}}\left(\mathrm{t}, \mathrm{t}_{0}\right) \approx \frac{\mathrm{Z}}{\sqrt{2}} \frac{\mathrm{E}\left(\mathrm{t}_{0}\right)}{\mathrm{I}_{\mathrm{p}}^{3 / 2}} \hat{\mathbf{E}}\left(\mathrm{t}_{0}\right)\left[\frac{\tau\left(\mathrm{t}, \mathrm{t}_{0}\right)}{\tau^{2}\left(\mathrm{t}, \mathrm{t}_{0}\right)+1}+\arctan \left(\tau\left(\mathrm{t}, \mathrm{t}_{0}\right)\right)\right]-\frac{\mathrm{Z}}{2} \frac{\mathrm{E}\left(\mathrm{t}_{0}\right)}{\mathrm{I}_{\mathrm{p}}^{2}} \mathbf{v}_{0}\left[1-\frac{1}{\left(\tau^{2}\left(\mathrm{t}, \mathrm{t}_{0}\right)+1\right)^{2}}\right] \tag{8.9}
\end{equation*}
$$

and the dimensionless time $\tau\left(\mathrm{t}, \mathrm{t}_{0}\right)=\mathrm{E}\left(\mathrm{t}_{0}\right) / \sqrt{2 \mathrm{I}_{\mathrm{p}}}\left(\mathrm{t}-\mathrm{t}_{0}\right)$. To include leading-order nondipole effects for the motion in the light-propagation direction, we again use perturbation theory. For plane waves (2.1) with $\mathbf{B}=\mathbf{e}_{z} \times \mathbf{E} / \mathrm{c}$ and, thus, $|\mathbf{B}|=|\mathbf{E}| / \mathrm{c}$, the shift $z(\mathrm{t}) / \mathrm{c}$ in the argument of the magnetic part of the

[^53]Lorentz force can be neglected, if we are only interested in the corrections to first order in $1 / c$. The integration of the Lorentz force along the dipole trajectory $\mathbf{r}_{D}(t)$ results in ${ }^{12}$

$$
\begin{align*}
\Delta \mathrm{p}_{\mathrm{ND}, \mathrm{z}} & =-\int_{\mathrm{t}_{0}}^{\infty} \mathrm{dt}\left(\dot{\mathbf{r}}_{\mathrm{D}}(\mathrm{t}) \times \mathbf{B}(\mathrm{t})\right)_{z}=\frac{\mathbf{A}^{2}\left(\mathrm{t}_{0}\right)}{2 \mathrm{c}}-\frac{1}{\mathrm{c}} \int_{\mathrm{t}_{0}}^{\infty} \mathrm{dt} \Delta \dot{\mathbf{r}}_{\mathrm{C}}\left(\mathrm{t}, \mathrm{t}_{0}\right) \cdot \mathbf{E}(\mathrm{t})  \tag{8.10}\\
& \approx \frac{\mathbf{A}^{2}\left(\mathrm{t}_{0}\right)}{2 \mathrm{c}}-\frac{1}{\mathrm{c}} \Delta \mathbf{p}_{\mathrm{C}} \cdot \mathbf{A}\left(\mathrm{t}_{0}\right)+\frac{Z}{\mathrm{c}} \frac{\mathrm{E}\left(\mathrm{t}_{0}\right)}{\mathrm{I}_{\mathrm{p}}} .
\end{align*}
$$

Here, we used the momentum change in the dipole approximation due to the Coulomb force given by $\Delta \mathbf{p}_{\mathrm{C}}=\pi Z \mathbf{E}\left(\mathrm{t}_{0}\right) /\left(2 \mathrm{I}_{\mathrm{p}}\right)^{3 / 2}$ (see Eqs. (5.40) and (8.9)). The first two terms were already used in Ref. [435]. There is was argued that the attoclock shift is gained in a time interval much shorter than an optical cycle of the light field and, hence, the influence of the Coulomb potential can be viewed as an initial velocity offset in the potential-free mapping of Eq. (8.3). We find that the nonzero time of deceleration compared to a short-kick picture, however, leads to the last term in Eq. (8.10). In conclusion, for given release time $t_{0}$, the Coulomb-induced change of the velocity in the polarization plane affects the final momentum in the light-propagation direction through the magnetic part of the Lorentz force (see the last two terms in Eq. (8.10)).

However, importantly, the Coulomb effects also change the time-to-momentum mapping for components in the polarization plane: $\mathbf{p}_{\perp} \approx-\mathbf{A}\left(\mathrm{t}_{0}\right)+\Delta \mathbf{p}_{\mathrm{C}}$. As a result, for example, the final momentum $\mathbf{p}=-A_{x}(0) \mathbf{e}_{x}$ on the $p_{y}$-axis does not correspond to ionization at $t_{0}=0$ anymore, but instead it corresponds to ionization at a slightly negative time $t_{0}<0$. To analyze the nondipole shift as a function of the final momentum, we have to account for this Coulomb-corrected mapping. The final momentum in the light-propagation direction can be expressed as

$$
\begin{equation*}
p_{z}=\left(1-\frac{Z}{2} \frac{E\left(t_{0}\right)}{I_{p}^{2}}\right) v_{0, z}+\frac{\mathbf{p}^{2}}{2 c}-\frac{\left(\Delta \mathbf{p}_{C}\right)^{2}}{2 c}+\frac{Z}{c} \frac{E\left(t_{0}\right)}{I_{p}} . \tag{8.11}
\end{equation*}
$$

The first term represents the focusing of the initial velocity distribution in $z$-direction due to the Coulomb attraction (see also Eq. (5.39)). The second term represents the nondipole shift in the absence of the potential whereas the last terms are the Coulomb-induced corrections. Here, in a short-kick picture, the Coulomb corrections of the time-to-momentum mapping and of the nondipole shift in Eq. (8.10) compensate each other to first order in the charge Z. Thus, the third term in Eq. (8.11) remains which is of second order in $Z$. Only the nonzero time of deceleration leads to a term proportional to $Z$ (see the fourth term in Eq. (8.11)) . For usual system parameters like $I_{p}=0.9$ a.u., $E_{0}=0.15$ a.u., we find $\frac{\left(\Delta \mathbf{p}_{\mathrm{C}}\right)^{2}}{2 \mathrm{c}} \approx 1.4 \times 10^{-4}$ a.u. as well as $\frac{\mathrm{Z}}{\mathrm{c}} \frac{\mathrm{E}\left(\mathrm{t}_{\mathrm{o}}\right)}{\mathrm{I}_{\mathrm{p}}} \approx 1.2 \times 10^{-3}$ a.u. indicating that the last term in Eq. (8.11) is usually the dominant Coulomb correction.

In the vicinity of the attoclock maximum, the electric-field strength is approximately constant and the corrections of the nondipole shift of Eq. (8.11) only depend very weakly on the momentum component $p_{y}$. Hence, the Coulomb corrections lead to an overall increase of the nondipole shift, but they do not affect the momentum $p_{y}$ at which the minimal nondipole shift occurs. Qualitatively, the same arguments can also be applied for elliptically-polarized fields (see also Ref. [435]), explaining the much smaller angle $\phi_{\min }$ corresponding to minimal momentum transfer compared to the attoclock offset $\phi_{\text {off }}{ }^{13}$ Within the classical model (including the Coulomb effects), the maximum of the probability distribution corresponds to the time $t_{0}=0$ of peak field strength. In contrast, the point of minimal momentum transfer corresponds to ionization at a slightly negative release time $t_{0}<0$. A similar effect was observed in the streaking of electrons with a weak external electric field that is polarized perpendicular to a strong driving field [367, 426]. Both for HHG [426] as well as photoelectrons [367], the reconstructed ionization times are in agreement with the ionization times of the strong-field approximation, i.e., these methods

[^54]measure ionization times as if the outgoing electron did not experience the Coulomb attraction [161]. All these observations have in common that the perturbing forces act in the direction perpendicular to the ionizing electric field.

### 8.2.4 The influence of nonadiabaticity on the momentum transfer

Now, we turn back to the slightly more complicated situation in elliptically-polarized fields. Similar to the quasilinear field, the angular dependence of the nondipole shift $\left\langle\mathfrak{p}_{z}\right\rangle$ can be qualitatively explained by the classical motion of a potential-free electron in the laser field [435]. When neglecting nonadiabatic corrections, the distribution of initial velocities in the polarization plane is centered around $v_{0, \perp}=0$. Hence, for each angle $\phi_{\mathbf{p}}$ in the polarization plane, the final momentum distribution is approximately centered at $-\mathbf{A}\left(\mathrm{t}_{0}\left(\phi_{\mathbf{p}}\right)\right.$ ), where $\mathrm{t}_{0}\left(\phi_{\mathbf{p}}\right)$ is the classical time-to-momentum mapping defined by Eq. (8.2). The deflection due to the full Lorentz force again leads to a momentum component in forward direction $p_{z} \approx v_{0, z}+\lambda^{2}\left(t_{0}\left(\phi_{\mathbf{p}}\right)\right) /(2 c)$ (see the gray line in Fig. 8.2(b2)). Here, the variation of the average final electron energy as a function of the angle $\phi_{\mathrm{p}}$ mostly determines the angular dependence of the average momentum $\left\langle p_{z}\right\rangle$. For example, the local minimum of the vector potential $|\mathbf{A}(t)|$ at $t=0$ is mapped to an angle $\phi_{\mathrm{p}}=0^{\circ}$ and, hence, results in a local minimum of the nondipole shift $\left\langle\mathrm{p}_{z}\right\rangle$. However, in contrast to the perfect agreement of the classical model with the TDSE result for the quasilinear setting (see Fig. 8.3(c)), there are two obvious differences visible for elliptical polarization: (i) In this classical adiabatic model, the nondipole shift is systematically underestimated and (ii) the difference between TDSE and classical adiabatic model increase as a function of $\left|\phi_{\mathbf{p}}\right|$. These observations are also present in the experimental results in Ref. [435] and raise questions about their physical origins.

For further investigation, we consider a simplified description in the strong-field approximation beyond the electric dipole approximation of Section 2.3. The application of a saddle-point approximation offers a useful analytical treatment in a quantum-orbit model (see Section 2.3 for an introduction). This approach covers nonadiabatic effects, but neglects the Coulomb potential after interaction with the field. We only include the signal for a single saddle-point time $\mathrm{t}_{s}^{\prime}=\mathrm{t}_{\mathrm{r}}^{\prime}+\mathrm{it}_{i}^{\prime}$ defined by the following equation

$$
\begin{equation*}
\dot{S}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}_{s}^{\prime}\right)=\frac{1}{2}\left[\mathbf{p}+\mathbf{A}\left(\mathrm{t}_{s}^{\prime}\right)+\frac{\mathbf{e}_{z}}{\mathrm{c}}\left(\mathbf{p} \cdot \mathbf{A}\left(\mathrm{t}_{s}^{\prime}\right)+\frac{1}{2} \mathbf{A}^{2}\left(\mathrm{t}_{s}^{\prime}\right)\right)\right]^{2}+\mathrm{I}_{\mathrm{p}}=0 \tag{8.12}
\end{equation*}
$$

with the generalized action

$$
\begin{equation*}
S_{S F A}\left(\mathbf{p}, \mathrm{t}^{\prime}\right)=-\frac{1}{2} \int_{\mathrm{t}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{dt}\left[\mathbf{p}+\mathbf{A}(\mathrm{t})+\frac{\mathbf{e}_{z}}{\mathrm{c}}\left(\mathbf{p} \cdot \mathbf{A}(\mathrm{t})+\frac{1}{2} \mathbf{A}^{2}(\mathrm{t})\right)\right]^{2}+\mathrm{I}_{\mathrm{p}}\left(\mathrm{t}^{\prime}-\mathrm{t}_{\mathrm{A}}\right) . \tag{8.13}
\end{equation*}
$$

For an 1 s initial state, the electron momentum distribution is given by (to first order in $1 / \mathrm{c}$ and up to a normalization factor)

$$
\begin{equation*}
w(\mathbf{p}) \approx \frac{1}{\mid \ddot{S}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}_{s}^{\prime}\right)^{\alpha}} \mathrm{e}^{-2 \operatorname{Im} \mathrm{~S}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}_{s}^{\prime}\right)} . \tag{8.14}
\end{equation*}
$$

In length gauge, the parameter $\alpha$ in the preexponential factor is given by $\alpha=1+Z / \sqrt{2 I_{p}}$, where $Z$ is the asymptotic charge of the ion. ${ }^{14}$ Even though the SFA neglects Coulomb effects, the SFA result agrees well with the nondipole shift from the TDSE for elliptically-polarized fields (see Figs. 8.2(b2) and 8.2(b3)). Especially, the angular dependence of $\left\langle\boldsymbol{p}_{z}\right\rangle\left(\phi_{\mathbf{p}}\right)$ is quantitatively reproduced by the SFA result.

To explain the difference between the classical adiabatic model and the more advanced theories, it is important to note that we average $\left\langle p_{z}\right\rangle\left(\mathbf{p}_{\perp}\right)$ over the $p_{\perp}$-distribution to calculate the angle-resolved quantity $\left\langle\mathfrak{p}_{z}\right\rangle\left(\phi_{\mathbf{p}}\right)$ of Fig. 8.2(b1). The momentum transfer during the continuum motion (see the terms $1 / \mathrm{c}\left(\mathbf{p}^{2} / 2-\mathbf{v}_{0}^{2} / 2\right)$ in Eq. (8.7)) leads to a strong increase of the average $\left\langle\mathfrak{p}_{z}\right\rangle\left(\mathbf{p}_{\perp}\right)$ as a function of the momentum component $p_{\perp}$ (see Figs. 8.2(b2) and 8.2(b3)). However, for close-to-circularly-polarized fields,

[^55]the most probable momenta $p_{\perp}$ are increased due to the well-known nonadiabatic offset of the initial velocity distribution as discussed in Refs. [170, 354, 370-372] (see also Figs. 8.2(a2) and 8.2(a3)). As a result, the averaged nondipole shift $\left\langle\mathrm{p}_{z}\right\rangle\left(\phi_{\mathrm{p}}\right)$ is enhanced compared to the simple adiabatic model. The more nonadiabatic ionization conditions at the minima of the electric-field strength lead to a further increase of $\left\langle\mathrm{p}_{\perp}\right\rangle$ and thus of $\left\langle\mathrm{p}_{z}\right\rangle\left(\phi_{\mathbf{p}}\right)$ around $\phi_{\mathbf{p}} \approx \pm 90^{\circ}$ compared to ionization at the time of peak electric-field strength corresponding to $\phi_{\mathbf{p}} \approx 0^{\circ}$. This explains the enhanced angular modulation of $\left\langle\mathrm{p}_{z}\right\rangle\left(\phi_{\mathbf{p}}\right)$ visible in the TDSE and SFA compared to the classical adiabatic model.

The asymptotic nondipole shift $\left\langle p_{z}\right\rangle$ is also influenced by the initial velocity $\left\langle v_{0, z}\right\rangle$ in the lightpropagation direction, i.e., by possible momentum transfer during the tunneling process. Hence, a nontrivial dependence of $\left\langle v_{0, z}\right\rangle$ on the liberation time $t_{0}$ would modify the angle-resolved nondipole shift $\left\langle p_{z}\right\rangle\left(\phi_{\mathbf{p}}\right)$. To study the initial velocity $\left\langle v_{0, z}\right\rangle$ and, thus, to disentangle the nondipole effects during the tunnel ionization and during the subsequent acceleration of the electron on a subcycle time scale, Hongcheng Ni suggested to employ the classical backpropagation method introduced in Section 5.2.4.

The basic idea is to classically propagate the asymptotic electron wave packet back in time until a defined tunneling criterion is reached. This enables the calculation of various observables of the liberated electron wave packet at the tunnel exit. Here, we define an initial distribution $w_{\text {ini }}\left(t_{0}, v_{0, \perp}, v_{0, z}\right)$ as a function of the release time $\mathrm{t}_{0}$, of the initial velocity component $v_{0, \perp}$, which is in the polarization plane and perpendicular to the instantaneous electric field $\mathbf{E}\left(\mathrm{t}_{0}\right)$, and of the initial velocity component $v_{0, z}$ in the light-propagation direction. Before proceeding with the full numerical calculation using TDSE input, we explore the potential-free case by using the SFA input (see also Appendix A.3). In this special case, the mapping of the initial coordinates ( $\mathrm{t}_{0}, v_{0, \perp}, v_{0, z}$ ) to the final momenta $\mathbf{p}$ is given by Eqs. (8.2) and (8.3). For ionization by an elliptically-polarized pulse, the initial probability distribution of Eq. (5.16) is calculated based on the wave packet of Eq. (8.14). The projection of the initial distribution on the $t_{0}-v_{0, \perp}$-plane is shown in Fig. 8.4(a2). To quantify the momentum transfer during the tunneling process, we define the expectation value of the initial velocity in the light-propagation direction for each $t_{0}$ and $v_{0, \perp}$

$$
\begin{equation*}
\left\langle v_{0, z}\right\rangle\left(t_{0}, v_{0, \perp}\right)=\frac{\int d v_{0, z} v_{0, z} w_{\text {ini }}\left(t_{0}, v_{0, \perp}, v_{0, z}\right)}{\int d v_{0, z} w_{\text {ini }}\left(t_{0}, v_{0, \perp}, v_{0, z}\right)} \tag{8.15}
\end{equation*}
$$

To further quantify the temporal evolution of the sub-barrier momentum transfer, $\left\langle v_{0, z}\right\rangle\left(t_{0}\right)$ is calculated by additional averaging over the perpendicular velocity $v_{0, \perp}$. The results for $\left\langle v_{0, z}\right\rangle\left(\mathrm{t}_{0}, v_{0, \perp}\right)$ and $\left\langle v_{0, z}\right\rangle\left(\mathrm{t}_{0}\right)$


Figure 8.4: Electron wave packet at the tunnel exit for ionization by an elliptically-polarized field calculated by classical backpropagation for input from the SFA. (a1) Time-dependent ionization rate. (a2) Initial probability distribution projected onto the $\mathrm{t}_{0}-v_{0, \perp}$-plane. (b1) Subcycle-resolved average initial velocity $\left\langle v_{0, z}\right\rangle$ as a function of the release time $\mathrm{t}_{0}$. (b2) Average initial velocity $\left\langle v_{0, z}\right\rangle\left(\mathrm{t}_{0}, v_{0, \perp}\right)$ of Eq. (8.15) in units of $10^{-3}$ a.u. For comparison, the simple estimate of Eq. (8.17) is shown in panel (b1) as gray line and the classical backpropagation result from TDSE (provided by Hongcheng Ni [474]) is shown as red line. For the results in panels (a2) and (b2) and the blue solid lines in panels (a1) and (b1), the distribution of Eq. (8.14) with $\alpha=1+Z / \sqrt{2 I_{p}}$ is considered. In addition, the blue dashed lines show the results for input with $\alpha=0$, i.e., neglecting the prefactor in Eq. (8.14). Figure is adapted from Ni et al. [474].
are presented in Figs. 8.4(b2) and (b1), respectively. In agreement with earlier works [150, 151], the average initial velocity is on the order of $\mathrm{I}_{\mathrm{p}} /(3 \mathrm{c}) \approx 2.2 \times 10^{-3}$ a.u. for helium. However, the average initial velocity $\left\langle v_{0, z}\right\rangle$ shows a small variation with the initial velocity $v_{0, \perp}$ and the ionization time $t_{0}$ within an optical cycle. Note that for times around $\mathrm{t}_{0} \pm 0.25 \mathrm{~T}$, the two saddle points in time corresponding to different half cycles of the electric field approach each other in the region with $v_{0, \perp}<0$. Hence, the saddle-point approximation breaks down [202, 203]. This prevents a meaningful time-resolved study within the backpropagation method, i.e., the observed large values of $\left\langle v_{0, z}\right\rangle$ in Fig. 8.4(b2) have no physical significance.

For the laser parameters at hand (Keldysh parameter $\approx 0.8$ ), nonadiabatic effects during tunnel ionization must be considered. To study further the properties of the ionized wave packet, we derived an analytical expression based on SFA in saddle-point approximation which takes leading-order nonadiabatic corrections into account. When neglecting the preexponential factor in Eq. (8.14) $(\alpha=0)$, the initial wave packet is given to first order in the Keldysh parameter $\gamma$ by (see Appendix A.3.2)

$$
\begin{equation*}
w_{\mathrm{SFA}}\left(\mathrm{t}_{0}, v_{0, \perp}, v_{0, z}\right) \approx \exp \left(-\frac{2}{3 \mathrm{E}\left(\mathrm{t}_{0}\right)}\left[2 \mathrm{I}_{\mathrm{p}}+v_{0, \perp}^{2}+\left(v_{0, z}-\left\langle v_{0, z}\right\rangle\right)^{2}\right]^{3 / 2}\left[1+\frac{1}{2} \frac{\mathbf{v}_{0} \cdot \dot{\mathbf{E}}\left(\mathrm{t}_{0}\right)}{\mathbf{E}^{2}\left(\mathrm{t}_{0}\right)}\right]\right) \tag{8.16}
\end{equation*}
$$

The expectation value of the initial velocity can be approximated as (to first order in $1 / \mathrm{c}$ )

$$
\begin{equation*}
\left\langle v_{0, z}\right\rangle\left(\mathrm{t}_{0}, v_{0, \perp}\right) \approx \frac{\mathrm{I}_{\mathrm{p}}+v_{0, \perp}^{2} / 2}{3 c} \tag{8.17}
\end{equation*}
$$

Importantly, for fixed $v_{0, \perp}$ and $\mathrm{t}_{0}$, we find that the first-order nonadiabatic corrections to the under-the-barrier momentum transfer vanishes. Thus, the first term of Eq. (8.17) is in agreement with earlier works $[150,151,471]$. Here, however, a nonzero initial velocity $v_{0, \perp}$ increases the effective ionization potential $\mathrm{I}_{\mathrm{p}}+v_{0, \perp}^{2} / 2$. This explains qualitatively the quadratic dependence of the nondipole shift $\left\langle v_{0, z}\right\rangle$ on $v_{0, \perp}$ visible in Fig. 8.4(b2) in the vicinity of $\mathrm{t}_{0}=0$. The observed variation of $\left\langle v_{0, z}\right\rangle\left(\mathrm{t}_{0}\right)$ as a function of release time $t_{0}$ is caused by the interplay between nonadiabatic and nondipole effects (see Fig. 8.4(b1)). Even though the $v_{0, \perp}^{2}$ term in Eq. (8.17) induces a weak subcycle modulation of $\left\langle v_{0, z}\right\rangle\left(\mathrm{t}_{0}\right)$ (see gray line in Fig. 8.4(b1)), we find that the time dependence of $\left\langle v_{0, z}\right\rangle\left(\mathrm{t}_{0}\right)$ is mostly caused by nonadiabatic corrections in second order of the Keldysh parameter.

Our results show that the subcycle variation of the initial velocity $\left\langle v_{0, z}\right\rangle\left(\mathrm{t}_{0}\right)$ is approximately one order of magnitude smaller than the angular modulation of the nondipole shift $\left\langle\mathfrak{p}_{z}\right\rangle\left(\phi_{\mathbf{p}}\right)$ in the final momentum distribution. Hence, for the considered elliptical attoclock, the time dependence of the initial velocity $\left\langle v_{0, z}\right\rangle\left(\mathrm{t}_{0}\right)$ influences the measurable quantity $\left\langle\mathrm{p}_{z}\right\rangle\left(\phi_{\mathbf{p}}\right)$ only weakly. ${ }^{15}$

### 8.2.5 Momentum transfer during the under-the-barrier motion

The classical backpropagation simulations can also be performed with input from TDSE for a longrange potential. For elliptical polarization, the initial velocity $\left\langle v_{0, z}\right\rangle\left(\mathrm{t}_{0}\right)$ at the tunnel exit shows a weak subcycle modulation (see Fig. 8.4(b1)). ${ }^{16}$ However, the average value $\left\langle v_{0, z}\right\rangle\left(\mathrm{t}_{0}\right)$ is significantly smaller than the value $I_{p} /(3 c)$ expected for a short-range potential (the minimal nondipole shift is about $1.6 \times 10^{-3}$ a.u. $\approx 0.24 \mathrm{I}_{\mathrm{p}} /$ c). To investigate this reduced sub-barrier momentum transfer and avoid complications due to nonadiabaticity, we again consider the quasilinear attoclock configuration. For the quasilinear setting and a long-range potential, the average initial velocity $\left\langle v_{0, z}\right\rangle$ for ionization at $\mathrm{t}_{0}=0$ from backpropagation with input from TDSE is shown in Fig. 8.5(a) as a function of the velocity $v_{0, \perp}$ in the polarization plane. In agreement with the potential-free estimate of Eq. (8.17), $\left\langle v_{0, z}\right\rangle$ is a quadratic function of $v_{0, \perp}$. However, similar to the simulations for elliptical polarization, we find that the nondipole shifts are significantly reduced compared to $\mathrm{I}_{\mathrm{p}} /(3 \mathrm{c})$. For a further study, we repeat the
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Figure 8.5: Under-the-barrier momentum transfer in strong-field ionization by a quasilinear field of Fig. 8.3 from TDSE simulations: (a) Average velocity $\left\langle v_{0, z}\right\rangle$ in the light-propagation direction as a function of the initial velocity $v_{0, \perp}=v_{0, x}$ at fixed release time $t_{0}=0$ for an intensity of $10 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. The solid and dashed lines are calculated by subtracting the classical potentialfree nondipole shift during the continuum motion (see Eq. (8.3)) from the asymptotic average momentum $\left\langle\mathrm{p}_{z}\right\rangle$. In addition, for the long-range potential, results from full classical backpropagation calculations including the electron-ion interaction during the continuum motion are shown as the dotted lines. (b) Average velocity $\left\langle v_{0, z}\right\rangle$ at $v_{0, \perp}=0$ as a function of the peak electric-field strength. The gray thick line is the simple estimate of Eq. (8.17) and the gray dashed-dotted line is numerically calculated by WKB approximation (see Eq. (8.19)).
simulations for the short-range potential

$$
\begin{equation*}
V(r)=-\frac{6.15 \exp \left(-1.26 \sqrt{r^{2}+0.2}\right)}{\sqrt{r^{2}+0.35}} \tag{8.18}
\end{equation*}
$$

with the same ionization potential as helium. The corresponding initial velocity $\left\langle v_{0, z}\right\rangle$ is in much better agreement with the simple estimate of Eq. (8.17). Their small difference can be attributed to corrections from the preexponential factor in SFA that depend on the initial state of the electron [474]. This indicates the reduction of the under-the-barrier nondipole shift for long-range potentials is indeed caused by the presence of the Coulomb interaction.

In the adiabatic limit, the tunneling process can be quasi-classically described by means of a Wentzel-Kramers-Brillouin (WKB) approximation. Within this framework, Klaiber and Yakaboylu et al. [151, 471] included magnetic nondipole effects on the under-the-barrier motion. We follow their approach and consider the static situation of an electric field of strength $E_{p}$ pointing in positive $y$-direction and a magnetic field pointing in negative $x$-direction. During its quasi one-dimensional motion the electron tunnels through the barrier $V_{\text {eff }}(y)=V(y)+y E_{p}$ formed by the binding potential $V$ and the electric field. Here, the magnetic field can be included by means of a nonvanishing vector potential $A_{z}=-y E_{p} / c$ such that the velocity in propagation direction of the light reads $v_{z}=p_{z}-y E_{p} / c$. Assuming $p_{x}=0$, the total energy of the electron $\epsilon(y)=-I_{p}-\left(p_{z}-y E_{p} / c\right)^{2} / 2$ is position dependent and the WKB tunneling probability

$$
\begin{equation*}
w_{\text {tunnel }} \propto \exp \left(-2 \int_{y_{i}}^{y_{0}} \mathrm{~d} y \sqrt{2\left(\mathrm{~V}_{\mathrm{eff}}(\mathrm{y})-\epsilon(\mathrm{y})\right)}\right) \tag{8.19}
\end{equation*}
$$

through the classically-forbidden region $y_{0}<y<y_{i}$ is changed compared to the dipole approximation. ${ }^{17}$ For a short-range potential, the integral can be evaluated analytically. In agreement with the adiabatic limit of the SFA (8.17), the velocity distribution in $v_{0, z}$-direction at the tunnel exit maximizes at $v_{0, z}^{\max }=\mathrm{I}_{\mathrm{p}} /(3 \mathrm{c})$ [151]. A long-range Coulomb potential $\mathrm{V}(\mathrm{r})=-\mathrm{Z} / \mathrm{r}$ leads to a reduced tunnel-barrier width reflected by a reduced amount of transferred momentum [471] (see gray dashed-dotted line in Fig. 8.5(b)). Qualitatively, this simple model reproduces the observed reduction of the under-the-barrier momentum transfer present in the backpropagation calculations.

Experiments can only access the nondipole shifts in the asymptotic momentum distributions and do not measure the electron wave packets at the tunnel exit. However, we found that during the continuum

[^57]motion of the electron, a long-range Coulomb potential enhances the nondipole shift by approximately $Z E_{p} /\left(\mathrm{cI}_{\mathrm{p}}\right)$ (see the last term in Eq. (8.11)). Thus, the Coulomb effects on the nondipole shift in the tunneling step and in the subsequent continuum motion nearly compensate each other. In all studied cases, we find that the nondipole shift in the final momentum distribution agrees well with the potentialfree estimate of Eq. (8.7) in combination with the initial velocity of Eq. (8.17). To underline this, we subtract the nondipole contribution of the potential-free continuum motion from the asymptotic average momentum transfer $\left\langle p_{z}\right\rangle$ for a long-range potential. The results are shown as solid lines in Fig. 8.5 and match very well the $I_{p} /(3 c)$ estimate of Eq. (8.17). Hence, for us, it seems that the separation of the momentum transfer into under-the-barrier and continuum motion in the backpropagation is to a certain extent artificial.

### 8.3 Disentanglement of magnetic and electric nondipole effects

In previous studies, nondipole effects were included to a given order in $1 / \mathrm{c}$, i.e., both the effect of the magnetic field and the electric-field inhomogeneity were simultaneously incorporated. Commonly, in strong-field ionization, the magnetic component of the light field was considered as the dominating source of nondipole effects (see for example the review [475]). Alexander Hartung [473] proposed to study the effects of the magnetic field and the temporospatial dependence of the electric field separately. ${ }^{18}$ In Ref. [473], (numerical) simulations based on single trajectories and an ensemble of trajectories were used to study the nondipole asymmetry of the maximum's position of the radial momenta $p_{\perp}$ as a function of the momentum $p_{z}$. In Section 8.3.1, we follow this idea, but derive an analytical description. In a quantum-mechanical calculation based on a Hamiltonian of the form (2.20) it is not possible to include only one of the two nondipole contributions. Thus, we use a two-step model where the influence of the laser magnetic field and electric-field inhomogeneity on the classical motion of the electron can be studied separately. In Sections 8.3.2 and 8.3.3, the model used to interpret photoelectron momentum distributions from numerical TDSE simulations and especially the influence of nonadiabatic effects is considered.

### 8.3.1 Simple man's model

The release of the electron is a nonclassical process. In this section, we use an adiabatic approximation for the distribution of the initial coordinates. According to Eq. (8.16), the released wave packet is then given by

$$
\begin{equation*}
w_{\text {adia }}\left(\mathrm{t}_{0}, v_{0, \perp}, v_{0, z}\right) \approx \exp \left(-\frac{2}{3 \mathrm{E}\left(\mathrm{t}_{0}\right)}\left[2 \mathrm{I}_{\mathrm{p}}+v_{0, \perp}^{2}+\left(v_{0, z}-\frac{\mathrm{I}_{\mathrm{p}}+v_{0, \perp}^{2} / 2}{3 \mathrm{c}}\right)^{2}\right]^{3 / 2}\right) \tag{8.20}
\end{equation*}
$$

A schematic sketch of a slice in the $v_{0, \perp}-v_{0, z}$-plane at fixed $t_{0}$ through the initial distribution is shown in Fig. 8.6(a). To characterize the geometry of the wave packet, we determine the most probable electron velocity $v_{0, z}^{\max }$ for each fixed $v_{0, \perp}$. Similarly, we can also consider the most probable velocity $v_{0, \perp}^{\max }$ in the polarization plane for each fixed $v_{0, z}$. For the adiabatic distribution, these lines of maxima are given by

$$
\begin{equation*}
v_{0, z}^{\max }\left(v_{0, \perp}\right)=\frac{1}{3 c}\left(\mathrm{I}_{\mathfrak{p}}+\frac{v_{0, \perp}^{2}}{2}\right) \quad \text { and } \quad v_{0, \perp}^{\max }\left(v_{0, z}\right)=0 \tag{8.21}
\end{equation*}
$$

Thus, the global maximum of the distribution is approximately located at

$$
\begin{equation*}
v_{0, z}^{\max }=\frac{\mathrm{I}_{\mathrm{p}}}{3 \mathrm{c}} \quad \text { and } \quad \nu_{0, \perp}^{\max }=0 \tag{8.22}
\end{equation*}
$$

In the vicinity of the global maximum, the initial distribution of Eq. (8.20) is approximately rotationally symmetric, i.e., its Hessian matrix evaluated at the maximum is invariant under rotations.
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Figure 8.6: Schematic visualization of the effects of the magnetic field and the electric-field inhomogeneity on the photoelectron momentum distributions for an exaggerated value of $1 / c$. (a) Initial-velocity distribution of Eq. (8.20) for fixed $t_{0}$. The gray and white lines indicate the position of the maxima for fixed $v_{0, z}$ or for fixed $v_{0, \perp}$ (see Eq. (8.21)), respectively. (b) Slice through the final momentum distribution when only taking spatially-homogeneous electric and magnetic fields into account. The gray and white lines again indicate the position of the maxima for fixed $p_{z}$ or for fixed $p_{\perp}$ (see Eq. (8.29)), respectively. (c) Slice through the final momentum distribution when only taking the spatially-inhomogeneous electric field into account (and neglecting the magnetic field). The gray and white lines again indicate the maximum's position (see Eq. (8.32)). Figure is adapted from Hartung et al. [436].

## Classical dynamics

The light-induced dynamics during the continuum motion deflects the initial wave packet to its final asymptotic shape. The continuum motion is approximated by means of classical mechanics. When the electron-ion interaction is neglected, the classical dynamics is governed by the Newton equation

$$
\begin{equation*}
\ddot{\mathbf{r}}(\mathrm{t})=-\mathbf{E}\left(\mathrm{t}-\frac{z(\mathrm{t})}{\mathrm{c}}\right)-\dot{\mathbf{r}}(\mathrm{t}) \times \mathbf{B}\left(\mathrm{t}-\frac{z(\mathrm{t})}{\mathrm{c}}\right) . \tag{8.23}
\end{equation*}
$$

The term due to the magnetic field is printed in red and the term due to the electric-field inhomogeneity is printed in blue, respectively. In the dipole approximation, only a spatially-homogeneous electric field is present and the mapping of the initial velocity $\mathbf{v}_{0}$ to the final momentum $\mathbf{p}$ is given by $\mathbf{p}=\mathbf{v}_{0}-\mathbf{A}\left(\mathrm{t}_{0}\right)$. For plane waves (2.1) with $\mathbf{B}=\mathbf{e}_{z} \times \mathbf{E} / \mathrm{c}$ and, thus, $|\mathbf{B}|=|\mathbf{E}| / \mathrm{c}$, the shift $z(\mathrm{t}) / \mathrm{c}$ in the argument of the magnetic part of the Lorentz force can be neglected, if we are only interested in the corrections to first order in $1 / \mathrm{c}$. To include leading-order nondipole corrections for the components in the polarization plane, the force of Eq. (8.23) is integrated along the dipole trajectory in the light-propagation direction (here along $z_{D}(t)=v_{0, z}\left(t-t_{0}\right)$ ):

$$
\begin{align*}
\mathbf{p}_{\perp} & =\mathbf{v}_{0, \perp}-\int_{\mathrm{t}_{0}}^{\infty} \mathrm{dt}\left[\mathbf{E}\left(\left(1-\frac{v_{0, z}}{\mathrm{c}}\right) \mathrm{t}+\frac{v_{0, z} \mathrm{t}_{0}}{\mathrm{c}}\right)+v_{0, z} \mathbf{e}_{z} \times \mathbf{B}(\mathrm{t})\right]+\mathcal{O}\left(\frac{1}{\mathrm{c}^{2}}\right) \\
& =\mathbf{v}_{0, \perp}-\frac{1}{1-\frac{v_{0, z}}{c}} \mathbf{A}\left(\mathrm{t}_{0}\right)+\frac{v_{0, z}}{\mathrm{c}} \mathbf{A}\left(\mathrm{t}_{0}\right)+\mathcal{O}\left(\frac{1}{\mathrm{c}^{2}}\right)=\mathbf{v}_{0, \perp}-\mathbf{A}\left(\mathrm{t}_{0}\right)+\mathcal{O}\left(\frac{1}{\mathrm{c}^{2}}\right) . \tag{8.24}
\end{align*}
$$

Here, we use the definition of $\mathbf{A}(\mathrm{t})$ in Eq. (2.5).
The effect of the temporospatial dependence of the electric field can be interpreted in analogy to the Doppler effect. In the laboratory frame, electrons traveling in (against) the light-propagation direction feel an oscillating force due to the electric field with an effective frequency which is lower (higher) than the frequency of the external light field. The effective frequency $\omega_{\text {eff }}\left(v_{0, z}\right)=\omega\left(1-v_{0, z} / c\right)$ can be read off the upper line in Eq. (8.24). As discussed in Section 7.2.1, the effective frequency changes the ponderomotive energy of the electron. In addition, its drift momentum (in the dipole approximation given by $\mathbf{v}_{0}-\mathbf{A}\left(\mathrm{t}_{0}\right)$ ) is also modified, because the quantity $\mathbf{A}$ scales with the inverse of the frequency (see the blue-marked correction in the lower line of Eq. (8.24)). To confirm that the electron "feels" an electric field with frequency $\omega_{\text {eff }}$, we can analyze the motion in an inertial frame $\Sigma^{\prime}$ that moves with velocity $\mathbf{v}=v_{0, z} \mathbf{e}_{z}$ relative to the rest frame of the ionic core. In $\Sigma^{\prime}$, because $t=t^{\prime}+\mathcal{O}\left(1 / c^{2}\right)$ and $z=z^{\prime}+v_{0, z} t^{\prime}+\mathcal{O}\left(1 / c^{2}\right)$, the electric and magnetic fields read according to the Lorentz transformation
(to first order in $1 / \mathrm{c}$ )

$$
\begin{align*}
\mathbf{E}^{\prime}\left(\mathbf{r}^{\prime}, \mathrm{t}^{\prime}\right) & =\mathbf{E}(\mathbf{r}, \mathrm{t})+v_{0, z} \mathbf{e}_{z} \times \mathbf{B}(\mathbf{r}, \mathrm{t}) \\
& =\left(1-\frac{v_{0, z}}{c}\right) \mathbf{E}\left(\mathrm{t}-\frac{z}{c}\right)=\left(1-\frac{v_{0, z}}{c}\right) \mathbf{E}\left(\left(1-\frac{v_{0, z}}{c}\right) \mathrm{t}^{\prime}-\frac{z^{\prime}}{\mathrm{c}}\right),  \tag{8.25}\\
\mathbf{B}^{\prime}\left(\mathbf{r}^{\prime}, \mathrm{t}^{\prime}\right) & =\mathbf{B}(\mathbf{r}, \mathrm{t}) .
\end{align*}
$$

The electric-field inhomogeneity results indeed in a modified effective frequency in the moving frame $\Sigma^{\prime}$. However, for a correct description of the dynamics in the moving frame $\Sigma^{\prime}$, a modification of the magnitude of the electric field appears that is related to the magnetic field in the rest frame. This is a wellknown ambiguity in the separation of the total electromagnetic field into electric and magnetic field components. In an ionization process, the fixed position of the nucleus defines a natural rest frame, to which we will restrict ourselves in the following.

The motion in the light-propagation direction is solely influenced by the magnetic part of the field. Analogous to Eq. (8.24), the nondipole correction is determined perturbatively along the dipole trajectory. The final momentum in the light-propagation direction is given by (to first order in $1 / \mathrm{c}$ )

$$
\begin{equation*}
p_{z}=v_{0, z}+\frac{1}{c}\left(\frac{1}{2} A^{2}\left(t_{0}\right)-v_{0, \perp} \cdot \mathbf{A}\left(t_{0}\right)\right)+\mathcal{O}\left(\frac{1}{c^{2}}\right)=v_{0, z}+\frac{1}{c}\left(\frac{p^{2}}{2}-\frac{v_{0}^{2}}{2}\right)+\mathcal{O}\left(\frac{1}{c^{2}}\right) \tag{8.26}
\end{equation*}
$$

The relations between the initial conditions and the final momenta (see Eqs. (8.24) and (8.26)) are the well-known results of Eqs. (8.2) and (8.3). In the final result, nondipole corrections are solely given by magnetic-field-induced terms in the light-propagation direction. However, it is important that the nondipole corrections in the $\mathbf{p}_{\perp}$-momentum component due to the magnetic field and due to the temporospatial dependence of the electric field cancel each other (to first order in $1 / \mathrm{c}$ ).

The initial distribution of Eq. (8.20) is transformed into the final electron momentum distribution by the light-induced dynamics in the continuum. Hence, these distributions are classiclly related by the mappings of Eqs. (8.24) and (8.26). In the following, we will separately consider the effects of both nondipole contributions (electric and magnetic) on the experimentally-measurable momentum distributions. To simplify the discussion, we restrict ourselves to times $t_{0}$ with $\mathbf{A}\left(\mathrm{t}_{0}\right) \cdot \mathbf{E}\left(\mathrm{t}_{0}\right)=0$ such that under adiabatic conditions the initial velocity $\mathbf{v}_{0}$ is parallel or antiparallel to the vector potential $\mathbf{A}\left(\mathrm{t}_{0}\right)$ (see Eq. (2.47)). Thus, for fixed $t_{0}$, the plane of final momenta spanned by $-\mathbf{A}\left(t_{0}\right)$ and $\mathbf{e}_{z}$ must only be considered. This simplification is possible for the usual attoclock settings close to their maxima of the electric-field strength (see Section 5.2.1).

## Spatially-homogeneous fields

Taking only a homogeneous electric field and the magnetic field into account (and neglecting the spatial dependence of the electric field) gives the mapping ${ }^{19}$

$$
\binom{p_{\perp}}{p_{z}}=\binom{A_{0}}{\mathrm{~K}_{0} / \mathrm{c}}+\left(\begin{array}{cc}
1 & -A_{0} / \mathrm{c}  \tag{8.27}\\
A_{0} / \mathrm{c} & 1
\end{array}\right)\binom{v_{0, \perp}}{v_{0, z}}
$$

Here, $\mathbf{A}\left(\mathrm{t}_{0}\right)=\mathrm{A}_{0} \hat{\mathbf{A}}\left(\mathrm{t}_{0}\right)$ and $\mathrm{K}_{0}=A_{0}^{2} / 2$ is the kinetic drift energy. The first term describes the effect of an homogeneous electric field (i.e. a shift by $A_{0}$ in the polarization plane) and the well-known nondipole shift of the electron momentum distribution by $\mathrm{K}_{0} / \mathrm{c}$ in the light-propagation direction. In addition, the second term represents a small rotation of the distribution by an angle of about $A_{0} / \mathrm{c}$ around the origin. To first order in $1 / c$, the initial distribution of Eq. (8.20) is invariant under small rotations. To exponential accuracy, the resulting final momentum distribution is still approximately rotationally symmetric around the global maximum of the distribution at

$$
\begin{equation*}
\mathrm{p}_{z}^{\max } \approx \frac{\mathrm{K}_{0}}{\mathrm{c}}+\frac{\mathrm{I}_{\mathrm{p}}}{3 \mathrm{c}} \quad \text { and } \quad \mathrm{p}_{\perp}^{\max } \approx \mathrm{A}_{0} \tag{8.28}
\end{equation*}
$$

[^59]Hence, it is effectively only displaced in the $p_{\perp}-p_{z}$-momentum plane compared to the initial-velocity distribution (see Fig. 8.6(b)). For each fixed $p_{\perp}$, we represent the forward shift of the distribution in the light-propagation direction by the most probable momentum $p_{z}^{\max }$. Similarly, the most probable momentum $p_{\perp}^{\max }$ in the polarization plane can be determined for each fixed value of $p_{z}$. We find

$$
\begin{equation*}
p_{z}^{\max }\left(p_{\perp}\right) \approx \frac{\mathrm{K}_{0}}{c}+\frac{1}{3 c}\left(\mathrm{I}_{\mathrm{p}}+\frac{\left(\mathrm{p}_{\perp}-\mathrm{A}_{0}\right)^{2}}{2}\right) \quad \text { and } \quad p_{\perp}^{\max }\left(\mathrm{p}_{z}\right) \approx A_{0} \tag{8.29}
\end{equation*}
$$

$p_{\perp}^{\max }$ is constant in this case. The nondipole shift $p_{z}^{\max }$ is nearly constant, i.e., its slope vanishes at the global maximum at $p_{\perp}=A_{0}$.

## Spatially-inhomogeneous electric field

Taking only the temporospatial dependence of the electric field into account (and neglecting the magnetic field) gives the simplified mapping

$$
\binom{p_{\perp}}{p_{z}}=\binom{A_{0}}{0}+\left(\begin{array}{cc}
1 & A_{0} / c  \tag{8.30}\\
0 & 1
\end{array}\right)\binom{v_{0, \perp}}{v_{0, z}}
$$

The electric-field inhomogeneity results in a shearing of the electron momentum distribution that is schematically shown in Fig. 8.6(c). The global maximum of the distribution is approximately located at

$$
\begin{equation*}
p_{z}^{\max } \approx \frac{I_{p}}{3 c} \quad \text { and } \quad p_{\perp}^{\max } \approx A_{0} \tag{8.31}
\end{equation*}
$$

Importantly, the electric-field inhomogeneity induces the breaking of the rotational symmetry. Close to the global maximum, the electron momentum distribution has an elliptic shape with semi-minor axis $1-\frac{A_{0}}{c}$ and semi-major axis $1+\frac{A_{0}}{c}$ both tilted by $45^{\circ}$ compared to the $p_{\perp}-p_{z}$-axis. Hence, the lines of maxima at fixed $p_{\perp}$ and at fixed $p_{z}$ are given by

$$
\begin{equation*}
p_{z}^{\max }\left(p_{\perp}\right) \approx \frac{1}{3 c}\left(\mathrm{I}_{\mathrm{p}}+\frac{\left(\mathrm{p}_{\perp}-A_{0}\right)^{2}}{2}\right)+\frac{A_{0}}{c}\left(p_{\perp}-A_{0}\right) \quad \text { and } \quad p_{\perp}^{\max }\left(p_{z}\right) \approx A_{0}+\frac{A_{0}}{c} p_{z} \tag{8.32}
\end{equation*}
$$

Both the momentum dependencies of $p_{\perp}^{\max }\left(p_{z}\right)$ and of $p_{z}^{\max }\left(p_{\perp}\right)$ have a nonzero slope of $A_{0} / c$ in the vicinity of the maximum. The comparison with the homogeneous-field setting shows that this nonzero slope is a characteristic property of the temporospatial dependence of the electric field. For the dependence of $p_{\perp}^{\max }\left(p_{z}\right)$ on $p_{z}$, this was already noted in Ref. [473]. Here, we have additionally shown that the electric-field inhomogeneity also influences the nondipole shift of the momentum distribution in the light-propagation direction.

## Spatially-inhomogeneous electric field and magnetic field

Taking the spatially-inhomogeneous electric field and the magnetic field into account results in the mapping of Eqs. (8.24) and (8.26). The global maximum of the final electron momentum distribution is then approximately located at

$$
\begin{equation*}
\mathrm{p}_{z}^{\max } \approx \frac{\mathrm{K}_{0}}{\mathrm{c}}+\frac{\mathrm{I}_{\mathrm{p}}}{3 \mathrm{c}} \quad \text { and } \quad \mathrm{p}_{\perp}^{\max } \approx \mathrm{A}_{0} \tag{8.33}
\end{equation*}
$$

The magnetic-field effect during the continuum motion causes a forward shift of $\frac{K_{0}}{c}$. However, the influence of the electric-field inhomogeneity again leads to a shearing of the electron momentum distribution. The lines of maxima at fixed $p_{\perp}$ and at fixed $p_{z}$ are given by

$$
\begin{equation*}
p_{z}^{\max }\left(p_{\perp}\right) \approx \frac{K_{0}}{c}+\frac{1}{3 c}\left(I_{p}+\frac{\left(p_{\perp}-A_{0}\right)^{2}}{2}\right)+\frac{A_{0}}{c}\left(p_{\perp}-A_{0}\right) \quad \text { and } \quad p_{\perp}^{\max }\left(p_{z}\right) \approx A_{0}+\frac{A_{0}}{c} p_{z} \tag{8.34}
\end{equation*}
$$

Similar to the electric-field-only case, we find a nonzero slope of these lines of maxima in the vicinity of the global maximum.

### 8.3.2 Results for quasilinear fields

In the simple man's model of the previous section, an adiabatic ionization process was considered. In a quasilinear attoclock configuration, the first-order nonadiabatic corrections vanish in the vicinity of the field-strength maximum. Thus, the setting is well-suited to begin the study of nondipole effects. Afterwards, we discuss the ionization process in circularly-polarized fields which are easier to implement in experiments. However, for circular polarization, the distribution of initial velocities perpendicular to the instantaneous field is modified by nonadiabatic effects [170, 354, 370-372].

The cigar-like photoelectron momentum distribution from ionization of helium by a quasilinear field is shown in Fig. 8.3(a). To analyze the effects of the spatial dependence of the electric field, we restrict ourselves to a slice through the PMD at $p_{y}=0$ (see black horizontal line in Fig. 8.3(a)). This slice would correspond to ionization at the time of peak field strength ( $t_{0}=0$ ) in the absence of Coulomb effects. For fixed momenta $p_{\perp}=p_{x}$, the forward shift $p_{z}^{\max }\left(p_{x}\right)$ of the distribution in the light-propagation direction can be approximated by the partial average $\left\langle p_{z}\right\rangle\left(p_{x}, p_{y}=0\right)$ of Eq. (8.4). For the recollision-free and interference-free ionization, we find that the partial average $\left\langle p_{z}\right\rangle\left(p_{x}, p_{y}\right)$ perfectly agrees with the maximum's position extracted by a quadratic fit. The result $p_{z}^{\max }\left(p_{x}\right)$ from TDSE is in perfect agreement with the simple man's model including both the magnetic field and the electric field inhomogeneity (see Fig. 8.7(a1)). At the global maximum located at $p_{x}+A_{x}(0) \approx 0$, the nondipole shift is indeed given by $\mathbf{p}^{2} /(2 c)+\mathrm{I}_{\mathrm{p}} /(3 c)=\mathrm{K}_{0} / c+\mathrm{I}_{\mathrm{p}} /(3 c)$. In the vicinity of the maximum, the nondipole shift $p_{z}^{\max }$ varies linearly as a function of $p_{x}+A_{x}(0)$. For the studied intensity range between $5 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ and $10 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$, we find that the slope is in perfect agreement with the estimate $A_{0} / \mathrm{c}$. If the temporospatial dependence of the electric field is neglected, the momentum dependence is not correctly reproduced (see gray dashes line).

Importantly, for nonzero initial velocities (here given by $v_{0, \perp} \approx p_{x}+A_{x}(0)$ ), the TDSE results systematically deviate from the often-used (parabolic) estimate $K / c+I_{p} /(3 c)=p^{2} /(2 c)+I_{p} /(3 c)$. It shows that the final kinetic energy does not determine the nondipole shift or to phrase it differently the momentum transfer. Instead, according to Eq. (8.34), the electron picks up a momentum of ( $\mathrm{I}_{\mathrm{p}}+v_{0, \perp}^{2} / 2$ )/(3c) in forward direction during the tunnel ionization process (see also Eq. (8.17)). In the subsequent continuum motion, the kinetic energy of the electron changes by $\Delta E=\mathbf{p}^{2} / 2-\mathbf{v}_{0}^{2} / 2$. In this step, only the light-field momentum associated with the gain in energy is transferred to the electron (see also Eq. (8.26)).


Figure 8.7: Momentum-resolved nondipole observables for a quasilinear field of Fig. 8.3(a): (a1) most probable momentum $p_{z}^{\max }$ for fixed $p_{x}$ and (b1) most probable momentum $p_{x}^{\max }$ for each fixed $p_{z}$ extracted from a slice at $p_{y}=0$ through the PMD from TDSE. The gray dashed lines show the estimate (8.29) neglecting the temporospatial dependence of the fields whereas the gray solid lines include both the effect of the magnetic field and the temporospatial dependence of the electric field (see Eq. (8.34)). In addition, the dashed-dotted gray line in panel (a1) depicts the often-used parabolic estimate. (a2) and (b2) Slices through the PMD at fixed $p_{z}=0$ or at fixed $p_{x}+A_{x}(0)=0$ (individually normalized to maximal value of one), respectively.

For a deeper study, we also determine the most probable momentum $p_{x}^{\max }$ in the polarization plane for each fixed momentum $p_{z} .{ }^{20}$ The TDSE result is shown in Fig. 8.7(b1). As suggested by the simple man's model including the temporospatial dependence of the electric field, we find that $p_{x}^{\max }\left(p_{z}\right)$ is approximately a linear function of $p_{z}$. Thus, electrons flying in forward direction $\left(p_{z}>0\right)$ have on average larger momenta in the polarization plane (here in $p_{x}$-direction) than those emitted into backward direction $\left(p_{z}<0\right)$. The slope of $p_{x}^{\max }\left(p_{z}\right)$ at $p_{z}=0$ is again in good agreement with the simple estimate given by $A_{0} / c$. However, compared to the simple man's model, the lateral distribution in TDSE is systematically shifted to smaller $p_{x}$-momenta. This is caused by the deceleration of the outgoing electrons by the long-range Coulomb attraction. An additional calculation showed that this difference is already present in the dipole approximation.

### 8.3.3 Results for circularly-polarized fields

Circular polarization provides the simplest experimentally-accessible setting for recollision-free ionization. For multi-cycle femtosecond laser pulses, the resulting photoelectron momentum distributions have a donut-like shape, i.e., they are approximately rotationally symmetric around the lightpropagation direction (see also Fig. 7.3). Hence, it is sufficient to study a slice in the $p_{\perp}-p_{z}$-plane with $p_{\perp}>0$ through the PMD. For the field defined in Eq. (8.5), the actual electric-field strength is $|\mathbf{E}|=E_{p}=E_{0} / \sqrt{2}$ and the magnitude of the vector potential is given by $|\mathbf{A}|=A_{0}=E_{0} /(\sqrt{2} \omega)$.

Before proceeding with the full numerical solution of the TDSE, we study the PMD by means of the strong-field approximation, i.e., neglecting the long-range potential after interaction with the laser field. The following equations for a circularly-polarized cw field were already derived in my master thesis [160]. To obtain an analytical expression, we apply the saddle-point approximation. The resulting saddle-point equation (2.44) can be analytically solved (to first order in $1 / \mathrm{c}$ )

$$
\begin{equation*}
\omega t_{s}^{\prime}=\phi_{\mathrm{p}}+2 \pi n+i \operatorname{acosh}(\chi) \quad \text { with } \quad n \in \mathbb{Z} \tag{8.35}
\end{equation*}
$$

Here, we defined the auxiliary quantity

$$
\begin{equation*}
\chi=\frac{1}{A_{0} \mathrm{p}_{\perp}} \frac{\frac{1}{2} \mathbf{p}^{2}+\mathrm{I}_{\mathrm{p}}+\left(1+\frac{\mathrm{p}_{z}}{\mathrm{c}}\right) \mathrm{K}_{0}}{1+\frac{\mathrm{p}_{z}}{c}} \quad \text { with } \quad \mathrm{K}_{0}=A_{0}^{2} / 2 \tag{8.36}
\end{equation*}
$$

Neglecting preexponential factors, the momentum distribution can be approximated as

$$
\begin{equation*}
w(\mathbf{p}) \approx e^{-2 \operatorname{Im} \mathrm{~S}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)} \tag{8.37}
\end{equation*}
$$

with the imaginary part of the SFA action given by

$$
\begin{equation*}
\operatorname{Im} S_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)=\left(1+\frac{p_{z}}{c}\right) \frac{p_{\perp} A_{0}}{\omega}\left(\chi \operatorname{acosh}(\chi)-\sqrt{\chi^{2}-1}\right) \tag{8.38}
\end{equation*}
$$

This is the nondipole generalization of the result in Ref. [354]. As expected, the PMD is independent of the angle $\phi_{\mathrm{p}}$ in the polarization plane and of the rotation sense of the field.

## Nondipole forward shift

Based the SFA distribution of Eqs. (8.37) and (8.38) for circular polarization, the forward shift $p_{z}^{\max }$ of the distribution is determined for each lateral momentum $p_{\perp}$, we find to first order in $1 / c$ [160]

$$
\begin{equation*}
p_{z}^{\max }\left(p_{\perp}\right)=\frac{1}{c}\left(p_{\perp} A_{0} \frac{\sqrt{\chi_{\perp}^{2}-1}}{\operatorname{acosh}\left(\chi_{\perp}\right)}-K_{0}\right) \quad \text { with } \quad \chi_{\perp}=\frac{1}{A_{0} p_{\perp}}\left(\frac{1}{2} p_{\perp}^{2}+I_{p}+K_{0}\right) \tag{8.39}
\end{equation*}
$$

This expression includes all orders of nonadiabatic corrections. In agreement with the approximation in Section 8.2.4, we find that the first-order nonadiabatic corrections (that are proportional to the Keldysh parameter) vanish. When only considering small initial velocities $v_{0, \perp}=p_{\perp}-A_{0}$, the shift of Eq. (8.39)


Figure 8.8: Nondipole shift $p_{z}^{\max }\left(p_{\perp}\right)$ of the PMD from ionization of argon by circularly-polarized laser pulses with 800 nm central wavelength and $1.6 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity. (a1) and (b1) Results for three-cycle and for ten-cycle laser pulses with cos ${ }^{2}$ envelope (see main text). (a2) and (b2) Corresponding momentum distributions obtained by integration over $p_{z}$ (arbitrarily normalized). For the TDSE simulations, the initial state is chosen as $p_{+}$or $p_{-}$orbital (red solid or dashed-dotted lines). For comparison, the blue line shows the SFA result (8.39). The gray dashed lines show the estimate (8.29) of the simple man's model neglecting the electric-field inhomogeneity whereas the gray solid lines include both the effects of the magnetic field and of the temporospatial dependence of the electric field (see Eq. (8.34)).
can be expanded. This leads to the same result for $p_{z}^{\max }\left(p_{\perp}\right)$ as in the simple man's model of Eq. (8.34) when taking both magnetic corrections and the electric-field inhomogeneity into account.

In an experiment by Hartung et al. [51], the momentum transfer in recollision-free strong-field ionization was studied for argon atoms. To model this system, we choose a Tong-Lin potential with singularity removed by using a pseudopotential for the $3 p$ states (see Appendix A.2.3). The valance shell of the ground state with an ionization potential $\mathrm{I}_{\mathrm{p}} \approx 0.58$ a.u. consists of three degenerate p orbitals ( $\mathrm{p}_{+}, \mathrm{p}_{-}$ and $p_{0}$ ), where the index indicates the magnetic quantum number $m$ of the orbital angular momentum in the light-propagation direction. We first consider short circularly-polarized pulses with a three-cycle $\cos ^{2}$ envelope, 800 nm central wavelength and $1.6 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity. From the photoelectron momentum distributions from the numerical solution of the TDSE (as described in Section 8.2.1), we again approximate the nondipole shift $p_{z}^{\max }$ as a function of $p_{\perp}$ by means of the partial average $\left\langle p_{z}\right\rangle\left(p_{\perp}\right)$ of Eq. (8.4) calculated for electrons in the vicinity of the $p_{x}$-axis.

For electrons in initial $p_{ \pm}$states, the momentum-dependent nondipole shifts $p_{z}^{\max }\left(p_{\perp}\right) \approx\left\langle p_{z}\right\rangle\left(p_{\perp}\right)$ are separately shown in Fig. 8.8(a1). ${ }^{21}$ The momentum-dependent nondipole shifts are only weakly affected by the angular momentum of the initial state. ${ }^{22}$ In the central region of the distributions, the TDSE results are well reproduced by the saddle-point SFA of Eq. (8.39) and the simple man's model of Eq. (8.34). For small lateral momenta $p_{\perp}$, the SFA result slightly overestimates the nondipole shifts compared to the TDSE solution. In additional simulations for a short-range argon model, we confirmed that this deviation is mainly caused by the long-range tail of the potential [160]. In agreement with Refs. $[170,354]$, the lateral distributions for the $p_{ \pm}$orbitals are centered at different momenta (see Fig. 8.8(a2)). Thus, the total average $\left\langle\mathrm{p}_{z}\right\rangle$ over the whole distribution is different for the $\mathrm{p}_{ \pm}$orbitals [190].

In the experiment [51], laser pulses of 25 fs duration were used. To study the dependence of the nondipole shift on the pulse length, we repeat the simulations for ten-cycle laser pulses. The resulting PMDs are converted to cylindrical coordinates. Afterwards, 2D projections are calculated by integration of the signal along the angle $\phi_{\mathrm{p}}$ in the polarization plane. To reduce the influence of ATI rings, the 2D distributions $w\left(p_{\perp}, p_{z}\right)$ are averaged in $p_{\perp}$-direction over slices of $\Delta p_{\perp}=0.1$ a.u. width. The nondipole shift is again represented by the partial average $\left\langle p_{z}\right\rangle\left(p_{\perp}\right)$ (see Fig. 8.8(b1)). Except for small oscillations

[^60]caused by the ATI rings, the TDSE results for the short and long laser pulses agree reasonably well. Hence, in the present situation, the pulse length is only of minor importance for the momentum transfer.


Figure 8.9: (a) Nondipole shift $p_{z}^{\max }\left(p_{\perp}\right)$ of the PMD from ionization of argon by circularly-polarized laser pulses with 800 nm central wavelength and a peak intensity of $1.6 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ : experimental result provided by Hartung et al. [51] (black symbols) and focal-volume-averaged result obtained from the numerical solution of the TDSE (red line). For comparison, the blue line and the gray line show the SFA result (8.39) and the simple man's estimate (8.34) for a fixed intensity of $1.6 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. The arbitrarily-normalized momentum distributions are depicted in panel (b) for visual orientation. Figure is adapted from Hartung et al. [51].

For a more realistic comparison, the electron momentum distributions are also averaged over the focal-volume distribution for a peak intensity of $\mathrm{I}_{\text {peak }}=1.6 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ (see the scheme introduced in Appendix A.2.4). To this end, 13 TDSE simulations are performed for ten-cycle laser pulses with a central wavelength of 800 nm and intensities ranging from $0.4 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ to $1.6 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. Since ionization in circularly-polarized fields preferentially depletes the states co- and counter rotating with respect to the field compared to the $p_{0}$ states, we only consider the incoherent sum of the momentum distributions for the $\mathrm{p}_{ \pm}$states. The good agreement between the lateral distribution of the experiment and the focal-averaged TDSE result confirms the intensity calibration (see Fig. 8.9(b)). We find that intensity averaging changes the nondipole shift only slightly compared to the simulations for a single fixed intensity (see Figs. 8.8(b1) and 8.9(a)). Both the TDSE simulations and the simplified model well reproduce the experimental dependence of the nondipole shift on the momentum $p_{\perp}$. The approximately linear increase of the nondipole shift as a function of $p_{\perp}$ can be seen as the first experimental observation of an electric nondipole effect (see the discussion in Section 8.3.1).

The forward shift of $I_{p} /(3 c)$ caused by the influence of the magnetic field on the electron during its laser-induced tunnel ionization [151] is given by $\approx 1.4 \times 10^{-3}$ a.u. Thus, for the present laser conditions, $\mathrm{I}_{\mathrm{p}} /(3 \mathrm{c})$ is on the same order of magnitude as the transferred momentum during the continuum motion of the electron ( $\mathrm{K}_{0} / \mathrm{c} \approx 2.7 \times 10^{-3}$ a.u.). Since the experimental result [51] is closely described by our simulations, the data show the first experimental evidence of magnetic-field effects acting during the tunnel-ionization step.

## Nondipole modification of the most probable radial momentum

The dependence of the most probable radial momentum $p_{\perp}^{\max }$ on the momentum $p_{z}$ is an alternative observable to study the effect of the electric-field inhomogeneity. This idea was first used in Ref. [473]. Here, we follow the scheme introduced therein for the analysis of our simulation data. In order to first


Figure 8.10: Analysis of the photoelectron momentum distributions from ionization of argon by circularly-polarized three-cycle laser pulses of 800 nm wavelength and $2 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity calculated by numerical solution of the TDSE. (a) Distribution in the $p_{z}-p_{\perp}$-plane at $p_{y}=0$. To study the most probable radial momentum for each $p_{z}$, every column is normalized individually. The resulting momentum-dependent maximum's position $p_{\perp}^{\max }\left(p_{z}\right)$ is shown as black line. A magnification of the line of maxima $p_{\perp}^{\max }\left(p_{z}\right)$ is shown in panel (b). There, the simplified result (8.45) for a nonadiabatic initial-velocity distribution is also depicted as gray dashed-dotted line. The thin dotted vertical line indicates the position of the minimal value of $p_{\perp}^{\max }\left(p_{z}\right)$ from TDSE. (c) Antisymmetrization $A\left(p_{\perp}^{\max }\left(p_{z}\right)\right)$ as defined in Eq. (8.41) for the TDSE result as well as the simple man's estimates for an adiabatic $(\kappa=1)$ and a nonadiabatic initial distribution $(\kappa=5 / 6)$.
avoid the further complications of initial states carrying angular momentum, we use the potential

$$
\begin{equation*}
\mathrm{V}(\mathrm{r})=-\frac{1+\exp (-0.66 \mathrm{r})}{\sqrt{\mathrm{r}^{2}+0.5}} \tag{8.40}
\end{equation*}
$$

The resulting 1 s state reproduces the ionization potential of argon and is considered as initial state in the TDSE simulations. We numerically calculate the photoelectron momentum distribution for ionization by circularly-polarized three-cycle pulses. Analogous to the approach in Ref. [170], we analyze a slice at $p_{y}=0$ through the momentum distribution and normalize the radial distribution for fixed $p_{z}$ individually (see Fig. 8.10(a)). For each $p_{z}$, the most probable momentum $p_{\perp}^{\max }$ is determined by means of a Gaussian fit. ${ }^{23}$ The maxima are located at larger radial momenta compared to the simple man's estimate of $p_{\perp}=A_{0}$ and have a close to parabolic shape as a function of $p_{z}$ (see black line in Fig. 8.10(a)). In the dipole approximation, the function $p_{\perp}^{\max }\left(p_{z}\right)$ is forward-backward symmetric and the deviation compared to $p_{\perp}=A_{0}$ is mostly caused by nonadiabatic effects as described in Refs. [170, 354, 370-372]. In reality, as first experimentally observed in Ref. [473], the forward-backward symmetry is broken, i.e., the minimum of $p_{\perp}^{\max }\left(p_{z}\right)$ is not located at $p_{z}=0$. The TDSE simulations confirm that the minimum is shifted to slightly negative $p_{z}$ (see dotted vertical line in Fig. 8.10 (b)).

The parabolic shape of $p_{\perp}^{\max }\left(p_{z}\right)$ (already present in the dipole approximation) complicates the analysis of nondipole effects for circular polarization. To disentangle the (leading-order) nondipole effects from the symmetric contributions, the antisymmetrization of $p_{\perp}^{\max }\left(p_{z}\right)$ is considered

$$
\begin{equation*}
A\left(p_{\perp}^{\max }\left(p_{z}\right)\right)=\frac{p_{\perp}^{\max }\left(p_{z}\right)-p_{\perp}^{\max }\left(-p_{z}\right)}{2} \tag{8.41}
\end{equation*}
$$

In the dipole approximation, $A\left(p_{\perp}^{\max }\left(p_{z}\right)\right)$ vanishes. However, the results from TDSE beyond the dipole approximation show an approximately linear dependence of $A\left(p_{\perp}^{\max }\left(p_{z}\right)\right)$ on $p_{z}$ (see Fig. 8.10(c)). The slope of $A\left(p_{\perp}^{\max }\left(p_{z}\right)\right)$ around $p_{z}=0$ can be determined by means of a fit

$$
\begin{equation*}
A\left(p_{\perp}^{\max }\left(p_{z}\right)\right)=\kappa \frac{A_{0}}{c} p_{z}+\ldots \tag{8.42}
\end{equation*}
$$

[^61]Here, we introduced a dimensionless parameter $\kappa$. In the simple man's model of Section 8.3.1 based on an adiabatic initial-velocity distribution, we find $\kappa=1$. However, the TDSE simulation for circular polarization of Fig. 8.10 only results in $\kappa \approx 0.75 .{ }^{24}$

The interplay between nonadiabatic initial-velocity offsets and nondipole effects can be studied by considering the momentum distributions of Eq. (8.38) from the SFA. We are only interested the in leading-order nonadiabatic corrections and, hence, expand the SFA expression to first order in the Keldysh parameter $\gamma$. Alternatively, the same results can also be obtained by using the initial distribution of Eq. (8.16) and the mappings of initial velocities to final moment of Eqs. (8.24) and (8.26) (similar to the analysis in simple man's model of Section 8.3.1). We find that the global maximum of the distribution is located at (to first order in $1 / \mathrm{c}$ )

$$
\begin{equation*}
\mathrm{p}_{z}^{\max } \approx \frac{\mathrm{K}_{0}}{\mathrm{c}}+\frac{2 \mathrm{I}_{\mathrm{p}}}{3 \mathrm{c}} \quad \text { and } \quad \mathrm{p}_{\perp}^{\max } \approx A_{0}+\frac{\mathrm{I}_{\mathrm{p}}}{3 A_{0}} \tag{8.43}
\end{equation*}
$$

Already in the dipole approximation, the nonadiabatic effects displace the radial distribution by $\frac{I_{p}}{3 A_{0}}$ (see also Eq. (5.9) and Ref. [354]). When inserting $p_{\perp}^{\max }$ into Eq. (8.34), the nondipole shift $p_{z}^{\max }$ of the global maximum is obtained in Eq. (8.43). Within this SFA treatment, we find that the most probable radial momentum as a function of $p_{z}$ is given by

$$
\begin{equation*}
\mathrm{p}_{\perp}^{\max , S \mathrm{SAA}}\left(\mathrm{p}_{z}\right) \approx A_{0}+\frac{1}{3 A_{0}}\left(\mathrm{I}_{\mathrm{p}}+\frac{\mathrm{p}_{z}^{\prime 2}}{2}\right)+\frac{A_{0}}{\mathrm{c}} \mathrm{p}_{z} \tag{8.44}
\end{equation*}
$$

where $p_{z}^{\prime}=p_{z}-\left(K_{0}+2 I_{p} / 3\right) / c$ is the momentum relative to the global maximum. In the second term, an increased effective ionization potential results in a quadratic dependence of the nonadiabatic offset on the momentum $p_{z}^{\prime}$ in the light-propagation direction [170]. The gray dashed-dotted line in Fig. 8.10(b) shows the analytical result of Eq. (8.44). The too large nonadiabatic offset and the slightly different curvature compared to the TDSE result can be partially attributed to higher-order nonadiabatic corrections as well as to the influence of the electron-ion interaction [170].

At the global maximum (see Eq. (8.43)), the slope of $p_{\perp}^{\text {max,SFA }}\left(p_{z}\right)$ in Eq. (8.44) is to first order in $1 / \mathrm{c}$ given by $A_{0} / c$. Importantly, the quadratic term in Eq. (8.44) is centered at the global maximum of the distribution and not at $p_{z}=0$. Hence, when using the SFA result of Eq. (8.44) for the antisymmetrization in Eq. (8.41), we find ${ }^{25}$

$$
\begin{equation*}
A\left(p_{\perp}^{\max , S F A}\left(p_{z}\right)\right) \approx \frac{5}{6} \frac{A_{0}}{c} p_{z} \tag{8.45}
\end{equation*}
$$

Even in the adiabatic limit $(\gamma \rightarrow 0)$, the slope $\kappa=5 / 6 \approx 0.83$ is changed compared to the simple man's model based on the adiabatic initial distribution. The difference is caused by the forward shift $\sim \mathrm{K}_{0} / \mathrm{c}$ of the distribution induced by the magnetic field. When only taking spatially-homogeneous fields during the continuum propagation into account, the SFA-based model already predicts a nonvanishing slope for the antisymmetrization that is given by $\kappa=-1 / 6$. We can conclude that the deviation between the slope from TDSE and the simple man's model $(\kappa=1)$ can be mainly attributed to the interplay between nonadiabatic initial-velocity offsets and nondipole effects.

## Wavelength and intensity scaling

In the simple man's model, the slope of the nondipole shift $p_{z}^{\max }\left(p_{\perp}\right)$ as a function of $p_{\perp}$ and the slope of the antisymmetrization $A\left(p_{\perp}^{\max }\left(p_{z}\right)\right)$ as a function of $p_{z}$ scale linearly with the parameter $A_{0} / c$. Thus, we expect both slopes to increase with the intensity and wavelength of the radiation. For the argon model of Eq. (8.40) with an 1s initial state and short three-cycle laser pulses, we perform two parameter scans: The wavelength is scaled between 454 nm and 2400 nm for a fixed intensity of $2.5 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ or the intensity is scaled between $1.0 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ and $5.0 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ for a fixed central wavelength of 800 nm . The results cover a range of Keldysh parameters between 0.34 and 1.8. The slopes of $p_{z}^{\max }\left(\mathrm{p}_{\perp}\right)$

[^62]at $p_{\perp}=A_{0}$ and of $A\left(p_{\perp}^{\max }\left(p_{z}\right)\right)$ at $p_{z}=0$ are determined as explained above. The results are shown in units of $A_{0} / \mathrm{c}$ in Figs. 8.11 and 8.12. In addition, TDSE results for a short-range potential given by
\[

$$
\begin{equation*}
\mathrm{V}(\mathrm{r})=-\frac{3.36 \exp \left(-0.7 \sqrt{\mathrm{r}^{2}+0.2}\right)}{\sqrt{\mathrm{r}^{2}+0.5}} \tag{8.46}
\end{equation*}
$$

\]

with an 1s initial state and the same ionization potential as argon are presented.


Figure 8.11: Dependence of the electric nondipole effect on the laser wavelength at a constant intensity of $2.5 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. (a) Slope of the function $p_{z}^{\max }\left(p_{\perp}\right)$ evaluated at $p_{\perp}=A_{0}$ and (b) slope of the function $A\left(p_{\perp}^{\max }\left(p_{z}\right)\right)$ evaluated at $p_{z}=0$ in units of $A_{0} / c$. The blue and red lines are the TDSE results for an argon atom modeled by a short-range potential (8.46) and a long-range potential (8.40), respectively. The gray lines show the adiabatic estimates of one for panel (a) and of $5 / 6$ for panel (b). In addition, the black lines in panel (b) indicate the results from the saddle-point SFA for a cw field (solid line) and for a three-cycle pulse (dotted line) as used in the TDSE simulations.


Figure 8.12: Dependence of the electric nondipole effect analogous to Fig. 8.11, but for various intensities at a fixed central wavelength of 800 nm . The SFA results are the same as in Fig. 8.11.

For the short-range potential, the slope of $p_{z}^{\max }\left(p_{\perp}\right)$ perfectly follows the adiabatic result $A_{0} / c$ of Eq. (8.34) for all studied laser parameters. Here, nonadiabatic corrections to the slope of $A\left(p_{\perp}^{\max }\left(p_{z}\right)\right)$ are also visible for the short-range potential. For a circularly-polarized cw field, it can be shown in the SFA framework that both slopes expressed in units of $A_{0} / c$ only depend on the Keldysh parameter $\gamma$. Already in the strong-field approximation, we find that higher-order nonadiabatic corrections appear for the slope of $A\left(p_{\perp}^{\max }\left(p_{z}\right)\right)$ (compared to the first-order nonadiabatic estimate of Eq. (8.45)). The numerically-determined slope for the PMD in SFA (see Eq. (8.37)) is shown as black solid lines in panels (b) of Figs. 8.11 and 8.12 and very well reproduces the TDSE results for the short-range potential.

For sufficiently adiabatic ionization conditions, the slopes for short-range and long-range potentials are in very good agreement. However, deviations arise when the Keldysh parameter increases, i.e., when the ionization process becomes more nonadiabatic. ${ }^{26}$ To include the influence of the ionic potential in the SFA framework, we extended the analytical R-matrix (ARM) method introduced in Section 2.5

[^63]beyond the electric dipole approximation. The resulting theory systematically includes nondipole effects, nonadiabaticity and the ionic potential. Additional simulation showed that the nondipole ARM method is capable of reproducing the differences between long-range and short-range simulations.

Finally, we compare the theoretical simulations to experimental results. The slope of $p_{z}^{\max }\left(p_{\perp}\right)$ observed in the experiment [51] for argon is in very good agreement with the theoretical prediction (see Fig. 8.9). However, for the same data set, Hartung et al. also determined slope of $A\left(p_{\perp}^{\max }\left(p_{z}\right)\right)$ and found a value of $(1.69 \pm 0.62) A_{0} / c[436,473]$ which is larger than the theoretical prediction. Surprisingly, for xenon ionized by laser pulses with 800 nm wavelength, slopes of $(1.51 \pm 0.31) A_{0} / \mathrm{c}$ at $6.8 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ intensity and of $(3.1 \pm 0.1) A_{0} / \mathrm{c}$ at $1.2 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ were measured by Hartung and Lin et al. [436]. ${ }^{27}$

To model the measurements for xenon atoms, we repeat the TDSE simulations and use a pseudopotential based on the Tong-Lin potential for the 5 p states (see Appendix A.2.3). Again, three-cycle laser pulses with 800 nm central wavelength are considered. If the spin-orbit splitting is neglected, the outermost sub-shell of the ground state of xenon is formed by three degenerate p orbitals ( $\mathrm{p}_{+}, \mathrm{p}_{-}$and $\mathrm{p}_{0}$ ). Figure 8.13 separately shows the dependence of the slope of $A\left(p_{\perp}^{\max }\left(p_{z}\right)\right)$ on the intensity for the $p_{ \pm}$ initial states. Even though the slopes for both states differ slightly, the difference compared to the SFA result (for an 1 s state) is smaller than $15 \%$ for all studied intensities. As expected, using the incoherent sum of the distributions for $\mathrm{p}_{ \pm}$states, the result for the slope is in between the results for the individual $p$ states. We also confirmed that the inclusion of the remaining $p_{0}$ orbital leads only to insignificantly smaller values of the slope. ${ }^{28}$ Therefore, for a broad range of laser intensities and wavelength, our simulations predict significantly smaller slopes compared to the experimental measurements.


Figure 8.13: Dependence of the slope of $A\left(p_{\perp}^{\max }\left(p_{z}\right)\right)$ evaluated at $p_{z}=0$ on the light intensity for xenon ionized by three-cycle laser pulses with 800 nm central wavelength: results for initial $p_{+}$and $p_{-}$orbitals from TDSE (red solid and dashed-dotted lines), the result for the incoherent sum of their distributions (red dashed line), and the SFA result (black line). The gray dashed-dotted line indicates the adiabatic limit of $5 / 6$. Figure is adapted from Hartung et al. [436].

We performed several additional calculations to explore the quantitative difference between the slopes in experiment and theory. Using the SFA as well as the nondipole version of ARM theory, we found that, for reduced ellipticity of the radiation, the slope of $A\left(p_{\perp}^{\max }\left(p_{z}\right)\right)$ depends on the angle $\phi_{p}$ in the polarization plane. For an ellipticity of 0.75 , the slope is increased by about $60 \%$ along the directions of the major axis of the polarization ellipse compared to the directions along the minor axis. However, when averaging the distribution over the angle $\phi_{p}$, the resulting slope is only increased by about $25 \%$ compared to circular polarization. Furthermore, focal-volume averaging causes insignificant changes of the slopes. In principle, the spin-orbit splitting of the valence states in the xenon ion is quite significant. We investigated this effect in the SFA framework following the ideas in Ref. [476] which is able to predict the spin polarization in strong-field ionization of heavy noble gas atoms [477]. However, for the nondipole effects, we found that spin-orbit splitting changes the extracted slopes by less than $5 \%$.

All these uncertainties in the experiment and in the theoretical modeling can potentially explain the moderate deviations of the slopes observed for argon and xenon at the lower laser intensities. However,

[^64]the significantly-increased slope observed in the xenon experiment at higher intensity warrants further research. Possibly, some of the applied theoretical approximations need to be reconsidered. For example, the ionic potential was approximated by means of a pseudopotential and, thus, the initial state is effectively treated as a $2 p$ state in contrast to the physical 5 p state. In addition, this possibly leads to a nonphysical structure of the excited states and, hence, could influence the field dressing of the initial state present at high intensities [478]. Multielectron effects were also not considered in the simulations either.

### 8.4 Conclusion

In this chapter, an in-depth analysis of photoelectron momentum distributions from strong-field ionization beyond the electric dipole approximation was presented. The total linear momentum of the photons absorbed during ionization is transferred to the photoelectron and the residual ion. For recollision-free ionization, we investigated the amount of momentum delivered to the photoelectron which results in an overall shift of the photoelectron momentum distribution in the light-propagation direction, i.e., a nonzero average forward momentum. Most previous studies observed the total average momentum in the light-propagation direction. However, in order to extract additional information, we considered the partial average and showed that the momentum transfer depends on the final momentum of the electron in the polarization plane. Studying this differential observable allowed us to deepen the picture of the underlying physical mechanisms. Previously, the forward momentum was divided into a contribution from the tunnel ionization [150, 151] and a contribution from the continuum motion [147, 149]. An important message of this chapter is that the continuum contribution is proportional to the kinetic energy $\Delta \mathrm{E}$ gained due to the acceleration in the laser field and not to the final kinetic energy of the electrons.

In order to time resolve the momentum transfer on a subcycle time scale, attoclock settings can be used [435]. We theoretically studied this protocol for both an elliptical and a quasilinear attoclock configuration. In agreement with the experimental observation in Ref. [435], we found that the point of minimal momentum transfer corresponds rather to the point where the maximum yield in a Coulombfree situation is expected than to the actual Coulomb-shifted attoclock maximum of the yield. Considering a classical model, we showed that, to leading order, the Coulomb interaction does indeed not shift the point of minimal momentum transfer. In contrast to the quasilinear setting, nonadiabatic tunneling modifies the angle-resolved momentum transfer in elliptically-polarized fields. To explore the influence of nonadiabaticity on the liberated electron wave packet at the tunnel exit, we applied the classical backpropagation approach. For elliptical polarization, nonadiabatic effects cause a slight subcycle modulation of the average forward velocity at the tunnel exit. However, since this modulation is much smaller than the angular dependence of momentum transfer in the final electron wave packet, it is hard to observe the subcycle variation experimentally. The Coulomb interaction does not only influence the continuum motion, but also the tunneling step. Surprisingly, we found that the Coulomb effects on the momentum transfer during both steps nearly cancel each other. Hence, the nondipole forward shifts of the experimentally-accessible final electron momentum distributions are usually well approximated by the potential-free estimate.

When considering both the laser magnetic field and the spatial inhomogeneity of the electric field during the continuum propagation, their effects compensate each other for the motion along the polarization plane and, effectively, only the final momentum along the light-propagation direction is influenced by nondipole effects. However, within a classical description, we can separately study magnetic and electric nondipole effects on the photoelectron momentum distributions. To characterize their imprint, we analyzed two observables: (i) the most probable momentum $p_{z}^{\max }\left(p_{\perp}\right)$ in the light-propagation direction as a function of the radial momentum in the polarization plane and (ii) the most probable radial momentum $p_{\perp}^{\max }\left(p_{z}\right)$ as a function of the momentum in the light-propagation direction. Under adiabatic conditions, the magnetic field effectively leads to a uniform forward shift of the electron mo-
mentum distribution, i.e., the slopes of $p_{z}^{\max }\left(p_{\perp}\right)$ and $p_{\perp}^{\max }\left(p_{z}\right)$ vanish. However, for different initial electron velocities in the light-propagation direction, the spatial dependence of the electric field induces slightly different effective frequencies of the force due to the laser field experienced by electrons. This leads to a shearing of the momentum distribution and is reflected by finite slopes of both $p_{z}^{\max }\left(p_{\perp}\right)$ and $p_{\perp}^{\max }\left(p_{z}\right)$. Analyzing the momentum distributions from the numerical solution of the TDSE for a quasilinear field, we indeed found nonvanishing slopes for both observables and a perfect agreement with the simple man's prediction. For circularly-polarized fields, the momentum dependence of the forward shift $p_{z}^{\max }\left(p_{\perp}\right)$ from TDSE also follows the simple man's model and agrees very well with experimental data [51]. However, in circular polarization, we discovered that the momentum dependence of the most probable radial momentum $p_{\perp}^{\max }\left(p_{z}\right)$ is influenced by nonadiabatic effects.

In the future, the application of tailored laser fields could improve the visibility and allow for a separation of the different nondipole contributions in photoelectron momentum distributions. For example, the comparison of the momentum transfer between co- and counter-rotating bicircular fields [170] could enable a cleaner experimental observation of the interplay between nonadiabatic and nondipole effects. To this end, the combination of an elliptically-polarized field with its circularly-polarized third harmonic could also be advantageous, because this field configuration may provide a constant magnitude of the vector potential combined with a time-dependent magnitude of the electric field. In addition, the interplay between nondipole and Coulomb effects is only barely investigated for recollision-free ionization (see for example Refs. [479-481]). In the first preliminary simulations, we found that the nondipole effects also influence the momentum-dependent attoclock offsets discussed in Chapter 5. This might allow the investigation of nondipole corrections of the tunnel-exit positions. Such a study would also be particularly important to rule out nondipole contributions in the attoclock studies of chiral molecules as in Refs. [344, 360].

Usually, the nondipole effects in recollision-free strong-field ionization are dominated by the influence of the electromagnetic field far away from the parent ion. Hence, the nondipole modifications of photoelectron momentum distributions are only weakly susceptible to the electronic structure of the target. However, the disagreement between the experimental measurement for xenon [436] and our theoretical prediction for the momentum dependence of the most probable radial momentum $p_{\perp}^{\max }\left(p_{z}\right)$ could suggest that the nondipole effects are influenced by the complex electronic structure. To resolve the differences, the development of theoretical methods including both multielectron and nondipole effects could be crucial. Furthermore, in order to study the target dependence of nondipole effects in recollisionfree scenarios, it could be interesting to scale the internuclear distance of diatomic molecules [482] and observe the transition from an "atomic-like" behavior for small distances to a molecular-interferencedominated regime for large distances.

## Chapter 9

## High-Order Above-Threshold Ionization Beyond the Electric Dipole Approximation

### 9.1 Introduction

During the ionization process in linearly-polarized fields liberated electrons may be driven back to the parent ion and may elastically scatter off the ionic potential (see Chapter 3). Electrons that are scattered into large angles and that are subsequently further accelerated by the laser field can reach high kinetic energies. Thus, this process is known as high-order above threshold ionization (HATI). The high-energy contributions form a plateau in the photoelectron energy spectra reaching up to the famous $\approx 10 \mathrm{U}_{\mathrm{p}}$ cutoff [16, 17]. Classically, for large angle scattering, the electrons need to come close to the parent ion during recollision. Hence, the HATI process is very sensitive to the details of the ionic potential and can be used for atomic and molecular imaging (as suggested in Refs. [33, 34]). In the laser-induced electron diffraction (LIED) technique, structural information of the ionic species is encoded in the diffraction pattern visible in the photoelectron momentum distributions. LIED was used to retrieve differential cross sections (DCS) of atoms [36-38] and to measure static bond lengths in molecules [41]. Since the rescattering process occurs within an optical cycle after the liberation of the electrons, the nuclear dynamics in molecules [40, 42] as well as the electronic valence-shell dynamics [31] can be monitored. In almost all works on HATI, the dipole approximation is employed to interpret the electron momentum distributions. However, recently mid-infrared few-cycle laser sources were used in LIED to achieve high scattering energies and to drive recollisions in the quasistatic regime (see for example Ref. [42]). As motivated in Section 2.1.2, for these long wavelengths, the dipole approximation is questionable.

In general, the theory of recollision-based phenomena in strong fields beyond the electric dipole approximation has already a considerable history. However, most works on high-energy recollisions focus on high-harmonic generation [186, 189, 483-486] or nonsequential double ionization [487-491]. For single ionization, recollision-based processes were either studied at low kinetic energies (see Chapter 10) or in extremely intense fields [192, 457, 492, 493]. In our previous work [187] that was related to my master thesis [160], we discussed the high-energy region of the photoelectron momentum distributions for ionization of helium in the regime of moderate laser intensities. The distributions were calculated by numerical solution of the TDSE in 2D beyond the electric dipole approximation. Compared to recollision-free ionization (see Chapter 8), the nondipole effects and, especially, the momentum transfer to the photoelectrons are vastly different in HATI. The central finding in Ref. [187] was a modification of the shape of the plateau region, which can be explained in terms of a nondipole extension of the three-step model. In addition, the emission probability differs in forward and backward directions, which is outside the scope of a purely kinematic model. During the recollision of the electron with the
much heavier ion an arbitrary amount of momentum can be exchanged and, thus, no universal scaling of the transferred momentum with respect to the light parameters exists. Instead, the asymmetry and, hence, the transferred momentum strongly depend on the target gas [160].

To properly model the emission strength of the photoelectron momentum distributions, quantummechanical theories need to be considered. As introduced in Section 2.3, scattering can be included in the context of the strong-field approximation by means of Born series what was introduced in Refs. [197, 494] and later on extended beyond the dipole approximation in Ref. [457]. The application of a saddle-point approximation leads to a simplified analytical treatment and provides an intuitive interpretation of the physical processes [110, 111]. In the improved SFA, the scattering process is treated in the first Born approximation (1BA). Hence, the quality of the results strongly depends on the energy of the scattering electrons, on the dimensionality of the problem and on the shape of the potential. To describe laserassisted scattering beyond the 1BA, Kroll and Watson derived a low-frequency approximation (LFA) in the context of laser-assisted electron-atom scattering [495]. The LFA was later introduced to the context of HATI (in the dipole approximation) by Milošević et al. [496, 497]. This approach enables a derivation of the factorization of probability amplitudes in HATI into one factor describing the field-free elastic scattering and another factor representing the returning electron wave packet. Under additional assumptions, this results in the quantitative rescattering theory (QRS) [36, 498].

In this chapter, the nondipole effects in the HATI process are further investigated and, especially, their sensitivity to the atomic and molecular structure is explored. The various nondipole modifications of the photoelectron momentum distributions are first introduced by considering distributions for ionization of small molecules from the numerical solution of the TDSE. As a prototypical of diatomic molecules, the hydrogen molecular ion $\mathrm{H}_{2}^{+}$is considered for the special cases of parallel and perpendicular alignment of the molecular axis relative to the ionizing field. ${ }^{1}$ We show that the nondipole modifications of the molecular-interference pattern are orientation dependent. To shed light on the ongoing processes, we consider a nondipole three-step model as introduced in my master thesis [160] and Ref. [187]. Later, in the first experiment on nondipole effects in HATI by Lin et al. [500], xenon was ionized by strong laser pulses and the nondipole shift of the central maximum in the momentum distribution was analyzed. We consider a quantum-orbit model based on a nondipole generalization of the low-frequency approximation to quantitatively interpret the photoelectron momentum distributions for xenon. The appearing nondipole shift can also be intuitively explained based on the classical three-step model. Interestingly, we find that the nondipole shifts of the central maximum are different for atoms such as xenon and molecules such as $\mathrm{H}_{2}^{+}$.

The first part of this chapter considers strong-field ionization of the hydrogen molecular ion $\mathrm{H}_{2}^{+}$ beyond the electric dipole approximation. Some of these results are published in Ref. [501]. The second part of this chapter on the HATI process for xenon is based on joint work with the group of Reinhard Dörner in Frankfurt, especially Kang Lin. For the publication [500], Lin et al. performed the experiment based on the COLTRIMS technique, Ni et al. provided data from TDSE simulations and we developed a simplified interpretation based on the three-step model as well as a more advance description based on the LFA.

### 9.2 Anatomy of nondipole effects in HATI

### 9.2.1 Computational details

We focus on the dynamics in linearly-polarized fields. To this end, $n_{p}$-cycle laser pulses described by the following vector potential are used

$$
\begin{equation*}
\mathbf{A}(\eta)=-\frac{E_{0}}{\omega} \sin \left(\omega \eta-\phi_{\mathrm{CEP}}\right) \cos ^{4}\left(\frac{\omega \eta}{2 n_{p}}\right) \mathbf{e}_{\chi} \tag{9.1}
\end{equation*}
$$

[^65]Here, $\eta=t-z / c$ is the light-cone coordinate. The chosen frequency of $\omega=0.05695$ a.u. corresponds to 800 nm wavelength and $\mathrm{E}_{0}$ is the electric-field strength. If not stated otherwise, the carrier-envelope phase is $\phi_{\text {CEP }}=0$. The electric field points along the $x$-axis of the coordinate system and the corresponding magnetic field points along the $y$-axis (see also Eq. (2.1)).

To illustrate the dependence of the nondipole effects on the structure of the target, we first study the hydrogen molecular ion modeled in 2D as described in Ref. [502] with the potential

$$
\begin{equation*}
V(\mathbf{r})=\frac{-1}{\sqrt{(\mathbf{r}-\mathbf{R} / 2)^{2}+\epsilon}}+\frac{-1}{\sqrt{(\mathbf{r}+\mathbf{R} / 2)^{2}+\epsilon}} \tag{9.2}
\end{equation*}
$$

The soft-core parameter is chosen as $\epsilon=0.5$ such that the ground-state energy of $\approx-1.11$ a.u. is reproduced. The nuclei are kept fixed during the time evolution at the equilibrium internuclear distance of $R=2$ a.u. The molecular axis $\mathbf{R}$ is either aligned parallel or perpendicular to the electric field. This choice ensures that in the dipole approximation the system is symmetric under the interchange of the forward and backward directions (invariant under reflections at the $x$-axis).

For the introduced plane-wave laser pulse, the electron dynamics is modeled by numerical simulations of the TDSE in 2D. Analogous to Chapter 7, we use Fourier split-operator technique on Cartesian grids (see Appendix A.2.2) and employ the natural gauge introduced in Section 2.2. A numerical grid of size $409.6 \times 409.6$ a.u. with spacings of $\Delta x=\Delta z=0.1$ a.u. and a time step of $\Delta t=0.003$ a.u. is used. After the end of the laser pulse, the electron momentum distributions are calculated with a resolution of $\Delta p_{x}=0.0077$ a.u. and $\Delta p_{z}=0.0038$ a.u.


Figure 9.1: Photoelectron momentum distributions for ionization of $\mathrm{H}_{2}^{+}$with parallel (panel a1) and perpendicular (panel b1) alignment of the molecular axis with respect to the electric field by four-cycle pulses with $8 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity from TDSE simulations. The red lines in panel b1 indicate the numerically-determined positions of the molecular-interference maximum and minima. $[(a 2),(b 2)]$ Corresponding partial averages $\left\langle p_{z}\right\rangle\left(p_{x}\right)$ and the heuristic estimate $p_{x}^{2} /(2 c)$ (gray lines). Figure is adapted from Brennecke et al. [501].

### 9.2.2 TDSE results for the hydrogen molecular ion

The photoelectron momentum distributions for ionization of the hydrogen molecular ion $\mathrm{H}_{2}^{+}$by fourcycle laser pulses obtained by the numerical solution of the TDSE are shown in Fig. 9.1. Panel (a1) and panel (b1) contain the results for parallel and perpendicular alignment of the molecular axis with respect to the electric field. Both PMDs exhibit the same overall structures that are familiar for linearlypolarized pulses (see Chapter 3 for an introduction). The strong contributions of direct and forwardscattered electrons are concentrated along the $p_{x}$-axis and approximately reach up to the classical cutoff for nonscattered electrons (here at $\left|p_{x}\right| \approx 2.8$ a.u.). This region of the PMD will be further discussed in Chapter 10.

HATI leads to the weaker contribution of high-energy electrons, covering a large range of lateral momenta $p_{z}[16,17]$. The asymmetry of the PMD along the polarization axis (between the positive and the negative $p_{x}$-direction) is caused by the shortness of the laser pulse [111, 249-251]. For the chosen CEP $\left(\phi_{C E P}=0\right)$, the rescattering electrons with the highest energies are emitted in positive $p_{x}$-direction. However, the observations in this chapter can also be transferred to multi-cycle femtosecond laser pulses usually used in strong-field experiments. The plateau-like structure for $p_{x}>0$ is overlaid by nearlycircular interference rings caused by the interference of long and short rescattering trajectories [18, 202, 503]. The outermost ring, i.e., the boundary of this plateau-like structure, is significantly broader than the other interference fringes and is called backward rescattering ridge (BRR) [36].

The shape of the electron momentum distribution in the HATI region is influenced strongly by the differential cross section that depends on the target structure [36,498]. For the $\mathrm{H}_{2}^{+}$, the returning electron wave packets scatter off the two centers of the diatomic molecular ion. The interference of these two possible pathways creates a double-slit interference pattern in the DCS and, hence, results in a nontrivial structure-dependent variation of the yield [39,504]. For perpendicular alignment, pronounced minima appear parallel to the $p_{x}$-axis (see the red lines in Fig. 9.1(b1)). For parallel alignment, a reduced emission strength is also visible along a line nearly parallel to the $p_{z}$-axis at $p_{x} \approx 3.3$ a.u.

Due to the inclusion of nondipole effects, the PMDs are not forward-backward symmetric along the light-propagation direction ( $z$-direction). For each momentum $p_{x}$ in polarization direction, the nondipole effects can be quantified by means of the partial average $\left\langle p_{z}\right\rangle\left(p_{x}\right)$ of Eq. (8.4) (see Figs. 9.1(a2) and (b2)). For momenta smaller than the classical cutoff, the average $\left\langle p_{z}\right\rangle$ roughly follows the simplest


Figure 9.2: 1D slices at $p_{x}=4$ a.u. through the photoelectron momentum distributions for perpendicular alignment (blue lines): result for a single intensity of $8 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ as in Fig. 9.1 (panel a) and focal-volume-averaged result for a peak intensity of $9.5 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ (panel b). To highlight the nondipole effects, the mirror images, i.e., 1 D slices through $w\left(\mathrm{p}_{x},-\mathrm{p}_{z}\right)$, are shown additionally (gray lines).
classical estimate $p_{x}^{2} /(2 c)$ for recollision-free ionization (see Chapter 8). In contrast, the average $\left\langle p_{z}\right\rangle$ deviates strongly from the parabolic estimate at high electron energies [187]. For parallel alignment, the partial average is approximately independent on $p_{x}$ between $p_{x} \approx 3.5$ a.u. and $p_{\chi} \approx 6$ a.u. and, thus, it is quite similar to our findings for helium [187]. However, for perpendicular alignment, a pronounced local minimum appears in the partial average. This shows already that the nondipole effects in the HATI region are highly sensitive to the molecular orientation and more generally to the target structure.

The nondipole modifications are only barely visible in the full 2D distributions. Therefore, a slice through the PMD for perpendicular alignment at $p_{x}=4$ a.u. is shown in Fig. 9.2(a). The following three major deviations compared to the dipole approximation are visible:
(i) The boundary of the rescattering plateau represented by the location of the BRR structure is shifted along the light-propagation direction [187]. In addition, the interference extrema caused by the superposition of the short and long rescattering trajectories are displaced [187]. We find that these shifts are nearly independent of the molecular alignment and they agree with the result for helium within the numerical accuracy [187].
(ii) When considering one interference maximum in forward direction and one in backward direction, their probabilities are in general different [187]. For example, the signal on the BRR in forward direction is up to $17 \%$ higher than in backward direction for perpendicular alignment. We find that this effect depends strongly on the used targets and, for molecules, also on their orientation.
(iii) The molecular-interference pattern is modified. The positions of the corresponding broad minima and maxima are shifted in the light-propagation direction (see the red solid lines in Fig. 9.1(b) and the dashed vertical lines in Fig. 9.2(a)). We find that the shifts depend on the momentum component along the polarization direction and increases from $\approx 0.05 \mathrm{a} . \mathrm{u}$. at $\mathrm{p}_{\mathrm{x}} \approx 4$ a.u. to $\approx 0.12$ a.u. at $p_{x} \approx 6$ a.u.

In a real experiment, the contributions of the whole laser focus influence the the measured signal. We mimic this effect by averaging several TDSE distributions for different intensities (see Section A.2.4). For a peak intensity of $\mathrm{I}_{\text {peak }}=9.5 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$, a slice at $\mathrm{p}_{x}=4$ a.u. through the focal-volume-averaged distribution is shown in Fig. 9.2(b). Since the interference pattern of long and short trajectories is very susceptible to changes of the light intensity [18], these fringes are not visible in the averaged distribution. Even though the boundary of the scattering plateau is smeared out, the shift of the BRR and the asymmetry of the yield can in principle be observed. Importantly, the molecular-interference pattern are very prominent in the averaged distribution and, especially, their nondipole shift is preserved. Hence, the nondipole modifications of these structure-dependent features in the PMD are very promising for experimental observation of nondipole effects in HATI.

### 9.3 Simple man's model beyond the dipole approximation

To reveal the physics beyond high-order above-threshold ionization, we use a nondipole extension of the three-step model [10,16] (see Section 2.1.1). The model was first introduced in Ref. [187] and in my master thesis [160] such that the following section is based on these previous works. Here, the dynamics is divided into a sequence of four well-separated steps: (i) laser-induced ionization, (ii) acceleration of the released electron away and back to the parent ion by the light field, (iii) scattering off the ionic potential, and (iv) further acceleration by the electromagnetic field.

Tunneling ionization launches electrons at each release time $t_{0}$ with initial velocities $\mathbf{v}_{0} \perp \mathbf{E}\left(\mathrm{t}_{0}\right)$. The subsequent motion of the electron in the presence of the electromagnetic field is described classically by Newton's equation. For certain ionization times, a part of the electron wave packet is driven back to the vicinity of the ionic core at $\mathbf{r}=0$. If we neglect the influence of the ionic potential, the time-dependent velocity of an electron starting at $\mathbf{r}=0$ can be determined similar to Section 2.1.2 and it is to first order
in $1 / \mathrm{c}$ given by

$$
\begin{equation*}
\dot{\mathbf{r}}(\mathrm{t})=\mathbf{v}_{0}-\mathbf{A}\left(\mathrm{t}_{0}\right)+\mathbf{A}(\mathrm{t})+\frac{\mathbf{e}_{z}}{\mathrm{c}}\left(\frac{1}{2} \mathbf{A}^{2}\left(\mathrm{t}_{0}\right)-\mathbf{v}_{0} \cdot \mathbf{A}\left(\mathrm{t}_{0}\right)\right)+\frac{\mathbf{e}_{z}}{\mathrm{c}}\left(\left(\mathbf{v}_{0}-\mathbf{A}\left(\mathrm{t}_{0}\right)\right) \cdot \mathbf{A}(\mathrm{t})+\frac{1}{2} \mathbf{A}^{2}(\mathrm{t})\right) . \tag{9.3}
\end{equation*}
$$

Integrating (9.3) again, the electron's position reads

$$
\begin{align*}
\mathbf{r}(\mathrm{t})= & \left(\mathbf{v}_{0}-\mathbf{A}\left(\mathrm{t}_{0}\right)\right)\left(\mathrm{t}-\mathrm{t}_{0}\right)+\boldsymbol{\alpha}\left(\mathrm{t}, \mathrm{t}_{0}\right) \\
& +\frac{\mathbf{e}_{z}}{\mathrm{c}}\left(\frac{1}{2} \mathbf{A}^{2}\left(\mathrm{t}_{0}\right)-\mathbf{v}_{0} \cdot \mathbf{A}\left(\mathrm{t}_{0}\right)\right)\left(\mathrm{t}-\mathrm{t}_{0}\right)+\frac{\mathbf{e}_{z}}{\mathrm{c}}\left(\left(\mathbf{v}_{0}-\mathbf{A}\left(\mathrm{t}_{0}\right)\right) \cdot \boldsymbol{\alpha}\left(\mathrm{t}, \mathrm{t}_{0}\right)+\frac{1}{2} \alpha_{2}\left(\mathrm{t}, \mathrm{t}_{0}\right)\right) \tag{9.4}
\end{align*}
$$

with $\alpha$ and $\alpha_{2}$ defined in Eq. (2.11). To first order in $1 / c$, the nondipole part of the Lorentz force only modifies the trajectory (9.4) along the light-propagation direction. Hence, for an exact return to the ionic core at $\mathbf{r}=0$, the motion in polarization direction leads to the condition

$$
\begin{equation*}
0=x\left(t_{0}\right)=x\left(t_{c}\right)=-A_{x}\left(t_{0}\right)\left(t_{c}-t_{0}\right)+\alpha_{x}\left(t_{c}, t_{0}\right) \tag{9.5}
\end{equation*}
$$

The condition defines the relation between the release time $t_{0}$ and the return (or collision) time $t_{c}$. For the four-cycle laser pulses used in Fig. 9.1, only one half cycle of ionization times is relevant for the highenergy region with $p_{x}>0$. Figure 9.3(a) shows the corresponding mapping of excursion time $t_{c}-t_{0}$ as a function of the energy at time of return $t_{c}$. Due to the shortness of the pulse, the maximal return energy of about $2.79 \frac{\mathrm{E}_{0}^{2}}{4 \omega^{2}}$ is slightly reduced compared to the maximal energy of about $3.17 \frac{\mathrm{E}_{0}^{2}}{4 \omega^{2}}$ in a cw field [10]. Below this classical cutoff, there are two distinct times of ionization with the same return energy. For each energy, the trajectory with larger excursion time is referred to as long trajectory whereas the other is denoted as short trajectory.


Figure 9.3: Properties of the simple man's trajectories as a function of the recollision energy in units of $U_{p}=\frac{E_{0}^{2}}{4 \omega^{2}}$ for the laser parameters of Fig. 9.1. (a) Time difference between ionization and recollision in units of optical cycles $\mathrm{T}_{\omega}$. (b) Components in the light-propagation direction of the initial velocity $v_{0, z}$ and of the incoming velocity $v_{\text {in,z }}$. (c) Offset angle $\Delta \theta$ of the incoming electron with respect to the polarization axis. The observables for short (long) trajectories are shown as dashed (solid) lines. Figure is adapted from Brennecke et al. [501].

As illustrated in Fig. 2.3(b), the magnetic part of the Lorentz force causes a drift motion of the electron in the light-propagation direction such that the center of the electron wave packet does not exactly return to its initial position [189]. Classically, small impact parameters only lead to large scattering angles. For an exact return to the initial position $\mathbf{r}=0$ at the collision time $t_{c}$, a small initial velocity $\mathbf{v}_{0}=-\left|v_{0}\right| \mathbf{e}_{z}$ of the electron pointing against the propagation direction of the light is necessary. The required initial velocity is given by

$$
\begin{equation*}
v_{0, z}=-\frac{1}{2 c\left(t_{c}-t_{0}\right)} \int_{t_{0}}^{t_{c}} d \tau\left(\mathbf{A}(\tau)-\mathbf{A}\left(\mathrm{t}_{0}\right)\right)^{2} \tag{9.6}
\end{equation*}
$$

and is shown in Figure 9.3(b) as a function of the return energy. The absolute values of the initial velocity are larger for long trajectories, because these are more strongly displaced by the Lorentz force than short trajectories.

(b)



Figure 9.4: Schematic illustrations with exaggerated value of $1 / \mathrm{c}$ : (a) scattering circle in the $v_{\chi}-v_{z}$-plane on which the possible outgoing velocities $\mathbf{v}_{\text {out }}$ (shortly after scattering) lie for a given incoming velocity $\mathbf{v}_{\text {in }}$ (shortly before scattering). Due to the nondipole part of the Lorentz force, the incoming velocity is at an angle $\Delta \theta$ relative to the $\nu_{\chi}$-axis. (b) The acceleration by the laser field after scattering maps a circle of outgoing velocities to an ellipse in the final momentum space. Its center is located at $\delta p_{x}=-A_{x}\left(t_{c}\right)$ and $\delta p_{z}=A_{x}^{2}\left(t_{c}\right) /(2 c)$. The black line shows the classical boundary, i.e., the envelope of all possible ellipses. Figure is adapted from Brennecke et al. [187]. (c) Hypothetical scattering probability on the scattering circle of panel (a) for a given incoming velocity $\mathbf{v}_{\mathrm{in}}$. Due to the offset $\Delta \theta$ (here $20^{\circ}$ ) the scattering probability is not invariant under the transformation given by $v_{\text {out }, z} \rightarrow-v_{\text {out }, z}$.

Neglecting the ionic potential, the returning electron (at $\mathbf{r}=0$ ) has an incoming velocity

$$
\begin{equation*}
\mathbf{v}_{\text {in }}=\mathbf{A}\left(\mathrm{t}_{\mathrm{c}}\right)-\mathbf{A}\left(\mathrm{t}_{0}\right)+\frac{1}{2 \mathrm{c}}\left(\mathbf{A}\left(\mathrm{t}_{\mathrm{c}}\right)-\mathbf{A}\left(\mathrm{t}_{0}\right)\right)^{2} \mathbf{e}_{z}+\mathbf{v}_{0} . \tag{9.7}
\end{equation*}
$$

During the scattering the electron motion is strongly influenced by the ionic potential. We assume that the light-induced change of the electron velocity is small while the electron passes over the nonzero part of the potential. For short-range potentials, the assumption is appropriate, if the kinetic energy of the incident electrons is high and the optical cycle of the laser field is sufficiently long. Naturally, the assumption is questionable for long-range potentials. The energy conservation during rescattering then reads

$$
\begin{equation*}
\frac{1}{2} \mathbf{v}_{\text {out }}^{2}=\frac{1}{2} \mathbf{v}_{\text {in }}^{2} . \tag{9.8}
\end{equation*}
$$

Hence, for a given return time $t_{c}$, the possible outgoing velocities $\mathbf{v}_{\text {out }}$ of the electron (directly after the scattering event) form a sphere of radius $v_{\text {scat }}\left(\mathrm{t}_{\mathrm{c}}, \mathrm{t}_{0}\right)=\left|\mathbf{A}\left(\mathrm{t}_{\mathrm{c}}\right)-\mathbf{A}\left(\mathrm{t}_{0}\right)\right|+\mathcal{O}\left(\frac{1}{\mathrm{c}^{2}}\right)$.

The scattering process is usually not isotropic, i.e., the probability of the outgoing velocities on the scattering sphere depend on their relative orientation with respect to the incoming velocity and, for molecules, also on the molecular structure. Assuming a field-free elastic scattering process, the scattering probability can be approximated by means of the elastic scattering differential cross section

$$
\begin{equation*}
\sigma\left(\mathbf{v}_{\text {out }} \leftarrow \mathbf{v}_{\text {in }}\right)=\left|\mathrm{f}\left(\mathbf{v}_{\text {out }} \leftarrow \mathbf{v}_{\text {in }}\right)\right|^{2} \tag{9.9}
\end{equation*}
$$

with the scattering amplitude f. An introduction to scattering theory is given in Section A.1. First, we restrict ourselves to atoms, where the DCS only depends on the relative scattering angle $\theta=\varangle\left(\mathbf{v}_{\text {out }}, \mathbf{v}_{\text {in }}\right)$ and on the magnitude of the velocity $v_{\text {scat }}$. In the dipole approximation, the electron moves along the polarization axis during its first stage of acceleration. Hence, the scattering probabilities for opposite outgoing velocities $v_{\mathrm{out}, z}$ and $-v_{\mathrm{out}, z}$ but the same $v_{\mathrm{out}, \mathrm{x}}$ are equal. However, when taking nondipole effects into account, the $z$-component of the incoming velocity is nonzero. Thus, the scattering probability is rotated by an angle $\Delta \theta=\left|\arctan \left(v_{\mathrm{in}, z} / v_{\mathrm{in}, x}\right)\right| \approx\left|v_{\mathrm{in}, z} / v_{\mathrm{in}, \mathrm{x}}\right|$ with respect to the polarization axis compared to the dipole approximation. As a result, the symmetry of the scattering probability for outgoing velocities $\mathbf{v}_{\text {out }}$ with respect to the polarization axis is broken (see the schematic illustration in Figs. 9.4(a) and (c)).

The $z$-component of the incoming velocity is shown in Fig. 9.3(b). For high return energies $v_{\text {scat }}^{2} / 2$ close to the cutoff, the momentum gain $v_{\text {scat }}^{2} /(2 c)$ of the electron associated with the first stage of acceleration dominates $v_{\mathrm{in}, z}$. In this region, the initial velocity $v_{0, z}$ is approximately smaller by a factor of $\approx 4$.

For the laser parameters of Fig. 9.1, the offset angles $\Delta \theta$ are mostly positive and reach a maximum of about $0.5^{\circ}$ close to the cutoff energy (see Fig. 9.3(c)). In general, the $x$-component of the incoming velocity scale linearly with the electric-field strength $\mathrm{E}_{0}$ and the wavelength $\lambda$. In contrast, the $z$-component varies quadratically in both parameters. As a result, the offset angle increases linearly with the field strength and the wavelength.

The motion of the electron after scattering is again solely determined by the light field. This step is similar to the classical motion in the recollision-free ionization discussed in Section 8.3.1. Here, the second stage of acceleration maps the outgoing velocities $\mathbf{v}_{\text {out }}$ to the final measurable momenta $\mathbf{p}$. From Eq. (9.3) applied to the motion starting at $t_{c}$, the mapping is given by (to first order in $1 / c$ )

$$
\begin{equation*}
\mathbf{v}_{\text {out }}=\mathbf{p}+\mathbf{A}\left(\mathrm{t}_{\mathrm{c}}\right)+\frac{\mathbf{e}_{z}}{\mathrm{c}}\left(\mathbf{p} \cdot \mathbf{A}\left(\mathrm{t}_{\mathrm{c}}\right)+\frac{1}{2} \mathbf{A}^{2}\left(\mathrm{t}_{\mathrm{c}}\right)\right) \quad \text { or } \quad \mathbf{p}=\mathbf{v}_{\text {out }}-\mathbf{A}\left(\mathrm{t}_{\mathrm{c}}\right)+\frac{\mathbf{e}_{z}}{\mathrm{c}}\left(\frac{\mathbf{p}^{2}}{2}-\frac{\mathbf{v}_{\text {out }}^{2}}{2}\right) \tag{9.10}
\end{equation*}
$$

In Eq. (9.10), $\mathbf{p}^{2} / 2$ is the final kinetic energy of the electron and $\mathbf{v}_{\text {out }}^{2} / 2$ the kinetic energy immediately after the scattering event. Thus, as intuitively expected, the linear momentum gain associated with the second acceleration stage is given by the energy gain over the speed of light c. Again, the temporospatial dependence of the electric field leads to a deformation of the scattering spheres of outgoing velocities (defined by the energy conservation (9.8)) to ellipsoids in the final momentum space. The magnetic field shifts the centers of the ellipsoids in the light-propagation direction, i.e., they are located at a momentum $\delta \mathbf{p}=-\mathbf{A}\left(\mathrm{t}_{c}\right)+\mathbf{A}^{2}\left(\mathrm{t}_{\mathrm{c}}\right) /(2 \mathrm{c}) \mathbf{e}_{z}$. For return times $\mathrm{t}_{c}$ with $A_{x}\left(\mathrm{t}_{\mathrm{c}}\right)<0$, the centers are displaced to positive $p_{x}>0$ and $p_{z}>0$. Classically, the total momentum distribution is formed by adding up the ellipsoids corresponding to all possible times of return. A schematic illustration of a few ellipses in 2D is shown in Fig. 9.4(b).

For comparison of the simple man's model to TDSE results in 2D, we consider the dynamics in a short-range soft-core potential

$$
\begin{equation*}
\mathrm{V}_{\mathrm{Y}}(\mathrm{r})=-\frac{2.0}{\sqrt{\mathrm{r}^{2}+0.5}} e^{-0.41 \mathrm{r}} \tag{9.11}
\end{equation*}
$$

Its ground state reproduces the ionization potential $\mathrm{I}_{\mathrm{p}} \approx 0.905$ a.u. of helium. For the used laser parameters, the excursion amplitude of the electron can be estimated as $E_{0} / \omega^{2} \approx 47$ a.u. Thus, the region of nonnegligible ionic potential (represented by the cutoff radius $\approx 2.4$ a.u.) is much smaller than the distance of excursion in the light field. In PMDs from the numerical solution of the TDSE, we again find a shift of the rescattering plateau and a forward-backward asymmetry in the emission strength.


Figure 9.5: (a) Shift of the BRR structure and (b) forward-backward asymmetry of the emission strength on the BRR structure quantified as the ratio of the signal strength at fixed $p_{x}$ for the short-range potential (9.11). Shown are numerical TDSE results (blue lines) and results of the simple man's model (gray lines) for ionization by four-cycle laser pulses with 800 nm wavelength and $8 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity. Figure is adapted from Brennecke et al. [187,501].

## Shift of the rescattering plateau

In the PMDs from TDSE, we identify the boundary of the rescattering plateau with the position of the BRR structure. The shift of this boundary in the light-propagation direction is then quantified by

$$
\begin{equation*}
\Delta p_{z}^{\mathrm{B}}\left(\mathrm{p}_{x}\right)=\frac{\mathrm{p}_{z}^{+}+\mathrm{p}_{z}^{-}}{2} \tag{9.12}
\end{equation*}
$$

where $p_{z}^{+}$and $p_{z}^{-}$are the maxima's position of the BBR structure at fixed $p_{\chi}$ in forward direction and backward direction, respectively. The classical boundary of all ellipses in the simple man's model is in perfect agreement with the TDSE result (see Fig. 9.5(a)). The shift can be approximated by using the two opposite points on a single ellipse with the same $p_{x}$. According to Eq. (9.10), this results in [160, 187]

$$
\begin{equation*}
\Delta p_{z}^{\mathrm{B}}\left(\mathrm{p}_{x}\right) \approx \frac{1}{\mathrm{c}}\left(\frac{\mathbf{p}^{2}}{2}-\frac{v_{\mathrm{scat}}^{2}\left(\mathrm{t}_{\mathrm{c}}, \mathrm{t}_{0}\right)}{2}\right) \tag{9.13}
\end{equation*}
$$

Within the simple man's model, the shift of the BRR structure is caused by the electron's deflection in the electromagnetic field after the scattering event. Here, the gained momentum in the light-propagation direction is equal to the light-field momentum associated with the energy gain of the electrons after rescattering.

## Forward-backward asymmetry of the emission strength

To quantity the forward-backward asymmetry of the emission strength (see Section 9.2), we determine the signals on the BBR structure in forward and in backward directions at each $p_{x}$. For each $p_{x}$, the asymmetry is then quantified by the ratio of these signal strengths. For the short-range potential, the TDSE result is shown in Fig. 9.5(b). The asymmetry is mostly attributed to a different scattering probability and effects such as the ionization probability and the spreading of the electron wave packet during the first acceleration stage are neglected. ${ }^{2}$ In the simple man's model, the asymmetry is approximated by taking the ratio of the DCSs calculated on the classical boundary in forward direction and in backward direction. Despite the simplicity, the model reproduces well the asymmetry from TDSE [160].

For the considered short-range potential, the DCS is basically a monotonic falling function of the return energy and of the scattering angle $\theta$ (between $0^{\circ}$ and $180^{\circ}$ ) in the relevant energy range. Hence, for each return energy, it has a minimum at $\theta=180^{\circ}$ corresponding to a backreflection of electron direction during scattering. For high return energies, the electrons have a positive $v_{\mathrm{in}, z}$-component of their incoming velocity (see Fig. 9.3(b)). Hence, the scattering angle for an electron with positive component $v_{\text {out, } z}>0$ is smaller than the scattering angle for an electron with velocity component $-v_{\text {out, }}<0$ (but the same $\left.v_{\text {out }, x}\right)$. As a result, directly after the scattering event, electrons with positive component $v_{\text {out }, z}>0$ are more probable than electrons with velocity component $-v_{\text {out }, z}<0$. Qualitatively, this explains the asymmetry ratios larger than one for the studied potential (see also my master thesis [160]).

The asymmetry effect is mostly related to the scattering process, i.e., to the relative angle of the incoming velocity with respect to the polarization axis and to the exact shape of the field-free DCS. Thus, the asymmetry is very susceptible to the structure of the target. For example, in the limiting case of a zero-range potential [457] with a flat DCS, the signals in forward and backward directions are nearly equal. In this case, the information on the incoming velocity and, thus, the momentum transfer before the recollision is removed in the scattering process [160].

### 9.4 Low-frequency approximation model

For simplified quantum-mechanical simulations of the HATI process, we introduce a nondipole version of the low-frequency approximation and consider a quantum-orbit description. In my master thesis [160], the correct formulation of LFA was already guessed by means of the similarity to the description in the dipole approximation. Thus, the following section is in parts similar to my previous work.

[^66]For short-range potentials, the model is able to quantitatively interpret the high-energy part of the PMDs. The starting point is the rescattering amplitude derived in Eq. (2.39) in generalized length gauge. Approximating the exact final scattering state by a plane-wave state $|\mathbf{p}\rangle$, the amplitude reads ${ }^{3}$

$$
\begin{equation*}
M_{R}(\mathbf{p})=(-i)^{2} \int_{t_{A}}^{t_{f}} d t^{\prime} \int_{t^{\prime}}^{t_{f}} d t\langle p| U_{F}\left(t_{f}, t\right) V U\left(t, t^{\prime}\right) H_{I}\left(t^{\prime}\right) \mathrm{U}_{0}\left(\mathrm{t}^{\prime}, \mathrm{t}_{\mathrm{A}}\right)\left|\psi_{0}\right\rangle \tag{9.14}
\end{equation*}
$$

If the time-evolution operator $U$ was replaced by the Volkov propagator of Eq. (2.34), the nondipole version of the improved SFA would arise (see Section 2.3). Then, the laser-assisted scattering would be treated in first Born approximation (1BA). For field-free scattering in 3D, the 1BA gives the correct DCS for a bare Coulomb potential. However, in general, effective single-active-electron potentials contain additional short-range contributions so that the DCS within 1BA and the exact quantum-mechanical DCS agree only asymptotically at large energies. Usually, for typical energies involved in HATI, the 1BA is not reliable.

## Low-frequency approximation

To model the scattering process beyond the 1BA, we use the low-frequency approximation introduced to the context of HATI in the dipole approximation by Milošević et al. [496, 497]. Following the three-step model and the improved SFA, the electron dynamics is divided into stages of potential-free acceleration of the electron wave packet by the electromagnetic field and a field-free scattering event. If the lightinduced change of the electron's velocity is small during the scattering process, i.e., while the electron passes over the nonzero part of the potential, it is expected that the separation works well [497]. As a prerequisite, the light-driven dynamics should take place on a much longer time scale than the scattering process. Hence, ideally, the region in space with nonzero ionic potential should be much smaller than the excursion amplitude of the electron in the light field.

In order to derive the LFA, we rewrite Eq. (9.14) by inserting the Volkov propagator of Eq. (2.34)

$$
\begin{equation*}
M_{R}(\mathbf{p})=(-i)^{2} \int_{t_{A}}^{t_{f}} d t^{\prime} \int_{t^{\prime}}^{t_{f}} d t \int d \mathbf{k} e^{i S_{F}\left(p, t_{f}\right)} R_{p, k}\left(t, t^{\prime}\right)\left\langle\psi_{\mathbf{k}}^{F}\left(t^{\prime}\right)\right| H_{I}\left(t^{\prime}\right) \mathrm{U}_{0}\left(t^{\prime}, t_{A}\right)\left|\psi_{0}\right\rangle \tag{9.15}
\end{equation*}
$$

and introduce the laser-assisted scattering amplitude

$$
\begin{equation*}
R_{p, k}\left(t, t^{\prime}\right)=\left\langle\psi_{\mathbf{p}}^{\mathrm{F}}(\mathrm{t})\right| \mathrm{VU}\left(\mathrm{t}, \mathrm{t}^{\prime}\right)\left|\psi_{\mathbf{k}}^{\mathrm{F}}\left(\mathrm{t}^{\prime}\right)\right\rangle \tag{9.16}
\end{equation*}
$$

Here, the action $S_{F}$ of Eq. (2.33) and the Volkov states $\left|\psi_{m}^{F}(\tau)\right\rangle$ of Eq. (2.32) are used. In order to incorporate the idea of different timescales in the theoretical description, the laser-assisted scattering amplitude is expanded in powers of the laser frequency $\omega$. Following the derivation in Ref. [497], the LFA only considers the zeroth-order term of this expansion. When including leading-order nondipole corrections, the amplitude can be rewritten as (for a derivation see Appendix A.5)

$$
\begin{equation*}
R_{p, k}^{\mathrm{LFA}}\left(\mathrm{t}, \mathrm{t}^{\prime}\right)=\left\langle\psi_{\mathbf{p}}^{\mathrm{F}}(\mathrm{t})\right| \mathrm{V}+\mathrm{VG}_{0}(\widetilde{\mathrm{E}}(\mathbf{k}, \mathrm{t})+\mathrm{i} 0) \mathrm{V}\left|\psi_{\mathbf{k}}^{\mathrm{F}}(\mathrm{t})\right\rangle \tag{9.17}
\end{equation*}
$$

with the "kinetic energy" of the light-driven electron

$$
\begin{equation*}
\widetilde{\mathrm{E}}(\mathbf{k}, \mathrm{t})=\frac{\mathbf{v}^{2}(\mathbf{k}, \mathrm{t})}{2} \tag{9.18}
\end{equation*}
$$

The field-free Green's operator is defined as (see also Appendix A.1)

$$
\begin{equation*}
\mathrm{G}_{0}(z)=\left(z-\mathrm{H}_{0}\right)^{-1} \tag{9.19}
\end{equation*}
$$

Using the Volkov states of Eq. (2.32) and the Lippmann-Schwinger equation (A.7) for the scattering states $\left|\mathbf{m}^{(+)}\right\rangle$, the amplitude reads

$$
\begin{equation*}
R_{p, k}^{\mathrm{LFA}}\left(\mathrm{t}, \mathrm{t}^{\prime}\right)=\langle\mathbf{v}(\mathbf{p}, \mathrm{t})| \mathrm{V}\left|\mathbf{v}(\mathbf{k}, \mathrm{t})^{(+)}\right\rangle \mathrm{e}^{\mathrm{i}\left(S_{\mathrm{F}}(\mathbf{k}, \mathrm{t})-S_{\mathrm{F}}(\mathbf{p}, \mathrm{t})\right)}=\frac{-1}{(2 \pi)^{2}} f(\mathbf{v}(\mathbf{p}, \mathrm{t}) \leftarrow \mathbf{v}(\mathbf{k}, \mathrm{t})) e^{\mathrm{i}\left(S_{\mathrm{F}}(\mathbf{k}, \mathrm{t})-S_{\mathrm{F}}(\mathbf{p}, \mathrm{t})\right)} \tag{9.20}
\end{equation*}
$$

[^67]The modulus squared of the field-free scattering amplitude $f$ is the DCS $\sigma$ for scattering of an electron with incoming velocity $\mathbf{v}_{\text {in }}$ to an outgoing velocity $\mathbf{v}_{\text {out }}$, where $f$ is given by

$$
\begin{equation*}
\mathrm{f}\left(\mathbf{v}_{\text {out }} \leftarrow \mathbf{v}_{\text {in }}\right)=-(2 \pi)^{2}\left\langle\mathbf{v}_{\text {out }}\right| \mathrm{V}\left|\mathbf{v}_{\text {in }}^{(+)}\right\rangle \tag{9.21}
\end{equation*}
$$

Finally, the amplitude (9.15) for rescattered electrons in the low-frequency approximation can be expressed as

$$
\begin{equation*}
M_{\mathrm{LFA}}(\mathbf{p})=\frac{1}{(2 \pi)^{2}} \int_{\mathrm{t}_{\mathrm{A}}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{~d} \mathrm{t}^{\prime} \int_{\mathrm{t}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{dt} \int \mathrm{~d} \mathbf{k} f(\mathbf{v}(\mathbf{p}, \mathrm{t}) \leftarrow \mathbf{v}(\mathbf{k}, \mathrm{t})) \mathrm{D}\left(\mathbf{k}, \mathrm{t}^{\prime}\right) e^{\mathrm{i} S_{\mathrm{p}, \mathbf{k}}\left(\mathrm{t}, \mathrm{t}^{\prime}\right)} \tag{9.22}
\end{equation*}
$$

with a transition matrix element associated with the ionization step (see also Eq. (2.42))

$$
\begin{equation*}
\mathrm{D}\left(\mathbf{k}, \mathrm{t}^{\prime}\right)=\left\langle\mathbf{v}\left(\mathbf{k}, \mathrm{t}^{\prime}\right)\right| \mathrm{H}_{\mathrm{I}}\left(\mathrm{t}^{\prime}\right)\left|\psi_{0}\right\rangle \tag{9.23}
\end{equation*}
$$

and an effective combination of the actions

$$
\begin{equation*}
S_{p, k}\left(t, t^{\prime}\right)=\frac{1}{2} \int_{t_{f}}^{t} d \zeta \mathbf{v}^{2}(\mathbf{p}, \zeta)+\frac{1}{2} \int_{t}^{t^{\prime}} d \zeta \mathbf{v}^{2}(\mathbf{k}, \zeta)+I_{p}\left(t^{\prime}-t_{A}\right) \tag{9.24}
\end{equation*}
$$

In Eq. (9.22), the calculation of the off-shell scattering amplitude is quite demanding. ${ }^{4}$ In addition, the five integrations prevent a simple physical interpretation of the HATI process. Thus, for further simplification, we approximate the integrals by means of the saddle-point method introduced in Section 2.3.1 (similar to Refs. [18, 192, 199, 202]).

## Saddle-point analysis

The stationary points of the action $S_{p, k}$ with respect to the different integration variables are defined by $\partial_{x} S_{p, k}\left(t, t^{\prime}\right)=0$ with $x \in\left\{t^{\prime}, t, k\right\}$. For the three kinds of integrals over the ionization time $t^{\prime}$, the return time $t$ and the intermediate momentum $\mathbf{k}$, we give a short physical interpretation that is closely related to the one in the dipole approximation [199, 202].

The saddle-point equation for the intermediate momentum $\mathbf{k}_{\mathrm{s}}$ can be solved analytically

$$
\begin{equation*}
\mathbf{k}_{\mathrm{s}}=-\frac{\alpha\left(t_{\mathrm{s}}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)}{\mathrm{t}_{\mathrm{s}}-\mathrm{t}_{\mathrm{s}}^{\prime}}+\frac{1}{\mathrm{c}}\left(\frac{\alpha^{2}\left(\mathrm{t}_{\mathrm{s}}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)}{\left(\mathrm{t}_{\mathrm{s}}-\mathrm{t}_{\mathrm{s}}^{\prime}\right)^{2}}-\frac{\alpha_{2}\left(\mathrm{t}_{\mathrm{s}}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)}{2\left(\mathrm{t}_{\mathrm{s}}-\mathrm{t}_{\mathrm{s}}^{\prime}\right)}\right) \mathbf{e}_{z}+\mathcal{O}\left(\frac{1}{\mathrm{c}^{2}}\right) . \tag{9.25}
\end{equation*}
$$

The first term of Eq. (9.25) represents the constraint that the electron needs to return at time $t_{s}$ to the initial position at time $t_{s}^{\prime}$ in the polarization plane (see also Eq. (9.5) in the classical model). To compensate for the electron's drift motion along the light-propagation direction, an initial velocity is required (see also Eq. (9.6) in the classical model), leading to the nondipole corrections in Eq. (9.25).

The saddle-point equation for the ionization time $t_{s}^{\prime}$ is familiar from direct ionization (see Eq. (8.12))

$$
\begin{equation*}
\frac{1}{2} \mathbf{v}^{2}\left(\mathbf{k}_{s}, t_{s}^{\prime}\right)=\frac{1}{2}\left(\mathbf{k}_{s}+\mathbf{A}\left(\mathrm{t}_{\mathrm{s}}^{\prime}\right)+\frac{\mathbf{e}_{z}}{\mathrm{c}}\left(\mathbf{k}_{\mathrm{s}} \cdot \mathbf{A}\left(\mathrm{t}_{\mathrm{s}}^{\prime}\right)+\frac{1}{2} \mathbf{A}^{2}\left(\mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)\right)^{2}=-\mathrm{I}_{\mathrm{p}} \tag{9.26}
\end{equation*}
$$

The initial velocity required for exact return leads to an increased effective ionization potential. Hence, in contrast to the dipole approximation, the solutions $\mathrm{t}_{\mathrm{s}}^{\prime}$ are not even real when $\mathrm{I}_{\mathrm{p}}=0$ and the ionization rate is slightly reduced [189, 192].

The saddle-point equation for the recollision time $t_{s}$ is given by

$$
\begin{equation*}
\frac{1}{2}\left(\mathbf{k}_{\mathrm{s}}+\mathbf{A}\left(\mathrm{t}_{\mathrm{s}}\right)+\frac{\mathbf{e}_{z}}{\mathrm{c}}\left(\mathbf{k}_{\mathrm{s}} \cdot \mathbf{A}\left(\mathrm{t}_{\mathrm{s}}\right)+\frac{1}{2} \mathbf{A}^{2}\left(\mathrm{t}_{\mathrm{s}}\right)\right)\right)^{2}=\frac{1}{2}\left(\mathbf{p}+\mathbf{A}\left(\mathrm{t}_{\mathrm{s}}\right)+\frac{\mathbf{e}_{z}}{c}\left(\mathbf{p} \cdot \mathbf{A}\left(\mathrm{t}_{\mathrm{s}}\right)+\frac{1}{2} \mathbf{A}^{2}\left(\mathrm{t}_{\mathrm{s}}\right)\right)\right)^{2} \tag{9.27}
\end{equation*}
$$

It can be interpreted as the energy conservation in the scattering process (see also Eq. (9.8) in the classical model). This ensures that the scattering amplitude f in Eq. (9.22) is restricted to the "scattering sphere" in velocity space defined by the value of the incoming velocity.

[^68]Since the intermediate momentum $\mathbf{k}_{s}\left(\mathrm{t}_{\mathrm{s}}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)$ of Eq. (9.25) depends on both ionization time and return time, the saddle-point equations (9.26) and (9.27) are coupled. To determine the complex-valued ionization time $t_{s}^{\prime}$ and return time $t_{s}$, we numerically solve the system of equations using Newton's method. Trajectories with travel times $\operatorname{Re}\left(\mathrm{t}_{\mathrm{s}}-\mathrm{t}_{\mathrm{s}}^{\prime}\right)$ exceeding one optical cycle are discarded. Hence, two main branches of trajectories are only considered: the "short" and "long" trajectories [202].

Within the approximations, the probability amplitude of a single quantum orbit can be written as

$$
\begin{equation*}
M_{\mathrm{LFA}, \mathrm{~S}}(\mathbf{p})=\frac{1}{(2 \pi)^{2}} C_{\mathrm{p}} C_{\mathrm{i}, \mathrm{r}} \tilde{D} f\left(\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}\right) \leftarrow \mathbf{v}\left(\mathbf{k}_{\mathrm{s}}, \mathrm{t}_{\mathrm{s}}\right)\right) e^{\mathrm{i} \mathrm{~S}_{\mathrm{p}, \mathrm{k}_{\mathrm{s}}}\left(\mathrm{t}_{\mathrm{s}}, \mathrm{t}_{s}^{\prime}\right)} \tag{9.28}
\end{equation*}
$$

Here, the ionization matrix element D (which has a pole at the saddle points [194]) is replaced by a reduced factor $\tilde{D}$. $\tilde{D}$ is chosen as one for initial s states and as $v_{x}\left(\mathbf{k}_{s}, t_{s}^{\prime}\right)$ for initial $p_{x}$ states. ${ }^{5}$ Since the considered orbits are launched in a small time range close to the point of maximal electric-field strength, this prefactor only has little influence on the PMD in HATI. The prefactors from the Hessian matrix elements in the integrals are given by

$$
\begin{equation*}
C_{p}=\sqrt{\frac{(2 \pi i)^{D}}{\left(t_{s}^{\prime}-t_{s}\right)^{D}}}+\mathcal{O}\left(\frac{1}{c^{2}}\right) \quad \text { and } \quad C_{i, r}=\sqrt{\frac{(2 \pi i)^{2}}{\operatorname{det}\left(\mathrm{H}_{\mathrm{t}, \mathrm{t}^{\prime}}\left[\mathrm{S}_{\mathrm{p}, \mathbf{k}_{\mathrm{s}}}\left(\mathrm{t}_{\mathrm{s}}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)\right]\right)}} \tag{9.29}
\end{equation*}
$$

Here, the factor $C_{p}$ is related to the spreading of the wave packet between ionization and recollision.
In the high-energy region, the interference structures are mostly determined by the action $S_{p, k}$. The dependence on the target structure is caused by the scattering amplitude $f$ which is calculated as described in Appendix A.1. However, in Eq. (9.28) the arguments of $f$, i.e., $\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{s}\right)$ and $\mathbf{v}\left(\mathbf{k}_{s}, t_{s}\right)$, have nonzero imaginary parts which are neglected for simplicity. ${ }^{6}$ In the usual saddle-point approximation, the total probability amplitude is given by the coherent superposition of the contributions (9.28) of all relevant solutions. In the center of the scattering plateau in the PMD, the two branches are well separated and the saddle-point approximation works well. However, in the vicinity of the BRR structure, both solutions merge. For large energies, only the long trajectory has to be considered [202]. For an adequate treatment of this situation, we use the uniform approximation [204] to obtain a description of the whole rescattering region. We refer to the resulting model as LFA model or quantum-orbit model.

### 9.5 Hydrogen molecular ion

The double-slit experiment with electrons [505] is a prime example of the interference of matter waves in quantum mechanics. In HATI, the liberated electron wave packet is driven back to its parent ion and scatters off the potential. Thus, for diatomic molecules, the returning wave is diffracted at both centers of the ion [41]. The situation resembles a double-slit scenario such that two-source interference effects appear (see Fig. 9.6(a) for a schematic illustration). In this section, we will explore the nondipole modifications of the molecular-interference pattern visible in the HATI region for ionization of $\mathrm{H}_{2}^{+}$.

In general, the HATI process for diatomic molecules can be described by considering four geometrical paths of the recolliding electron depending on its initial position at one or the other center of the dimer as well as the center where it scatters off $[39,504]$. However, for small molecules with a $\sigma_{s}$ bond (such as $\mathrm{H}_{2}^{+}$with its equilibrium internuclear distance of $\mathrm{R}=2$ a.u.), the initial molecular orbital is highly localized and does not have nodal planes. Hence, we can neglect the influence of the molecular structure on the recolliding part of the liberated electron wave packet. ${ }^{7}$ Hence, in the simple man's model and also in LFA, the structure dependence is solely determined by the two-center interference in the scattering amplitude.
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Figure 9.6: (a) Schematic illustration of electron diffraction at the two centers of a homonuclear diatomic molecule. Shown is the probability density in position space for an electron wave packet with initial velocity $\mathbf{v}_{\text {in }}=-3 \mathbf{e}_{x}$. The dashed lines indicate the nodal lines of the molecular-interference pattern for large-angle-scattered electrons. Inspired by Ref. [41]. (b) Differential cross section (arbitrarily normalized) for scattering of electrons with incoming velocities $\mathbf{v}_{\text {in }}=-\left|v_{\text {in }}\right| \mathbf{e}_{x}$ off a single ionic center and (c) off the two centers of the $\mathrm{H}_{2}^{+}$molecular ion aligned along the $z$-axis (see Eq. (9.30)). The positions of the molecular-interference minima are indicated as dashed lines (see Eq. (9.31)).

For dimers, the molecular potential can be written as sum of potentials of the individual centers: $\mathrm{V}(\mathbf{r})=\mathrm{V}_{\mathrm{A}}(\mathbf{r}+\mathbf{R} / 2)+\mathrm{V}_{\mathrm{A}}(\mathbf{r}-\mathbf{R} / 2)$. The scattering amplitude within 1BA can be approximated as [506]

$$
\begin{align*}
-\frac{1}{(2 \pi)^{2}} \mathrm{f}\left(\mathbf{v}_{\text {out }} \leftarrow \mathbf{v}_{\text {in }}\right) & \approx\left\langle\mathbf{v}_{\text {out }}\right| \mathrm{V}\left|\mathbf{v}_{\text {in }}\right\rangle=\left\langle\mathbf{v}_{\text {out }}\right| \mathrm{V}_{\text {A }}(\mathbf{r}+\mathbf{R} / 2)+\mathrm{V}_{\text {A }}(\mathbf{r}-\mathbf{R} / 2)\left|\mathbf{v}_{\text {in }}\right\rangle \\
& =\left\langle\mathbf{v}_{\text {out }}\right| \mathrm{V}_{\text {A }}(\mathbf{r})\left|\mathbf{v}_{\text {in }}\right\rangle\left(\mathrm{e}^{+\mathrm{i}\left(\mathbf{v}_{\text {out }}-\mathbf{v}_{\text {in }}\right) \cdot \mathbf{R} / 2}+\mathrm{e}^{-\mathrm{i}\left(\mathbf{v}_{\text {out }}-\mathbf{v}_{\text {in }}\right) \cdot \mathbf{R} / 2}\right)  \tag{9.30}\\
& \approx-\frac{1}{(2 \pi)^{2}} \mathrm{f}_{\mathrm{A}}\left(\mathbf{v}_{\text {out }} \leftarrow \mathbf{v}_{\text {in }}\right) 2 \cos \left(\frac{\mathbf{R} \cdot\left(\mathbf{v}_{\text {out }}-\mathbf{v}_{\text {in }}\right)}{2}\right)
\end{align*}
$$

with the amplitude $f_{A}$ representing elastic electron scattering off an atomic ion. The differential cross section $\sigma_{\mathcal{A}}=\left|\mathrm{f}_{\mathcal{A}}\right|^{2}$ for an atomic ion is simply a monotonic function of the energy (in the relevant region) and is free of any essential structure (see Fig. 9.6(b) for the potential of Eq. (9.2)). In the second line of Eq. (9.30), the scattering amplitudes of the two centers are a product of the atomic amplitude $f_{A}$ with a position-dependent phase factor. Hence, the DCS of the $\mathrm{H}_{2}^{+}$ion shows an interference pattern on top of the atomic DCS (see Fig. 9.6(c) for an incoming velocity $\mathbf{v}_{\text {in }} \perp \mathbf{R}$ ). According to the cosine term in Eq. (9.30), lines of constructive or destructive interference are given by [33,39]

$$
\begin{equation*}
\mathbf{R} \cdot\left(\mathbf{v}_{\text {out }}-\mathbf{v}_{\text {in }}\right)=\mathrm{n} \pi \tag{9.31}
\end{equation*}
$$

with $n$ being even for maxima and odd for minima. To observe the molecular-interference pattern in photoelectron momentum distributions, the de-Broglie wavelength of the electrons $\lambda_{\mathrm{dB}}=2 \pi / v_{\text {scat }}$ needs to be on the same order of magnitude as the spatial extension of the molecule [41].

After scattering, the electrons are accelerated by the light field for a second time (see the simple man's model of Section 9.3). Electrons with given outgoing velocities $\mathbf{v}_{\text {out }}$ are deflected by the electromagnetic field to their final momenta $\mathbf{p}$ and, thus, the structure of the DCS is imprinted on the photoelectron momentum distribution. The condition of Eq. (9.31) and the mapping of the incoming and outgoing velocities to final momenta based on the simple man's model (see Eqs. (9.7) and (9.10)) predict the positions of interference extrema in final momentum space. For perpendicular alignment, these positions are defined by $v_{\text {out }, z}-v_{\mathrm{in}, \mathrm{z}}=\frac{n \pi}{\mathrm{R}}$. Hence, for a given scattering event specified by an ionization time $\mathrm{t}_{0}$ and a collision time $t_{c}$, the corresponding velocity $v_{i n, z}$ fixes the outgoing velocity

$$
\begin{equation*}
\nu_{\mathrm{out}, \mathrm{z}}=v_{\mathrm{in}, \mathrm{z}}+\frac{\mathrm{n} \pi}{\mathrm{R}} \tag{9.32}
\end{equation*}
$$

for each extremum labeled by $n$. In the dipole approximation, we have $v_{\mathrm{in}, \mathrm{z}}=0$ and the mapping of the outgoing velocity $v_{\text {out,z }}$ to $p_{z}$ is trivial: $v_{\text {out,z }}=p_{z}$. Thus, in the dipole approximation, the positions of the extrema in the PMD are simply given by [33]

$$
\begin{equation*}
p_{z}^{\operatorname{dip}}=\frac{n \pi}{R} \quad \text { with } \quad n \in \mathbb{Z} \tag{9.33}
\end{equation*}
$$

Hence, for each classically-reachable momentum $p_{x}$ in the scattering plateau, the same positions of interference extrema in $p_{z}$-direction are expected.

Figure 9.7(a) shows a magnification of the scattering plateau from ionization of $\mathrm{H}_{2}^{+}$by an electric field perpendicular to the molecular axis (see Fig. 9.1(b1)). The zeroth-order maximum as well as the first-order minima are indicated as black lines. Even though the positions $p_{z}^{\text {dip }}= \pm \pi / 2 \approx \pm 1.57$ a.u. predicted by the double-slit model for the first-order minima are slightly too large, the positions from TDSE are indeed nearly independent of $p_{x}$ for large $p_{x}$. For lower momenta $p_{x}$, the lines are bend inwards towards smaller $\left|p_{z}\right|$ what can be explained by using an eikonal model [507]. According to Eq. (9.33), the positions of the extrema are independent of the laser parameters and are the same for the long and short trajectories. Hence, the molecular-interference structure is nearly unaffected by focalvolume averaging (see Fig. 9.7(b)).

In contrast, for parallel alignment of the field and the molecular axis, the positions of the minima are determined by the $x$-component of the incoming and outgoing velocities. In agreement with the TDSE result of Fig. 9.1(a1), the nodal lines are nearly parallel to the $p_{z}$-axis. However, the condition (9.31) suggest that the exact positions depend on the vector potential at the ionization and return times [39, 504]. Hence, already in PMDs for a single laser intensity, the molecular-interference structures are less pronounced. Focal averaging reduces the contrast of the interference pattern even further.


Figure 9.7: Photoelectron momentum distribution for ionization of $\mathrm{H}_{2}^{+}$with perpendicular alignment of the molecular axis relative to the electric field from TDSE simulations: (a) result for a single intensity of $8 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ and (b) focal-volume-averaged result assuming a peak intensity of $9.5 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. The black lines indicate the numerically-determined positions of the molecular-interference maximum and minima. The white dashed line marks the boundary of the rescattering plateau. (c) Signal on this boundary in the region of the two-center interference minima for positive $p_{z}$ (green line) and negative $p_{z}$ (orange line) extracted from panel (a). Figure is adapted from Brennecke et al. [501].

## Nondipole shift of the molecular-interference pattern

For perpendicular alignment, the signal of the PMD from TDSE along the classical boundary of the simple man's model is depicted in Fig. 9.7(c) as a function of $p_{z}$ in the vicinity of the molecular-interference minima. Here, the nondipole effects modify the positions of these minima, i.e., they are not symmetric in forward and backward directions with respect to the polarization axis. Using a quadratic fit, we find that the minima are located $p_{z} \approx 1.569$ a.u. and $p_{z} \approx-1.372$ a.u. Thus, compared to the dipole limit, their positions are approximately shifted by $\Delta p_{z}^{M} \approx 0.099$ a.u. Interestingly, the shift of the molecular-interference pattern is larger than the classical deflection of the electron after scattering (see Eq. (9.10)). For comparison, the shift of the classical boundary of the plateau region has a maximal value of $\Delta p_{z}^{B} \approx 0.077$ a.u. (see Eq. (9.13)).

To derive a simple estimate for the nondipole shift of the molecular-interference structures, we follow the ideas of the double-slit model described above but consider the nondipole corrections for the classical electron motion before and after recollision. We are only interested in the first-order nondipole corrections, i.e., the positions of the extrema are written as $p_{z}=p_{z}^{\text {dip }}+\Delta p_{z}$ with $p_{z}^{\text {dip }}$ of Eq. (9.33). Using
the nondipole mapping of the outgoing velocities to the final momenta (see Eq. (9.10)), the condition of Eq. (9.32) implies (to first order in $1 / \mathrm{c}$ )

$$
\begin{equation*}
\Delta p_{z}=v_{\text {in }, z}+\frac{1}{c}\left(\frac{\mathbf{p}^{2}}{2}-\frac{\mathbf{v}_{\text {out }}^{2}}{2}\right)=v_{0, z}+\frac{\mathbf{v}_{\text {in }}^{2}}{2 \mathrm{c}}+\frac{1}{c}\left(\frac{\mathbf{p}^{2}}{2}-\frac{\mathbf{v}_{\text {in }}^{2}}{2}\right)=\frac{\mathbf{p}^{2}}{2 \mathrm{c}}+v_{0, z} \tag{9.34}
\end{equation*}
$$

Here, the energy conservation of Eq. (9.8) and the incoming velocity of Eq. (9.7) were used. For a given final momentum $p_{x}$ and a given interference order $n$, Eq. (9.34) estimates the nondipole shift in $p_{z^{-}}$ direction. In Eq. (9.34), the (positive) velocity $v_{\mathrm{in}, \mathrm{z}}$ of the incoming electron and the momentum gain after scattering $\Delta p_{z}^{B}=\frac{1}{c}\left(\frac{p^{2}}{2}-\frac{v_{\text {out }}^{2}}{2}\right)$ are added up. Hence, the total momentum gain before and after collision determines the shift of the molecular-interference pattern, i.e., it is basically given by the final kinetic energy $\mathbf{p}^{2} / 2$ over the speed of light $c$. For the considered laser conditions, the required initial velocity $v_{0, z}$ of Eq. (9.6) is only a small correction. The model of Eq. (9.34) predicts a shift of $\approx 0.095$ a.u. for the parameters used in Fig. 9.7(a) and, thus, reproduces the TDSE result well. ${ }^{8}$


Figure 9.8: Nondipole shift of the molecular-interference minima for $\mathrm{H}_{2}^{+}$on the classical boundary as a function of the laser intensity. The TDSE result is calculated as described in the main text. The black and gray lines show the estimate of Eq. (9.34) with and without initial velocity $v_{0, z}$. The second axis illustrates the position $p_{x}$ of the interference minimum extracted from TDSE.

The nondipole shift of the interference pattern depends on the energy of the outgoing electrons (see Eq. (9.34)). The cutoff energy increases with the laser intensity and wavelength. Hence, when considering the pattern shift always along the BRR structure, we expect the shift to vary with the laser parameters. The dependence on the intensity for a constant wavelength of 800 nm is investigated in Fig. 9.8. Here, for each intensity, the signal from a TDSE simulation is considered along the (intensitydependent) classical boundary (analogous to Fig. 9.7) and the positions of the minima are determined (with momentum components $p_{z}^{+}$and $p_{z}^{-}$in the light-propagation direction). The shift is then calculated as $\Delta p_{z}=\left(p_{z}^{+}+p_{z}^{-}\right) / 2$. The TDSE result is well reproduced by the estimate of Eq. (9.34) and, thus, it basically follows the total momentum transfer $\mathbf{p}^{2} /(2 \mathbf{c})$ (see the gray line). However, even though the effect of the initial velocity $v_{0, z}$ in the model (9.34) is small, its inclusion slightly improves the overall agreement with the TDSE data. Note that the extension of the scattering plateau in $p_{z}$-direction shrinks for smaller intensities. For the lowest-considered intensities, the interference maxima are located close to the highest classically-possible momenta in $p_{z}$-direction such that the minima of the signal along the classical boundary are quite flat. This complication could be a reason for the slightly too small shifts observed in the TDSE.

Alternatively, the shift of the pattern can be individually determined at each momentum $p_{\chi}$ across the scattering plateau. We consider the focal-averaged distribution of Fig. 9.7(b) and use quadratic fits of the distribution along the $p_{z}$-direction to determine the positions of the extrema for each $p_{x}$. The shift of the interference minima is shown as a function of $p_{x}$ in Fig. 9.9(b). For comparison, the simple
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Figure 9.9: (a) Position of the central molecular-interference maximum and (b) shift of the positions of the minima as a function of $p_{x}$ for $\mathrm{H}_{2}^{+}$. The TDSE results are extracted from the focal-averaged PMD of Fig. 9.7. The black and gray lines show the estimate of Eq. (9.34) with and without initial velocity $v_{0, z}$. For the model, we use $p_{z} \approx \pi / 2.25$ a.u. and evaluate $v_{0, z}$ for a single intensity of $9 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. The dashed lines correspond to short trajectories, whereas the solid lines correspond to long trajectories.
estimate of Eq. (9.34) including $v_{0, z}$ is presented for a single fixed intensity of $9 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ and a fixed $p_{z} \approx \pi / 2.25$ a.u. Here, an effective internuclear distance of $R_{\text {eff }}=2.25$ a.u. is used to better match the positions of the interference minima of the TDSE simulations. ${ }^{9}$ In the model, the shift of the minima at fixed $p_{x}$ solely depends on the laser intensity through the initial velocity $v_{0, z}$. Thus, this nondipole effect is quite stable under focal averaging and, for the whole range of momenta $p_{x}$, the TDSE results are in fair agreement with the results of the simple model. Close to the classical cutoff, where only the highest intensities dominate and the short and long trajectories merge, the model predicts a unique value. However, for smaller $p_{x}$, the initial velocities $v_{0, z}$ for both trajectories differ (and depend on the laser intensity).

The position of the central molecular-interference maximum is also influenced by nondipole effects (see Fig. 9.9(a)). According to the double-slit model, the central position has the same functional form as the shift of the interference minima and it is given by Eq. (9.34). The maximum's positions from TDSE approximately follow the estimate of the double-slit model for the short trajectories. According to Eq. (9.34), the shift is mostly determined by the final kinetic energy of the electrons. Hence, at fixed $p_{x}$, the nondipole shift of the central maximum is slightly smaller than the shift of the first-order minima, because the minima are located at larger values of $\left|p_{z}\right|$. This interesting non-uniformity of the nondipole shift is also qualitatively visible for the TDSE results.

For large $p_{x}$ close to the high-energy cutoff, the maximum's position turns to smaller $p_{z}$ compared to the model results. However, the model is only reliable, if the shape of the PMD is determined by the molecular interference. For the inner part of the rescattering plateau and for adiabatic ionization conditions, other influences such as the atomic DCS or the complex-valued action in the LFA model (see for example Eq. (9.28)) only cause minor changes of the shape of the momentum distribution. However, within the LFA model (not shown), close to and especially beyond the classical cutoff, the imaginary part of the action changes strongly such that it significantly affects the shape of the PMD and influences the maximum's position.

## Forward-backward asymmetry

The molecular structure also influences the forward-backward asymmetry of the yield (quantified analogous to Section 9.3). The asymmetries on the BRR structure extracted from TDSE simulations are shown in Fig. 9.10(a) for parallel and perpendicular alignment of the $\mathrm{H}_{2}^{+}$molecular ion. For both configurations, the overall dependence of the asymmetry on $p_{x}$ is well reproduced by the simple man's model with the DCS of Eq. (9.30) (see Fig. 9.10(b)).

For parallel alignment, the ratio from TDSE is above one for all $p_{x}$ indicating a stronger emission in forward than in backward direction. In the vicinity of the molecular-interference minima at $p_{x} \approx 3.5$ a.u.
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Figure 9.10: Forward-backward asymmetry of the emission strength on the BRR structure quantified as the ratio of the signal strengths at fixed $p_{x}$ for $\mathrm{H}_{2}^{+}$at parallel or perpendicular alignment. (a) TDSE results and (b) results of the simple man's model using the DCS of Eq. (9.30) with an effective internuclear distance $R_{\text {eff }}=2.25$ a.u. Additionally, the result for a single ionic center is shown as gray line. Figure is adapted from Brennecke et al. [501].
a modulation feature is visible. The yield of the model exactly vanishes at the molecular interference minima, resulting in a much sharper modulation structure compared to TDSE. In the simple man's model, the $\cos ^{2}$ molecular-interference term of the DCS only depends on the velocity along the polarization direction. Hence, the molecular interference would not influence the asymmetry, if the two opposite points on the BRR structure at fixed $p_{x}$ would belong exactly to the same scattering event, i.e., would have the same ionization and return times. However, in reality, these points belong to slightly different scattering events, i.e., they do not belong to the same ellipse in final momentum space shown in Fig. 9.4(b). Thus, the molecular-interference factor in the DCS has slightly different values in forward direction and in backward direction, inducing the sharp structure. Besides the modulation, the asymmetry follows roughly the shape of the atomic DCS shown as gray line in Fig. 9.10(b).

For the perpendicular alignment, the ratio has a single broad maximum with values as high as $\approx 1.17$. When going towards larger $p_{x}$, the emission asymmetry decreases and becomes inverted for $p_{x}$ larger than $\approx 4.5$ a.u., i.e., the emission in backward direction is stronger than in forward direction. In contrast to parallel alignment, the $\cos ^{2}$ molecular-interference term of the DCS is influenced by the nondipole correction of the incoming velocity $\mathbf{v}_{\text {in }}$ along the light-propagation direction, inducing strong deviations compared to a single atomic ion. In agreement with the mechanism for atomic targets, we find that the asymmetry of the yield for $\mathrm{H}_{2}^{+}$can be mostly attributed to the electron dynamics before scattering and the scattering process itself.

### 9.6 Xenon

Scattering of electrons off atomic ions can be interpreted as diffraction at a single slit, i.e., the incoming electron wave packet is diffracted by the ionic potential. Depending on the target, this may lead to an interference structure in the DCS..$^{10}$ Classically, for large-angle scattering, the electron needs to return close to the ion such that the scattering process and the corresponding DCS are quite susceptible to the short-range part of the electron-ion interaction. Hence, even for atoms, the high-energy region of the PMD [36-38] and also its nondipole modification are very sensitive to the target. As an example, Figure $9.11(\mathrm{~b})$ shows that the partial average $\left\langle p_{z}\right\rangle\left(p_{x}\right)$ in the HATI region depends indeed strongly on the used DCS. These results are calculated by means of LFA simulations (see Section 9.4) with the scattering amplitudes for various noble gases modeled by Tong-Lin potentials (see Section A.2.3). ${ }^{11}$
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Figure 9.11: Dependence of the nondipole effects in HATI on the differential cross section. (a) Projection of the PMD on the $p_{x}$-axis and (b) corresponding partial average $\left\langle p_{z}\right\rangle\left(p_{x}\right)$ of Eq. (8.4). The gray thick line shows the heuristic estimate $p_{x}^{2} /(2 c)$ and guides the eye. The PMDs are calculated in the $p_{x}-p_{z}$-plane by means of the LFA model of Section 9.4 using the scattering amplitudes $f$ for various rare gases based on the Tong-Lin potential. For all simulations, the same laser parameters as in Fig. 9.1 and the same ionization potential $\mathrm{I}_{\mathrm{p}}=0.905 \mathrm{a} . \mathrm{u}$. are used. In panel (a), the result for helium is magnified by a factor 100.

Recently, Lin et al. [500] performed the first experimental study of nondipole effects in HATI. To this end, xenon atoms were ionized by femtosecond laser pulses at a central wavelength of 800 nm and a peak intensity of $7 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$. The resulting electron momentum distributions were measured by means of the COLTRIMS technique. In the remaining part of this chapter, we theoretically investigate the nondipole modifications of the momentum distributions for this special case of xenon atoms. First, we consider the overall structure of the PMD in the HATI region. To this end, we perform LFA simulations with the scattering amplitudes for xenon modeled by the Tong-Lin potential (see Section A.2.3). A laser pulse of Eq. (9.1) with ten cycles total duration and an intensity of $6 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ is chosen. In the LFA simulations, we consider three branches of long and short trajectories around the peak of the pulse. To avoid the influence of ATI rings, the contributions of the three branches are added incoherently. The results are averaged over eight values of the CEP. The projection of the 3D PMD on the $p_{x}-p_{z^{-}}$ plane is shown in Fig. 9.12(c). For comparison, the result from TDSE simulations (kindly provided by Hongcheng Ni [500]) is presented in Fig. 9.12(b). Here, the classical cutoff for direct ionization is around $p_{x} \approx 0.8$ a.u. For both levels of theory, a nontrivial angular and energy dependence of the PMD is visible in the high-energy region. As discussed above, the additional structure on the scattering plateau is mostly induced by the differential cross section $[36,37]$.


Figure 9.12: (a) Differential cross section of the $\mathrm{Xe}^{+}$ion for a Tong-Lin potential (arbitrarily normalized). (b) CEP-averaged projections of the 3D PMDs on the $p_{x}-p_{z}$-plane from TDSE simulations (provided by Hongcheng Ni [500]) and (c) from LFA simulations. Here, xenon is ionized by ten-cycle laser pulses with 800 nm central wavelength and an intensity of $6 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ (see main text).

In the experiment, the $p_{z}$-component of the momentum is restricted to a range of about $[-0.3,0.3]$ a.u. Hence, it is not possible to analyze the partial average $\left\langle p_{z}\right\rangle\left(p_{x}\right)$. Instead, we concentrate ourselves on the PMD in the vicinity of the polarization axis. The DCS of the $\mathrm{Xe}^{+}$ion is shown in Fig. 9.12(a) in the relevant angular and velocity range. For each velocity $v_{\text {scat }}$, the DCS has a local maximum at a
scattering angle of $\theta=180^{\circ}$ corresponding to a backreflection of electron direction during scattering. After scattering, the acceleration by the laser field maps electron's with outgoing velocities $\mathbf{v}_{\text {out }}$ to final momenta $\mathbf{p}$ (see Eq. (9.10)). Hence, for each $p_{x}$ in the HATI region, the maximum of the DCS induces a maximum in $p_{z}$-direction in the PMD near the polarization axis (see Figs. 9.12(b) and (c)). Compared to the dipole approximation, the position of this maximum is shifted in the light-propagation direction. This is on the first glance similar to the maximum's shift for molecular $\mathrm{H}_{2}^{+}$(see Section 9.5).

## Simple backreflection model

Since the maximum in the vicinity of the polarization axis is caused by the maximum of the DCS at $180^{\circ}$, we can estimate its nondipole shift by only considering electrons that are exactly backward scattered. ${ }^{12}$ Hence, when modeling the electron dynamics in the simple man's approach of Section 9.3, the velocity of the electron is reversed during scattering at time $t_{c}: \mathbf{v}_{\text {out }}=-\mathbf{v}_{\mathrm{in}}$. During its acceleration in the light field after scattering, the electron is deflected to its final momentum p. According to Eqs. (9.7) and (9.10), the final momenta of backscattered electrons are given by (to first order in $1 / \mathrm{c}$ )

$$
\begin{align*}
\mathbf{p} & =-\mathbf{v}_{\text {in }}-\mathbf{A}\left(\mathrm{t}_{\mathrm{c}}\right)+\frac{1}{\mathrm{c}}\left(\frac{\mathbf{p}^{2}}{2}-\frac{\mathbf{v}_{\text {in }}^{2}}{2}\right) \mathbf{e}_{z}=\mathbf{A}\left(\mathrm{t}_{0}\right)-2 \mathbf{A}\left(\mathrm{t}_{\mathrm{c}}\right)-\mathbf{v}_{0}-\frac{\mathbf{v}_{\text {in }}^{2}}{2 \mathrm{c}} \mathbf{e}_{z}+\frac{1}{\mathrm{c}}\left(\frac{\mathbf{p}^{2}}{2}-\frac{\mathbf{v}_{\mathrm{in}}^{2}}{2}\right) \mathbf{e}_{z} \\
& =\mathbf{A}\left(\mathrm{t}_{0}\right)-2 \mathbf{A}\left(\mathrm{t}_{\mathrm{c}}\right)-v_{0, z} \mathbf{e}_{z}+\frac{1}{\mathrm{c}}\left(\frac{\mathbf{p}^{2}}{2}-2 \frac{\mathbf{v}_{\text {in }}^{2}}{2}\right) \mathbf{e}_{z} \tag{9.35}
\end{align*}
$$

with $\left|\mathbf{v}_{\text {out }}\right|=\left|\mathbf{v}_{\text {in }}\right|=v_{\text {scat }}$. For the classically-reachable momenta $p_{x}=A_{x}\left(t_{0}\right)-2 A_{x}\left(t_{c}\right)$ along the polarization axis, Eq. (9.35) predicts the nondipole shift of the maximum's position in $p_{z}$-direction.

The initial velocity $v_{0, z}$ and the momentum gain $\frac{v_{\text {in }}^{2}}{2 c}$ associated with the first stage of acceleration by the electromagnetic field result in a component of incoming electron velocity $\mathbf{v}_{\text {in }}$ along light-propagation direction (see Eq. (9.7)). During backward scattering twice the electron momentum is transferred to the parent ion and, hence, the forward momentum $v_{\mathrm{in}, z}$ before rescattering is inverted to the backward direction (see the terms with $-\mathbf{v}_{0}$ and $-\frac{v_{\text {in }}^{2}}{2 c} \mathbf{e}_{z}$ in the first line of Eq. (9.35)). After recollision the electron picks up some additional forward momentum due to the second stage of acceleration by the electromagnetic (see the last term in the first line Eq. (9.35)).


Figure 9.13: Nondipole shift of the central maximum for atomic targets as a function of $p_{x}$ : simple backreflection model of Eq. (9.35) including (black lines) or neglecting (gray lines) the initial velocity $\mathbf{v}_{0}$; results from the quantum-orbit analysis for two different values of the ionization potential (red and blue lines). The dashed lines correspond to short trajectories, whereas the solid lines correspond to long trajectories. In all cases, a cw laser field with $6 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ intensity is used. The quantum-orbit analysis is based on an artificial DCS with a pronounced maximum at $\theta=180^{\circ}$. Figure is adapted from Lin et al. [500].

Interestingly, the predicted nondipole shifts by the backreflection model (9.35) for atoms and by the molecular-interference condition (9.34) for molecules are different. Even though the PMDs show a maximum in the vicinity of the polarization axis for both xenon atoms and $\mathrm{H}_{2}^{+}$molecules, these targets have an important difference. In $\mathrm{H}_{2}^{+}$, the molecular axis defines a preferred direction that determines

[^73]the DCS and, thus, the exact shape of the molecular-interference pattern in the PMD, i.e., it fixes the positions of the extrema (see also Eq. (9.31)). In contrast, for spherically-symmetric targets like xenon, the scattering probability solely depends on the energy of the electron and the angle between incoming and outgoing electron velocity. Hence, only the relative direction of the outgoing electron with respect to its incoming direction determines the structure of the probability distribution.

The result for the nondipole shift of the backreflection model is shown in Fig. 9.13 with an initial velocity $v_{0, z}$ of Eq. (9.6) being included (black lines) or neglected (gray lines). Due to the momentum transfer from the electron to the ion during scattering, the predicted shifts are significantly smaller than $\mathbf{p}^{2} /(2 \mathrm{c})$ for both long and short rescattering trajectories. To also consider the backreflection situation in the quantum-orbit model of Section 9.4, we calculate the PMDs based on an artificial DCS that is constant as a function of energy, but its angular distribution has a sharp maximum at $\theta=180^{\circ} .{ }^{13}$ In this special situation, it is possible to separately analyze the PMDs for long and short trajectories and determine the corresponding positions of the central maximum at each $p_{x}$ by a Gaussian fit. For small ionization potentials as $I_{p}=0.05$ a.u., the QOM results reproduce well the backreflection model including an initial velocity $v_{0, z} \neq 0$ (see Fig. 9.13). However, nonadiabatic effects modify the dynamics, when considering the laser conditions in the experiment [500] and the real ionization potential $\mathrm{I}_{\mathrm{p}} \approx 0.44$ a.u. of xenon. We find that the nondipole shifts in the QOM for $\mathrm{I}_{\mathrm{p}} \approx 0.44 \mathrm{a} . \mathrm{u}$. are systematically smaller than for $\mathrm{I}_{\mathrm{p}}=0.05$ a.u. and roughly follow the trend of the backreflection model with $v_{0, z}=0$. However, the difference between the shifts for short and long rescattering trajectories is larger in the QOM compared to the classical backreflection model.


Figure 9.14: Properties of the rescattering trajectories for conditions analogous to Fig. 9.13. (a) Components of the initial velocity $\mathbf{v}_{0}$ and (b) components of the incoming velocity $\mathbf{v}_{\text {in }}$ shortly before scattering. We interpret the following expression for the quantumorbit model as "velocities": $\mathbf{v}_{0}=\operatorname{Re} \mathbf{v}\left(\mathbf{k}_{\mathrm{s}}, \operatorname{Re}\left(\mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)$ and $\mathbf{v}_{\text {in }}=\operatorname{Re} \mathbf{v}\left(\mathbf{k}_{\mathrm{s}}, \operatorname{Re}\left(\mathrm{t}_{\mathrm{s}}\right)\right)$. The dashed lines correspond to short trajectories, whereas the solid lines correspond to long trajectories.

In the quantum-orbit model, the position of the backscattering maximum is defined by the scattering amplitude $f\left(\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{s}\right) \leftarrow \mathbf{v}\left(\mathbf{k}_{s}, \mathrm{t}_{s}\right)\right)$ and, hence, it is influenced by the "velocities" $\mathbf{v}\left(\mathbf{k}_{s}, \mathrm{t}_{s}\right)$ and $\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}\right)$ (see Eq. (9.28)). The imaginary part of the recollision time $t_{s}$ can be neglected on the scattering plateau.

[^74]Thus, $\mathbf{v}\left(\mathbf{p}, \mathrm{t}_{s}\right)$ provides basically the same mapping of the outgoing velocities to the final momenta as in the simple man's model. The deviations of the QOM from the simple man's model are mostly caused by the "velocity" $\mathbf{v}\left(\mathbf{k}_{s}, t_{s}\right)$, i.e., by nonadiabatic modifications of the tunnel ionization and of the propagation in the continuum before rescattering. The velocity $\mathbf{v}_{\text {in }}$ of the electron shortly before the recollision and the velocity $\mathbf{v}_{0}$ of the electron at the tunnel exit are shown in Fig. 9.14 as a function of the final momentum $p_{x}$ for the simple man's model and the quantum-orbit model. For the QOM, the real part of the complex-valued velocity $\mathbf{v}\left(\mathbf{k}_{s}, t\right)$ of Eq. (2.31) is used $\left(\mathbf{v}_{0}=\operatorname{Re} \mathbf{v}\left(\mathbf{k}_{\mathrm{s}}, \operatorname{Re}\left(\mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)\right.$ and $\left.\mathbf{v}_{\text {in }}=\operatorname{Re} \mathbf{v}\left(\mathbf{k}_{s}, \operatorname{Re}\left(\mathrm{t}_{\mathrm{s}}\right)\right)\right)$. As expected, the QOM results for $\mathrm{I}_{\mathrm{p}}=0.05$ a.u. agree very well with the simple man's model including an initial velocity $v_{0, z} \neq 0$. Additional nonadiabatic corrections are visible for the ionization potential $I_{p}=0.44$ a.u. Since long trajectories are released closer to the peak of the electric-field strength, their nonadiabatic corrections are smaller compared to the short trajectories. In agreement with the strong-field approximation for direct ionization, we find that nonadiabaticity leads to a nonzero initial velocity $v_{0, x}$ along the polarization axis [116-118, 191]. Here, in addition, the $v_{0, z^{-}}$ and $v_{\mathrm{in}, z}$-components are increased by nonadiabatic effects. Hence, the inversion of the velocity vectors during backscattering results in smaller final momenta $p_{z}$ compared to adiabatic conditions (see also Fig. 9.13).

## Comparison to experimental results

In the experiment [500], the photoelectron momentum distribution has also a maximum in the vicinity of the polarization axis. For each momentum $p_{x}$, its position in $p_{z}$-direction is determined by a Gaussian fit to the central region with $\left|p_{z}\right|<0.2$ a.u. The experimental nondipole shifts are depicted in Fig. 9.15(a) for momenta $p_{x}$ in the HATI region. In agreement with the simple backreflection model, the experimental nondipole shifts are much smaller than $p_{x}^{2} /(2 c)$. Interestingly, a pronounced local minimum of the nondipole shift is present in the high-energy region that cannot be explained by the purely kinematic backreflection model.


Figure 9.15: (a) Nondipole shift $\Delta p_{z}$ of the central maximum of the PMD for ionization of xenon by linearly-polarized laser pulses with 800 nm central wavelength and a peak intensity of $7 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ : experimental result provided by Lin et al. [500] (black dots), focal-volume-averaged result obtained from LFA simulations with the DCS for the Tong-Lin potential including both long and short trajectories (red line) and simple backreflection model of Eq. (9.35) with $\mathbf{v}_{0}=0$ (gray line). (b) Probabilities of the individual long and short quantum orbits at $p_{z}=0$ (dark red solid and dashed lines) as well as the resulting uniform approximation result (pale red line). For panel (b), a cw field with an intensity of $6 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ is used. Figure is adapted from Lin et al. [500].

For a more realistic theoretical description, LFA simulations are performed with the scattering amplitudes for a Tong-Lin potential (analogous to those in Fig. 9.12). Here, however, the PMDs are also averaged over the focal-volume distribution for a peak intensity of $\mathrm{I}_{\text {peak }}=7 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$. To this end, we follow the scheme introduced in Appendix A.2.4 and perform calculations for nine intensities between $3 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ and $7 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$. Based on the LFA distributions, the nondipole shifts of the maximum are extracted analogous to the experiment (see Fig. 9.15(a)). The focal-averaged LFA results well reproduce the experimentally-observed local minimum of the nondipole shift around $p_{x}=1.5$ a.u.

In LFA, both long and short quantum orbits contribute to the measurable PMD. When only considering a single branch of long and short trajectories for fixed CEP and intensity, the superposition of both contributions creates the well-known interference pattern in the plateau region (see Fig. 9.15(b)). However, the pattern is largely washed out when averaging over the CEP and over the focal-volume distribution. In the simplified backreflection calculations shown in Fig. 9.13, the nondipole shifts for the short trajectories are significantly smaller than the shifts for long trajectories. ${ }^{14}$ Thus, in the simplest picture, the nondipole shift of the central maximum is mostly related to the shift of the individual orbits and their relative weight (see Fig. 9.15(b)). The probability of the orbits is influenced by the ionization rate and the energy dependence of the DCS. We find that in the inner part of the plateau region with $p_{x} \lesssim 1.3$ a.u. the long trajectory dominates for the Tong-Lin potential. The short trajectory becomes more important in the intermediate region between $p_{x} \gtrsim 1.3$ a.u. and the cutoff at about 1.75 a.u. In the vicinity of the cutoff, both solutions merge, a separation in long and short orbits is meaningless [18, 202] and the commonly-used saddle-point approximation breaks down [204]. For even higher $p_{x}$, only the long orbit should be included in the calculation. These constrains are automatically properly treated in the uniform approximation [204]. To summarize, the distributions are dominated by the long orbits for small $p_{x}$ followed by the short orbits at intermediate $p_{x}$ and again determined by the long orbits for large $p_{x}$. When considering the different nondipole shifts for both orbits, this simple picture already predicts a minimum of the nondipole shift as a function of $p_{x}$ in the region where the short trajectories dominate.

## Target dependence

The differential cross section depends on the exact shape of the single-active-electron potential that is used to model xenon. Following the simple argumentation above, we expect a different weighting of the trajectories and, hence, modifications of the nondipole shifts for other potentials. We perform LFA simulations for a GSZ potential (as in Section 4.3) and for the following model potential

$$
\begin{equation*}
V(r)=-\frac{1+1.985 e^{-0.5 r}}{r} \tag{9.36}
\end{equation*}
$$

All three potentials have a $p$ state with the correct ionization potential of xenon and behave as $-1 / r$ at large distances r. However, they have different short-range contributions. For simplicity, a cw field is used, but the distributions are focal-volume-averaged (assuming a peak intensity of $\mathrm{I}_{\text {peak }}=$ $7 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ ). The averaged PMDs have a pronounced maximum in the vicinity of the polarization axis for all three potentials. Hence, we again determine the maximum's position in $p_{z}$-direction for each $p_{x}$ by a Gaussian fit.

The nondipole shifts of the central maximum are shown in Fig. 9.16(a). The distinct energy dependence of the DCS and, hence, the modified weighting of the long and short orbits lead to different nondipole shifts as a function of $p_{x}$ for the used potentials. For the potential (9.36), the PMD is mostly dominated by the long trajectory and the nondipole shift roughly follows the prediction of the backreflection model for the long orbit. On the other hand, for the GSZ potential, both long and short trajectories have a similar weight between $p_{x} \gtrsim 1$ a.u. and the classical cutoff such that a broad minimum in the nondipole shift appears. The focal-averaged LFA results are in qualitative agreement with the TDSE results for a fixed intensity presented in Ref. [500].

[^75]

Figure 9.16: (a) Dependence of the nondipole shift of the central maximum on the single-active-electron potential used to model xenon. For better comparison, all three panels show the same results from focal-averaged LFA calculations in 2D for a cw field assuming a peak intensity of $7 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$. (b) Probabilities of the individual long and short quantum orbits (solid and dashed lines) at $\mathrm{p}_{z}=0$ for a fixed intensity of $6 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ as in Fig. 9.15(b).

A prerequisite for the simple interpretation given above is that the shape of the PMD (in the vicinity of the polarization axis) is dominated by the DCS and that the PMD has a pronounced maximum in $p_{z^{-}}-$ direction for each $p_{x} .{ }^{15}$ The first condition is not fulfilled for momenta $p_{x}$ above the classical high-energy cutoff (see also the argumentation for $\mathrm{H}_{2}^{+}$in Section 9.5). In addition, a meaningful separation of long and short trajectories is only possible in the plateau region sufficiently far away from the BRR structure. Furthermore, in reality, direct ionization and photoelectron holography dominates the PMD for small $p_{x} \lesssim 0.8$ a.u. The exact nondipole shifts are also modified, if the interference structure of long and short orbits is not fully washed out by focal-volume averaging (see for example the weak modulation of the nondipole shift for the potential (9.36) in Fig. 9.16(a)). In particular, this is critical when the DCS as a function of velocity $v_{\text {scat }}$ changes on the same scale as the interference pattern (see for example the region around the minimum of the DCS at about $v_{\text {scat }}=0.8$ a.u. for the Tong-Lin potential). It is beyond the scope of this work to prove that such a minimum of the DCS in combination with the interference does not influence the nondipole shift. Most of the described problems could be avoided by using a driving field with longer wavelength (see for example Ref. [42]). The increased ponderomotive potential would lead to a more extended HATI region in the PMD and a smaller momentum scale for the interference between short and long trajectories.

### 9.7 Conclusion

In this chapter, the nondipole modifications of high-order above-threshold ionization (HATI) were studied in linearly-polarized fields. HATI relies on the large-angle scattering of recolliding electrons. In contrast to recollision-free strong-field ionization, the electronic structure of the target strongly influences the nondipole electron dynamics and the resulting modifications of the photoelectron momentum distributions. We considered a generalization of the three-step model beyond the dipole approximation to explain the overall physical mechanisms. During a first stage of acceleration, the electron drifts in the light-propagation direction so that the corresponding velocity component of the recolliding electron is positive. Therefore, the scattering probability is not symmetric about the polarization axis. Importantly, the shape of the final photoelectron momentum distribution is mainly determined by this scattering probability represented by the target-specific field-free differential cross section. We analyzed the appearing nondipole effects for prototypical atomic as well as molecular targets: the xenon atom and the hydrogen molecular ion $\mathrm{H}_{2}^{+}$.

[^76]For the hydrogen molecular ion $\mathrm{H}_{2}^{+}$, we presented photoelectron momentum distributions from the numerical solution of the TDSE. In agreement with our earlier work on helium [187], we observed a nondipole shift of the boundary of the high-energy plateau region and a shift of interference structures resulting from long and short rescattering trajectories. These observations are both nearly independent of the target. However, the diffraction of electrons at both centers of the parent ion results in a double-slit-like molecular-interference pattern in the differential cross section. As a result, other observables such as the forward-backward asymmetry in the signal strength strongly depend on the relative direction of the molecular axis with respect to the electric field. For perpendicular alignment, the pattern has extrema roughly parallel to the polarization axis. A close inspection showed that the positions of the extrema are shifted in the light-propagation direction compared to the dipole limit. Considering the double-slit-like interference within the three-step model, the nondipole shifts of the extrema are given mainly by the total momentum gain of the electron before and after scattering. We demonstrated that, in contrast to other nondipole modifications in HATI, the shift of the molecular-interference pattern survives focal-volume averaging, opening the possibility to experimentally observe structure-dependent nondipole effects in strong-field ionization.

The high-energy photoelectron momentum distributions for xenon also exhibit a pronounced maximum near the polarization axis. This extremum is induced by a local maximum of the differential cross section of the xenon ion at a scattering angle of $180^{\circ}$, i.e., it is attributed to backscattered electrons. During recollision the velocity vectors of these electrons are reversed and a considerable amount of electron momentum is transferred to the ion. Hence, for those backscattered electrons, the final momenta in the light-propagation direction are significantly reduced. As a result, the three-step model predicts systematically smaller nondipole shifts of the central maximum for xenon compared to the shifts for small diatomic molecules. For a more sophisticated modeling of the photoelectron momentum distributions in the HATI region, we considered the low-frequency approximation (LFA) beyond the electric dipole approximation, i.e., we approximated the laser-assisted scattering amplitude by the field-free scattering amplitude. The corresponding quantum-orbit model allows us to take into account interference between long and short rescattering trajectories, and at the same time represents the scattering properties of the system well. We demonstrated that the nondipole shifts of the central maximum from LFA are in excellent agreement with the experimental results for xenon [500]. The short and long rescattering trajectories are generally deflected differently in the light-propagation direction. By considering several ionic potentials, we found that this enables the control of the nondipole shift through the relative weighting of these trajectories. Importantly, in this study on xenon, we considered the position of the central maximum. Since other targets such as helium do not show a backscattering maximum, this choice is not always possible (see also our previous work [187]).

In the future, a direct comparison of the nondipole shifts for atoms and molecules would be illuminating. To this end, the well-known combination of molecular nitrogen $\mathrm{N}_{2}$ and argon atoms with approximately the same ionization potential could be used [36]. Even though both targets exhibit a pronounced maximum of the momentum distribution in the vicinity of the polarization axis, we expect different nondipole shifts for the atomic and molecular case.

In general, nondipole effects in the high-energy region are amplified with increasing laser intensity or wavelength. With the further development of mid-infrared high-power lasers to perform laserinduced electron diffraction experiments such as in Ref. [42], the consideration of nondipole effects in the interpretation of experimental data will be indispensable. For example, if the molecular-interference pattern is used to determine bond lengths in molecules and probe the nuclear dynamics, the neglect of nondipole corrections can lead to errors in the reconstructed lengths that have similar size as today's experimental accuracy [40, 42]. Here, we laid the foundation to avoid such systematic errors in the future.

## Chapter 10

## Strong-Field Photoelectron Holography Beyond the Dipole Approximation

### 10.1 Introduction

Strong-field photoelectron holography experiments are commonly performed with linearly-polarized infrared or even mid-infrared light sources [208] (see also Chapter 3 for an introduction). However, longer wavelengths enable higher kinetic energies of the light-driven electrons such that nondipole effects become already prominent at moderate light intensities. For example, Ludwig et al. [152] used a $3.4 \mu \mathrm{~m}$ light source to observe effects beyond the electric dipole approximation in linearly-polarized fields at a moderate intensity on the order of $5 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$. Nevertheless, strong-field photoelectron holography is usually studied in the dipole approximation. To close this gap, this chapter provides a theoretical investigation of the nondipole modifications of the holographic pattern.

In recollision-free ionization, the transfer of linear momentum from the light field to the electrons results in a forward shift of the photoelectron momentum distribution (see Chapter 8 for a discussion). In contrast, the first experiments on nondipole effects with linearly-polarized light at $3.4 \mu \mathrm{~m}$ central wavelength revealed a shift of the momentum distribution for the low-energy electrons against the light-propagation direction [152]. Later, a similar observation was also made at 800 nm wavelength $[51,508]$. TDSE simulation beyond the dipole approximation confirmed these experimental findings [153, 154, 508]. By scanning the ellipticity of the driving field, Maurer et al. attributed the backward shift to a sharp ridge of rescattered electrons [157]. Based on classical-trajectory Monte Carlo (CTMC) simulations, the unexpected backward shift was explained by the interplay between the electron-ion interaction and the magnetic-field-induced motion of the liberated electrons [152,509]. The shift of the low-energy electrons was also investigated in CTMC simulations which include the nondipole effects on both ions and photoelectrons [155] as well as semiclassical Coulomb-corrected strong-field approximation calculations [156].

The TDSE simulations [153] and the classical simulations [155, 156] reveal that the shift is not uniform, i.e., it depends on the momentum component along the polarization axis. As introduced in Section 3.4, Coulomb focusing in 3D results in an enhanced signal in the vicinity of the polarization axis, reflected as a caustic in classical simulations [77,78]. The shift of the caustic along the light-propagation direction was analyzed in a classical analytical model, showing that the displacement is negative for low-energy electrons and becomes positive for higher energies [510]. However, the appearance of a caustic indicates the breakdown of the semiclassical approximation [158, 256], i.e., any classical model becomes questionable. For regularization of the nonphysical behavior, the interference of the manifold of focused electron trajectories needs to be considered properly, recently done in a glory-rescattering model in the dipole approximation $[158,511]$.

In linearly-polarized fields, photoelectron holography patterns resulting from the superposition of a "signal" wave that is scattered upon return to the parent ion and a nonscattered "reference" wave are very prominent in the photoelectron momentum distributions [28, 74, 239]. Qualitatively, modifications of the interference fringes due to nondipole effects were already observed by Chelkowski et al. [153, 512]. Classically, these were attributed to changes of the direct and rescattering electron trajectories by the laser magnetic field. However, from a fundamental point of view, the holographic pattern is formed by interference and, thus, determined by the phase difference between the interfering paths (see also Chapter 3). In general, the variations of the kinematics of the trajectories and of their associated phases can differ.

In this chapter, we extend the semiclassical modeling beyond the electric dipole approximation to account for the interference in a trajectory-based description (see also the models in the dipole approximation in Refs. [121, 122] and in Section 3.3). Considering a nondipole correction of the phase associated with each trajectory, the model is able to explain the shift of the holographic fingers in 2D. An analytical simple man's model beyond the dipole approximations is derived by neglecting the ionic potential during the acceleration stages of the electron trajectories, providing a deeper intuitive understanding of the physical processes. In 3D, Coulomb focusing prevents the interpretation of the momentum distribution in the vicinity of the central maximum by means of a two-path-interference picture. Therefore, we analyze the interplay between Coulomb focusing and nondipole effects by extending the glory-rescattering model [158].

This study was inspired by our joint work with the group of Reinhard Dörner in Frankfurt, especially Alexander Hartung. The first part of this chapter is based on the resulting publication [51]. Most results of the second part of this chapter are already published in Ref. [245]. Shortly after our publications, a joint experimental and theoretical work also discussed the nondipole modification of photoelectron holography [513]. Their findings are in agreement with the theoretical study presented in this chapter.

### 10.2 Anatomy of nondipole effects in photoelectron holography

Nondipole effects in recollision-free ionization were analyzed in Chapter 8. For pure linearly-polarized fields, the nondipole shift of the lateral distribution in the light-propagation direction $p_{z}$ can be analytically estimated in the adiabatic limit as [151, 471, 472]

$$
\begin{equation*}
p_{z}^{\max }\left(p_{x}, p_{y}\right)=\frac{p_{x}^{2}}{2 c}+\frac{1}{3 c}\left(I_{p}+\frac{p_{y}^{2}}{2}\right)+\mathcal{O}\left(\gamma^{2}\right) \tag{10.1}
\end{equation*}
$$

The result depends quadratically on the momentum $p_{x}$ along the polarization direction and also on the third direction $p_{y}$. However, in contrast to the recollision-free ionization geometries described in Chapter 8, the liberated electrons may be driven back to the parent ion in linearly-polarized fields. The appearing scattering processes vastly modify the dynamics (see also Chapter 3 for an introduction in the dipole approximation).

In a recent experiment, Hartung et al. [51] considered strong-field ionization of argon by femtosecond laser pulses with 800 nm central wavelength. For each momentum $p_{x}$, the nondipole shift of the peak position of the momentum distribution in $p_{z}$-direction was analyzed. As expected, the post-ionization Coulomb interaction between parent ion and photoelectron influences the displacement of the PMD shown in Fig. 10.1(a) compared to the recollision-free SFA estimate. The aim of this section is to present theoretical results from the numerical solution of the TDSE in 3D for the conditions in Ref. [51]. These results will underline the need for a proper theoretical description of nondipole effects in photoelectron holography.

## Computational details for argon

The photoelectron momentum distributions are calculated numerically in the single-active-electron approximation by using the Fourier split-operator technique on Cartesian grids (see Appendix A.2.2).


Figure 10.1: Nondipole effects for ionization of argon by linearly-polarized laser pulses at 800 nm central wavelength and a peak intensity of $1.1 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. (a) Shift of the central lobe extracted by using a Gaussian fit: experimental result provided by Hartung et al. [51] (black dots), focal-volume-averaged result obtained from the numerical solution of the 3D TDSE (red line) and result from the SFA in the saddle-point approximation (blue line). Additionally, the heuristic estimate $\Delta p_{z}=p_{x}^{2} /(2 c)$ (gray solid line) and the adiabatic limit (10.1) of the SFA (gray dashed line) are shown. The errors of the TDSE simulation are estimated as explained in the main text. (b) For visual orientation, the projection of the PMD from TDSE onto the $p_{x}-p_{z}$-plane is presented. The white dashed lines indicate the fit range to extract the shifts of panel (a). Figure is adapted from Hartung et al. [51].

Analogous to Chapter 7, a plane-wave laser pulse is considered and the natural gauge (introduced in Section 2.2) is used such that the theory covers the dynamics within the electric quadrupole and magnetic dipole approximations.

The linearly-polarized laser pulses are modeled using a $\cos ^{2}$ envelope for the electric field with a full duration of ten optical cycles as in Ref. [51]. Here, a central frequency of $\omega=0.0569$ a.u. corresponding to $\approx 800 \mathrm{~nm}$ wavelength is used. In order to mimic the focal-volume distribution, we follow the scheme introduced in Appendix A.2.4 and assume a peak intensity of $\mathrm{I}_{\text {peak }}=1.1 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. To this end, the PMDs of 15 calculation with intensities ranging from $0.4 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ to $1.1 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ are averaged. A pseudopotential for the $3 p$ state with a cutoff radius $r_{c l}=1.5$ a.u. based on the Tong-Lin potential is used to model the argon atom (see Appendix A.2.3). Only ionization of the $p_{x}$ orbital aligned along the polarization axis is considered.

The inner wave function is represented on a Cartesian grid with an extension of 269 a.u. and spacings of $\Delta x=0.35$ a.u. in all directions. The momentum distribution is calculated from the outer grid after propagating the wave function for four additional cycles after the end of the pulse (resolution $\Delta p_{x}=$ $\Delta p_{y}=0.0116$ a.u. and $\Delta p_{z}=0.0088$ a.u.). To avoid artifacts of ATI rings, the PMDs are averaged over slices of $\Delta p_{x}=0.1$ a.u. in $p_{x}$-direction. The 3D PMDs are projected onto the $p_{x}-p_{z}$-plane (as shown in Fig. 10.1(b)). For each momentum $p_{x}$, the position of the lateral maximum is obtained from a Gaussian fit to the central region. To only select the central maximum (analogous to the experiment), the fit range depends on $p_{x}$ and it is indicated by white dashed lines in Fig. 10.1(b). We find that the positions of the maximum obtained for projection or for a slice at $p_{y}=0$ through the PMD differ only slightly.

For very low energies, rich structures appear in the PMDs and, in addition, Rydberg states cause some problems in the simulations based on a two-grid scheme. In order to check the stability of the simulations and of the extraction procedure, various additional simulations in two dimensions with different position and momentum grids were performed. Furthermore, we also considered remaining "continuum electrons" on the inner grid by means of a projection on plane-wave states. We estimate the error for the maximum's position by using the maximal difference between 2 D results with very high resolution and calculations with the same grid parameters as in 3D. For sufficiently high momenta
$\left(\left|p_{x}\right| \gtrsim 0.3\right.$ a.u.), the nondipole shifts are very stable with respect to the numerical procedure. However, at low energies, only qualitative accuracy is reached in these 3D simulations.

## Results

Figure 10.1(a) shows both the positions of the central maximum of the lateral distribution of the experiment along with the results from TDSE. Overall the TDSE simulations reproduces the findings of the experiment well. ${ }^{1}$ For small momenta, rich structures are visible in the photoelectron momentum distributions. Soft recollisions result in a bunching of electrons [83-86, 118], reflected as low-energy structures in the PMDs [81-84] (here for $\left|p_{x}\right| \lesssim 0.2$ a.u.). In this low-energy region, as introduced above, peak positions are shifted against the light-propagation direction (see for example Refs. [152, 157, 509]). In an intuitive picture, the magnetic part of the Lorentz force first pushes the low-energy electron slightly forward [475]. However, in a swing-by-process, the electron returns to the parent ion with an offset in the light-propagation direction such that the electron-ion interaction slingshots the electron into the backward direction. For $\left|p_{x}\right| \gtrsim 0.2$ a.u., a holographic pattern is visible in the PMD along the polarization (see Chapter 3 for an introduction). Here, the maximum's position is determined by the position of the central fringe. The nondipole shift from TDSE is systematically smaller compared to the recollision-free SFA result and it approaches the heuristic parabolic estimate $p_{x}^{2} /(2 c)$ close to classical cutoff for "direct" ionization (here at $\approx 1$ a.u.).


Figure 10.2: Comparison of the nondipole effects for recollision-free ionization (dominates for $p_{x}<0$ ) and for photoelectron holography (dominates for $p_{x}>0$ ). (a) Shift of the central lobe of the lateral distribution calculated by a Gaussian fit with a range of $\left|p_{z}\right|<0.1$ a.u. for $p_{x}<0$ and of $\left|p_{z}\right|<0.02$ a.u. for $p_{x}>0$. Shown are focal-volume-averaged results for ionization of helium modeled by a short-range potential (9.11) or a long-range potential (10.2) in 2D in two-cycle laser pulses of Eq. 10.3 with a $\cos ^{4}$ envelope, 800 nm wavelength and a peak intensity of $\mathrm{I}_{\text {peak }}=8.0 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. Additionally, results from the SFA in the saddle-point approximation (blue line), the adiabatic limit (10.1) of the SFA (gray dashed line) and the heuristic estimate $\Delta p_{z}=p_{x}^{2} /(2 c)$ (gray solid line) are shown. (b) Focal-volume-averaged PMD for the long-range potential.

When considering the dynamics in 2D or short-range potentials in 3D, Coulomb focusing is absent and, hence, no ridge structure appears in classical simulations (see also Section 3.4). Figure 10.2(a) shows the nondipole shifts of the central maximum from focal-volume-averaged PMDs for ionization of 2D helium modeled by either a short-range potential (9.11) or a long-range potential (10.2). Details on the numerical simulations are given in the next section. For illustrative purposes, a very short twocycle laser pulse is used. Nonscattered electrons dominate the main part of distribution for $p_{x}<0$ and, thus, the shift of the lateral distribution is approximately given by the recollision-free SFA result. For momenta $p_{x} \lesssim-1.3$ a.u. close to the classical cutoff, we believe that the deviations visible for the longrange potential are caused by other types of electron scattering [205]. For $p_{x}>0$, a pronounced pattern

[^77]of holographic fringes is visible (see the distribution in Fig. 10.2(b)). In 2D, the constructive interference between forward-scattered trajectories departing in the same quarter cycle of the electric field "shapes" the central holographic finger out of the classical distribution (see also Section 3.4.1). Importantly, we find nearly the same momentum-dependent nondipole shift of the central fringe for the long-range and short-range potentials. Hence, in contrast to recent studies [153, 156, 509], this observation suggests that the classical (interference-free) probability cannot provide a complete and consistent view on the momentum-dependent shift in the lateral distribution for linearly-polarized fields.

### 10.2.1 Computational details for helium

In order to simplify the numerical TDSE simulations and the interpretation of the results, we will use helium as the target atom in the remaining part of the chapter. Many of the simulations are performed in reduced dimension (2D) where the target is modeled by the following potential

$$
\begin{equation*}
V_{2 \mathrm{D}}(\mathrm{r})=-\frac{\mathrm{e}^{-0.575 \mathrm{r}}+1}{\sqrt{\mathrm{r}^{2}+0.75}} \tag{10.2}
\end{equation*}
$$

which reproduces the ionization potential of the helium atom $\mathrm{I}_{\mathrm{p}} \approx 0.9$ a.u. For more realistic 3D simulations, a pseudopotential for the 1 s state of helium with a cutoff radius $\mathrm{r}_{\mathrm{cl}}=1.5$ a.u. based on the Tong-Lin potential is used (see Appendix A.2.3). The linearly-polarized laser pulses of $n_{p}$ cycles duration are chosen as

$$
\begin{equation*}
\mathbf{A}(\eta)=-\frac{E_{0}}{\omega} \sin (\omega \eta) \cos ^{k}\left(\frac{\omega \eta}{2 n_{p}}\right) \mathbf{e}_{x} \tag{10.3}
\end{equation*}
$$

with central frequency of $\omega=0.0569$ a.u. corresponding to $\approx 800 \mathrm{~nm}$ wavelength. The exponent $k$ is either two or four and an intensity of $\mathrm{I}=7.5 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ is used for most simulations.

As described above, the TDSE is solved numerically by means of the split-operator method on Cartesian grids. In 2D, the inner grid has a size of 819 a.u. in each direction with spacings of $\Delta x=0.2$ a.u. A time step of $\Delta t=0.01$ a.u. is used. The PMDs in 2 D have a resolution $\Delta p_{x}=0.0038$ a.u. and $\Delta p_{z}=0.0019$ a.u. In 3D, the size of the inner grid is 358 a.u. in each direction with spacings of $\Delta x=0.35$ a.u. A time step of $\Delta t=0.02$ a.u. is used. We only consider slices at $p_{y}=0$ through the 3D PMDs with a resolution of $\Delta p_{x}=\Delta p_{z}=0.0044$ a.u. To increase the quality of the PMDs at low energies, we add up coherently the momentum-space amplitude of the outer grid and the continuum part that is still present on the inner grid (at the end of the propagation). To approximate the latter one, the localized bound states are removed from the inner wave function using a mask function and the remaining part of this wave function is projected on eikonal states as described in Appendix A.2.2.

### 10.3 Semiclassical model beyond the electric dipole approximation

A semiclassical treatment of the quantum mechanics offers the possibility to interpret the electron's dynamics on the basis of classical physics. To model photoelectron holography beyond the electric dipole approximation, we basically follow the semiclassical model introduced in Chapter 3, but include nondipole corrections. ${ }^{2}$ In the spirit of the two-step model of Section 2.1.1, the electron's motion is split in two stages: In the first step, the initially-bound electron is released. Here, we neglect the ionic potential $V$ so that this step is described within the SFA beyond the dipole approximation. In the subsequent acceleration of the freed electron, the semiclassical approximation of Feynman's path integral is used to model the dynamics such that the Lorentz force of the electromagnetic field as well as the Coulomb attraction are included in a nonperturbative manner. We use the minimal coupling Hamiltonian (2.20) in Coulomb gauge $\left(\mathrm{H}=\frac{1}{2}(\hat{\mathbf{p}}+\mathbf{A}(\eta))^{2}+\mathrm{V}(\mathbf{r})\right)$ that governs the dynamics in a potential V and a plane-wave laser pulse represented by a vector potential $\mathbf{A}(\mathbf{r}, \mathrm{t})=\mathbf{A}(\eta)$ with $\eta=\mathrm{t}-z / \mathrm{c}$.

[^78]Formally, the probability amplitude can be expressed using a Dyson representation as in Eq. (3.2). First, the system evolves in its initial state. At a time $t^{\prime}$, the electron is "kicked" by the electromagnetic field and subsequently it interacts with the ionic core and the laser field. Hence, the mixed position-momentum-space propagator $\langle\mathbf{p}| \mathrm{U}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}^{\prime}\right)|\tilde{\mathbf{r}}\rangle$ appears in the integral. As introduced in Section 3.3.1, the propagator is evaluated in a semiclassical approximation based on Feynman's path integral. To this end, we consider the classical trajectories with positions $\mathbf{r}_{\mathrm{cl}}(t)$ and canonical momenta $\mathbf{k}_{\mathrm{cl}}(t)$ that fulfill the boundary conditions: $\mathbf{r}_{\mathrm{cl}}\left(\mathrm{t}^{\prime}\right)=\tilde{\mathbf{r}}$ and $\mathbf{k}_{\mathrm{cl}}\left(\mathrm{t}_{\mathrm{f}}\right)=\mathbf{p}$. These classical trajectories follow the classical Hamilton's equations of motion (EOM) (3.6) including both electric- and magnetic-field contributions:

$$
\begin{align*}
& \dot{\mathbf{k}}_{\mathrm{cl}}(\mathrm{t})=-\nabla_{\mathrm{r}} \mathrm{~V}\left(\mathbf{r}_{\mathrm{cl}}(\mathrm{t})\right)-\frac{\mathbf{e}_{\mathrm{z}}}{\mathrm{c}} \mathbf{E}\left(\mathrm{t}-\frac{z_{\mathrm{cl}}(\mathrm{t})}{\mathrm{c}}\right) \cdot \dot{\mathbf{r}}_{\mathrm{cl}}(\mathrm{t})  \tag{10.4}\\
& \dot{\mathbf{r}}_{\mathrm{cl}}(\mathrm{t})=\mathbf{k}_{\mathrm{cl}}(\mathrm{t})+\mathbf{A}\left(\mathrm{t}-\frac{z_{\mathrm{cl}}(\mathrm{t})}{\mathrm{c}}\right)
\end{align*}
$$

These EOM are equivalent to Newton's equation of motion that include the Coulomb attraction and the well-known Lorentz force. In principle, for every times $t^{\prime}$ and for every initial position $\tilde{\mathbf{r}}$, we would have to determine the trajectories that are deflected to a given final momentum p. However, for simplification, we again introduce a relation between the auxiliary momenta $\tilde{\mathbf{p}}^{\prime}$ and the initial positions $\tilde{\mathbf{r}}$ of the classical trajectories and we only select a finite number of ionization times $t^{\prime}$.

To this end, we follow the ideas introduced in Section 3.3.2. In the spirit of complex-time quantumorbit models, we use the two-pronged integration path of Fig. 2.5 in the complex time. The acceleration of the liberated electron from the release time $t_{r}^{\prime}=\operatorname{Re}\left(t_{s}^{\prime}\right)$ up to the final time $t_{f}$ under the influence of the combined laser and Coulomb fields is approximated by real-valued trajectories. In contrast, during under-the-barrier motion associated with the contour from the complex-valued saddle-point time $t_{s}^{\prime}$ down to the real axis $\left(\mathrm{t}_{\mathrm{s}}^{\prime} \rightarrow \operatorname{Re}\left(\mathrm{t}_{\mathrm{s}}^{\prime}\right)\right.$ ) the potential V is neglected, i.e., the dynamics is effectively treated like in the strong-field approximation. Hence, to first order of $1 / c$, the equations of motion (10.4) can be solved analytically for the release step (see for example Section 8.3.1). The canonical momentum in Coulomb gauge can be written to first order in $1 / \mathrm{c}$ as

$$
\begin{equation*}
\mathbf{k}_{\mathrm{cl}}(\mathrm{t})=\tilde{\mathbf{p}}^{\prime}+\frac{\mathbf{e}_{z}}{\mathrm{c}}\left(\tilde{\mathbf{p}}^{\prime} \cdot \mathbf{A}(\mathrm{t})+\frac{1}{2} \mathbf{A}^{2}(\mathrm{t})\right) \tag{10.5}
\end{equation*}
$$

Here, the canonical momentum $\tilde{\mathbf{p}}^{\prime}$ in the natural gauge of Section 2.2.2 is conserved and would be equal to the final momentum, if the potential would also be neglected in the acceleration step.

We use the momentum $\tilde{\mathbf{p}}^{\prime}$ to parameterize the initial conditions of the trajectories. Analogous to previous approaches in the dipole approximation (see for example Ref. [118]), for a given $\tilde{\mathbf{p}}^{\prime}$, the integration constants at time $t_{r}^{\prime}$ are fixed by the conditions $\operatorname{Im}\left(\mathbf{r}_{\mathrm{cl}}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right)\right)=0$ and $\operatorname{Re}\left(\mathbf{r}_{\mathrm{cl}}\left(\mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)=0 .{ }^{3}$ Under these assumptions, the tunnel-exit position $\mathbf{r}_{0}$ at the release time $t_{r}^{\prime}$ is given by (to first order in $1 / c$ ) ${ }^{4}$

$$
\begin{equation*}
\mathbf{r}_{0}=\operatorname{Re}\left(\left(1+\frac{\tilde{p}_{z}^{\prime}}{c}\right) \boldsymbol{\alpha}\left(t_{r}^{\prime}, t_{s}^{\prime}\right)+\frac{\left(t_{s}^{\prime}-t_{r}^{\prime}\right) \tilde{p}_{z}^{\prime}}{c} \mathbf{A}\left(t_{s}^{\prime}\right)\right)+\frac{\mathbf{e}_{z}}{c} \operatorname{Re}\left(\tilde{\mathbf{p}}^{\prime} \cdot \boldsymbol{\alpha}\left(t_{r}^{\prime}, t_{s}^{\prime}\right)+\frac{1}{2} \alpha_{2}\left(t_{r}^{\prime}, t_{s}^{\prime}\right)\right) \tag{10.6}
\end{equation*}
$$

with $\alpha$ and $\alpha_{2}$ of Eq. (2.11). The corresponding initial velocity at $t_{r}^{\prime}$ reads (to first order in $1 / c$ )

$$
\begin{equation*}
\mathbf{v}_{0}=\mathbf{v}\left(\tilde{\mathbf{p}}^{\prime}, \mathrm{t}_{\mathrm{r}}^{\prime}\right)=\tilde{\mathbf{p}}^{\prime}+\mathbf{A}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right)+\frac{\mathbf{e}_{z}}{\mathrm{c}}\left(\tilde{\mathbf{p}}^{\prime} \cdot \mathbf{A}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right)+\frac{1}{2} \mathbf{A}^{2}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right)\right) \tag{10.7}
\end{equation*}
$$

with the vector $\mathbf{v}$ defined in Eq. (2.31). For each $\tilde{\mathbf{p}}^{\prime}$, the complex-valued time $t_{s}^{\prime}$ is defined by the potential-free saddle-point equation (to first order in $1 / \mathrm{c}$ )

$$
\begin{equation*}
\frac{\mathbf{v}^{2}\left(\tilde{\mathbf{p}}^{\prime}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)}{2}=\frac{1}{2}\left(\tilde{\mathbf{p}}^{\prime}+\mathbf{A}\left(\mathrm{t}_{\mathrm{s}}^{\prime}\right)+\frac{\mathbf{e}_{z}}{\mathrm{c}}\left(\tilde{\mathbf{p}}^{\prime} \cdot \mathbf{A}\left(\mathrm{t}_{\mathrm{s}}^{\prime}\right)+\frac{1}{2} \mathbf{A}^{2}\left(\mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)\right)^{2}=-\mathrm{I}_{\mathrm{p}} \tag{10.8}
\end{equation*}
$$

Equation (10.8) has the same form as Eq. (8.12) in the plain nondipole SFA. However, for $V \neq 0$, the auxiliary variable $\tilde{\mathbf{p}}^{\prime}$ is in general not equal to the final momentum $\mathbf{p}$.

[^79]The action phase associated with each orbit can also be divided into a complex-valued part corresponding to the under-the-barrier motion and a real-valued part corresponding to the acceleration step. Using the EOMs (10.4) and Eq. (10.5), the semiclassical action of Eq. (3.4) can be simplified for the potential-free under-the-barrier part:

$$
\begin{align*}
S_{\downarrow}^{0} & =-\int_{\mathrm{t}_{\mathrm{s}}^{\prime}}^{\mathrm{t}_{\mathrm{r}}^{\prime}} \mathrm{dt}\left[\mathrm{H}\left(\mathbf{r}_{\mathrm{cl}}(\mathrm{t}), \mathbf{k}_{\mathrm{cl}}(\mathrm{t}), \mathrm{t}\right)+\mathbf{r}_{\mathrm{cl}}(\mathrm{t}) \cdot \dot{\mathbf{k}}_{\mathrm{cl}}(\mathrm{t})\right] \\
& =-\int_{\mathrm{t}_{s}^{\prime}}^{\mathrm{t}_{\mathrm{r}}^{\prime}} \mathrm{dt}\left[\frac{1}{2}\left(\mathbf{k}_{\mathrm{cl}}(\mathrm{t})+\mathbf{A}(\mathrm{t})\right)^{2}+\frac{z_{\mathrm{cl}}(\mathrm{t})}{\mathrm{c}} \mathbf{E}(\mathrm{t}) \cdot \dot{\mathbf{r}}_{\mathrm{cl}}(\mathrm{t})+\mathbf{r}_{\mathrm{cl}}(\mathrm{t}) \cdot \dot{\mathbf{k}}_{\mathrm{cl}}(\mathrm{t})\right]+\mathcal{O}\left(\frac{1}{\mathrm{c}^{2}}\right)  \tag{10.9}\\
& =-\int_{\mathrm{t}_{\mathrm{s}}^{\prime}}^{\mathrm{t}_{\mathrm{r}}} \mathrm{dt} \frac{1}{2}\left(\mathbf{k}_{\mathrm{cl}}(\mathrm{t})+\mathbf{A}(\mathrm{t})\right)^{2}+\mathcal{O}\left(\frac{1}{\mathrm{c}^{2}}\right)=-\int_{\mathrm{t}_{\mathrm{s}}^{\prime}}^{\mathrm{t}_{\mathrm{r}}^{\prime}} \mathrm{dt} \frac{1}{2}{\mathrm{v}^{2}\left(\tilde{\mathbf{p}}^{\prime}, \mathrm{t}\right)+\mathcal{O}\left(\frac{1}{\mathrm{c}^{2}}\right) .}^{\text {and }} .
\end{align*}
$$

The phase (3.4) associated with the acceleration step can also be rewritten using the EOMs (10.4)

$$
\begin{equation*}
\mathrm{S}_{\rightarrow}=-\int_{\mathrm{t}_{\mathrm{r}}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{dt}\left[\frac{1}{2} \dot{\mathbf{r}}_{\mathrm{cl}}^{2}(\mathrm{t})+\mathrm{V}\left(\mathbf{r}_{\mathrm{cl}}(\mathrm{t})\right)-\mathbf{r}_{\mathrm{cl}}(\mathrm{t}) \cdot \nabla \mathrm{V}\left(\mathbf{r}_{\mathrm{cl}}(\mathrm{t})\right)-\mathbf{z}_{\mathrm{cl}}(\mathrm{t}) \cdot\left(\dot{\mathbf{r}}_{\mathrm{cl}}(\mathrm{t}) \times \mathbf{B}\left(\mathrm{t}-z_{\mathrm{cl}}(\mathrm{t}) / \mathrm{c}\right)\right)\right] . \tag{10.10}
\end{equation*}
$$

This phase includes both the Coulomb potential and the nondipole effects in a nonperturbative manner. ${ }^{5}$ In the limit of vanishing potential $V=0$, the correct action (2.33) of the Volkov states, i.e., the action entering the nondipole SFA, is recovered to first order of $1 / \mathrm{c}$. To this end, the last term of Eq. (10.10) proportional to the magnetic part of the Lorentz force is important. This term is not present in the previously-developed CCSFA beyond dipole approximation [156].

In the model, preexponential parts of the amplitude related to the release step are neglected. For each trajectory, the associated ionization probability is determined by the imaginary part $\operatorname{Im}\left(S_{\downarrow}^{0}+\mathrm{I}_{\mathrm{p}} \mathrm{t}_{\mathrm{s}}^{\prime}\right)$. Thus, the model includes the nondipole shift of the initial-velocity distribution in the light-propagation direction, attributed the under-the-barrier magnetic-field effects [150, 151] (see also Section 8.2.4). Empirically, we find the observables discussed below are only weakly influenced by the nondipole corrections of the tunnel exit (10.6). In contrast, the additional nondipole part of phase as well as the modifications of the initial-velocity distribution are essential for a quantitative modeling of the probability distributions.

For an explicit calculation of the probability amplitude for a final momentum $\mathbf{p}$, we follow the steps:

- Solve the nondipole saddle-point equation (10.8) for each auxiliary momentum $\tilde{\mathbf{p}}^{\prime}$ to obtain the corresponding saddle-point times $\mathrm{t}_{s}^{\prime}=\mathrm{t}_{r}^{\prime}+\mathrm{it}_{\mathrm{i}}^{\prime}$. Establish a connection between $\tilde{\mathbf{p}}^{\prime}$ and the initial conditions for the trajectories of the acceleration step, i.e., determine for each $\tilde{\mathbf{p}}^{\prime}$ the corresponding tunnel-exit position $\mathbf{r}_{0}$ of Eq. (10.6) and initial velocity $\mathbf{v}_{0}$ of Eq. (10.7).
- Solve the inversion problem, i.e., find all auxiliary momenta $\tilde{\mathbf{p}}^{\prime}$ that are mapped by the classical dynamics to the given final momentum $\mathbf{p}$. Here, we only consider the most important types of trajectories. Thus, in contrast to the model of Chapter 3, we directly tackle the inversion problem by using a combination of the multi-dimensional Newton method and the conjugate-gradient method.
- Calculate the ingredients of the probability amplitude for each solution $\tilde{\mathbf{p}}_{\mu}^{\prime}$ of the inversion problem. To determine the phase $S_{\rightarrow}$ of Eq. (10.10), we add an equation to the system of differential equations for the EOMs. The Jacobian $J\left(t_{f}\right)$ of Eq. (3.10) is numerically approximated by considering the variation of the final momenta $\mathbf{p}$ with the auxiliary momentum $\tilde{\mathbf{p}}^{\prime}$ for a fxied release time $t_{r}^{\prime}$ and a fixed exit point ${ }^{6}$

$$
\begin{equation*}
\mathrm{J}\left(\mathrm{t}_{\mathrm{f}}\right) \approx \operatorname{det}\left[\frac{\Delta \mathbf{p}}{\Delta \tilde{\mathbf{p}}^{\prime}}\right] \tag{10.11}
\end{equation*}
$$

For the different branches of trajectories, we use the same Maslov indices $v$ as in the dipole approximation (see Chapter 3).

[^80]- Evaluate the transition amplitude for a given $\mathbf{p}$ by using the ingredients for the trajectories

$$
\begin{equation*}
M(\mathbf{p}) \approx \sum_{\mu} \frac{e^{-\mathrm{i} v_{\mu} \frac{\pi}{2}}}{\sqrt{\left|J_{\mu}\left(t_{f}\right)\right|}} e^{i\left(S_{\rightarrow, \mu}+S_{\downarrow, \mu}^{0}+\mathrm{I}_{p}\left(\mathrm{t}_{s, \mu}^{\prime}-\mathrm{t}_{\mathrm{A}}\right)\right)} \tag{10.12}
\end{equation*}
$$

where $\mu$ labels all possible initial momenta $\tilde{\mathbf{p}}_{\mu}^{\prime}$ that are solutions of the inversion problem.

### 10.4 Simple man's model beyond the dipole approximation

The model introduced in Section 10.3 includes both nondipole effects and effects of the long-range potentials. However, for a qualitative interpretation of certain aspects of photoelectron holography, a simpler Coulomb-free semiclassical model is sufficient. To this end, we roughly follow the ideas presented in Refs. [28, 239], but include leading-order nondipole effects. The holographic pattern is modeled as the interference of a nonscattered reference wave packet and a scattered signal wave packet. The dynamics of the electron wave packets is treated analogous to the simple man's model introduced in Chapter 9 for high-order above-threshold ionization. This allows for an analytical description of the influence of nondipole effects on the interference pattern.

Tunnel ionization launches electrons at each possible release time $t_{0}$ with initial velocities $\mathbf{v}_{0} \perp \mathbf{E}\left(\mathrm{t}_{0}\right)$ (see Eq. (2.47)). The subsequent potential-free motion of the electrons in the electromagnetic field can be described classically. To first order in $1 / c$, the canonical momentum $\tilde{\mathbf{p}}^{\prime}$ in natural gauge can be expressed in terms of the initial velocity $\mathbf{v}_{0}$ as (see Eq. (10.7))

$$
\begin{equation*}
\tilde{\mathbf{p}}^{\prime}=-\mathbf{A}\left(\mathrm{t}_{0}\right)+\frac{\mathbf{A}^{2}\left(\mathrm{t}_{0}\right)}{2 \mathrm{c}} \mathbf{e}_{z}+\mathbf{v}_{0} \tag{10.13}
\end{equation*}
$$

The reference wave packet does not feel the Coulomb force of the parent ion so that the final momentum $\mathbf{p}$ is equal to the auxiliary momentum $\tilde{\mathbf{p}}^{\prime}$. Hence, Equation (10.13) defines the mapping of the final momentum $\mathbf{p}$ to the release time $t_{0}^{\text {ref }}$ and the initial velocity $\mathbf{v}_{0}^{\text {ref }}$. To first order in $1 / \mathrm{c}$, the associated semiclassical phase is given by (see Eqs. (10.9) and (10.10)) $)^{7}$

$$
\begin{equation*}
S_{\mathrm{ref}}=-\int_{\mathrm{t}_{0}^{\mathrm{ref}}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{dt} \frac{\mathbf{v}^{2}(\mathbf{p}, \mathrm{t})}{2} \tag{10.14}
\end{equation*}
$$

where $\mathbf{v}$ is the auxiliary velocity of Eq. (2.31). For certain ionization times, the electrons are driven back to the vicinity of the ionic core and may scatter off such that a signal wave packet is created. For an exact return to its initial position, the electron has to start with an initial velocity (see Eq. (9.6))

$$
\begin{equation*}
v_{0, z}=-\frac{1}{2 c\left(t_{c}-t_{0}^{\text {sig }}\right)} \int_{t_{0}^{\mathrm{sig}}}^{\mathrm{t}_{\mathrm{c}}} \mathrm{~d} \tau\left(\mathbf{A}(\tau)-\mathbf{A}\left(\mathrm{t}_{0}^{\mathrm{sig}}\right)\right)^{2} \tag{10.15}
\end{equation*}
$$

This is caused by the drift motion in the light-propagation direction induced by the laser magnetic field. The return time $t_{c}$ is determined by the motion along the polarization direction: $x\left(t_{0}^{\text {sig }}\right)=x\left(t_{c}\right)$. During the scattering, the direction of the electron's velocity and, hence, its associated auxiliary momentum is usually changed (see Section 9.3). After the scattering, the electron is again accelerated by the electromagnetic field. Hence, its outgoing velocity is mapped to the final momentum $\mathbf{p}$. Neglecting the phase change associated with the scattering process, the phase for the signal electron reads

$$
\begin{equation*}
S_{\text {sig }}=-\int_{t_{0}^{\text {ig }}}^{t_{c}} d t \frac{\mathbf{v}^{2}\left(\tilde{\mathbf{p}}^{\prime}, \mathrm{t}\right)}{2}-\int_{\mathrm{t}_{\mathrm{c}}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{dt} \frac{\mathbf{v}^{2}(\mathbf{p}, \mathrm{t})}{2} \tag{10.16}
\end{equation*}
$$

For a given final momentum $\mathbf{p}$, the interference is determined by the acquired phase difference between the reference path and the signal path

$$
\begin{equation*}
\Delta S=\int_{\mathrm{t}_{0}^{\text {ref }}}^{\mathrm{t}_{\mathrm{c}}} \mathrm{dt} \frac{\mathbf{v}^{2}(\mathbf{p}, \mathrm{t})}{2}-\int_{\mathrm{t}_{0}^{\text {sig }}}^{\mathrm{t}_{\mathrm{c}}} \mathrm{dt} \frac{\mathbf{v}^{2}\left(\tilde{\mathbf{p}}^{\prime}, \mathrm{t}\right)}{2} \tag{10.17}
\end{equation*}
$$

[^81]As described in Section 3.4.1, the superposition of signal and reference trajectories starting in the same quarter cycle of the field induces the holographic fingers. For final momenta close to the polarization axis, their release times $\left(\mathrm{t}_{0}^{\text {sig }}\right.$ and $\left.\mathrm{t}_{0}^{\text {ref }}\right)$ are quite similar and can be approximated by the values from the dipole approximation.

The condition for constructive interference in Eq. (10.17), $\Delta S=2 \pi n$ with $n \in \mathbb{N}_{0}$, defines the positions of the holographic fingers. Here, the central holographic finger corresponds to forward scattering of the signal trajectory [239] such that we find $\tilde{\mathbf{p}}^{\prime}=\mathbf{p}$. Since reference and signal trajectories are then equivalent, their phase difference of Eq. (10.17) is zero. The position of the central finger is determined by Eqs. (10.13) and (10.15) for the signal trajectory

$$
\begin{align*}
p_{z}^{\text {central }} & =\frac{\mathbf{A}^{2}\left(\mathrm{t}_{0}^{\text {sig }}\right)}{2 c}+v_{0, z}=-\frac{1}{c} \frac{1}{t_{c}-t_{0}^{\text {sig }}} \int_{t_{0}^{\text {sig }}}^{t_{c}} d t\left(-\mathbf{A}\left(t_{0}^{\text {sig }}\right) \cdot \mathbf{A}(t)+\frac{1}{2} \mathbf{A}^{2}(t)\right)  \tag{10.18}\\
& =-\frac{1}{c} \frac{1}{t_{c}-t_{0}^{\text {ref }}} \int_{t_{0}^{\text {ref }}}^{t_{\mathrm{c}}} d t\left(\mathbf{p} \cdot \mathbf{A}(t)+\frac{1}{2} \mathbf{A}^{2}(t)\right)
\end{align*}
$$

In the last line, we used that $p_{x}=-A_{x}\left(\mathrm{t}_{0}^{\text {sig }}\right)$ and that the release times of the signal and the reference trajectory are equal. Interestingly, the obtained position of the central interference fringe coincides with the position of the classical caustic in 3D derived in Refs. [157, 510].

To estimate the nondipole shift of the higher-order fringes, we restrict ourselves to the $p_{x}-p_{z}-$ plane. Similar to Refs. [74, 239] in the dipole approximation, we find that the $z$-component of the first term of Eq. (10.17) dominates the phase difference. Thus, the phase difference can be approximated as

$$
\begin{equation*}
\Delta \mathrm{S} \approx \int_{\mathrm{t}_{0}^{\text {ref }}}^{\mathrm{t}_{\mathrm{c}}} \mathrm{dt}\left[\frac{p_{z}^{2}}{2}+\frac{\mathrm{p}_{z}}{\mathrm{c}}\left(\mathbf{p} \cdot \mathbf{A}(\mathrm{t})+\frac{1}{2} \mathrm{~A}^{2}(\mathrm{t})\right)\right] \tag{10.19}
\end{equation*}
$$

In the dipole approximation, the positions of the extrema are given by [234]

$$
\begin{equation*}
p_{z}^{\mathrm{dip}}= \pm \sqrt{\frac{4 \pi n}{\mathrm{t}_{\mathrm{c}}-\mathrm{t}_{0}^{\text {ref }}}} . \tag{10.20}
\end{equation*}
$$

Since we are only interested in the first-order nondipole corrections $\Delta p_{z}$, the positions are written as $p_{z}=p_{z}^{\text {dip }}+\Delta p_{z}$ and the phase difference (10.19) is expanded in $\Delta p_{z}$. To first order in $1 / c$, the resulting equation can be solved analytically for the shift

$$
\begin{equation*}
\Delta \mathrm{p}_{z} \approx-\frac{1}{\mathrm{c}} \frac{1}{\mathrm{t}_{\mathrm{c}}-\mathrm{t}_{0}^{\text {ref }}} \int_{\mathrm{t}_{0}^{\text {ref }}}^{\mathrm{t}_{\mathrm{c}}} \mathrm{dt}\left(\mathbf{p} \cdot \mathbf{A}(\mathrm{t})+\frac{1}{2} \mathbf{A}^{2}(\mathrm{t})\right) . \tag{10.21}
\end{equation*}
$$

Close to the polarization axis, the whole holographic interference pattern is uniformly displaced for fixed $p_{\chi}$, i.e., the central fringe as well as all higher-order fringes approximately experience the same shift. In agreement with the TDSE results presented in Section 10.2, the nondipole offset depends on the momentum $p_{x}$ in polarization direction.

### 10.5 Results and discussion

### 10.5.1 The central holographic fringe without Coulomb focusing

When considering the electron dynamics in 2D, Coulomb focusing is absent and the central holographic finger is created by two-path interference between one nonscattered trajectory and one forward scattered trajectory. For simplicity, we first choose very short two-cycle pulses (as used in Fig. 10.2) such that the light-driven electrons can only undergo a single forward scattering. The PMDs from the numerical solution of the TDSE in 2D are used to extract the shifts of the central holographic fringe. To this end, the distributions are first averaged over an interval $\Delta p_{x}=0.1$ a.u. Afterwards, for each $p_{x}$, a Gaussian fit to the central region with $\left|p_{z}\right|<0.02$ a.u. is used to calculate the peak position in $p_{z}$-direction. We


Figure 10.3: Shift of the central holographic fringe for ionization of helium extracted from 2D TDSE simulations (solid lines) and the estimate (10.21) of the simple man's model (dashed lines). (a) Results for short two-cycle $\cos ^{4}$ pulses at various intensities given in the legend in $W / \mathrm{cm}^{2}$. (b) Results for two durations of $\cos ^{2}$ pulses. The results of panel (b) are obtained summing up the PMDs for intensities $7 \times 10^{14}, 7.5 \times 10^{14}$ and $8 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. To guide the eye, the gray thick line indicates the heuristic estimate $p_{x}^{2} /(2 c)$. Figure is adapted from Brennecke et al. [245].
find that the nondipole shifts from TDSE are in perfect agreement with the simple man's estimate (10.21) (see the results for three different intensities in Fig. 10.3(a)). Close to the classical cutoff, the excursion times $t_{c}-t_{0}^{\text {sig }} \approx t_{c}-t_{0}^{\text {ref }}$ of the electrons approach zero in the simple man's model. Hence, the initial velocity $\mathbf{v}_{0}$ of Eq. (10.15) also vanishes so that the nondipole shift is solely determined by the "second" stage of acceleration by the electromagnetic field. In this limit, Equation (10.21) simplifies to the heuristic parabolic estimate $\Delta \mathrm{p}_{z} \approx \mathrm{~A}^{2}\left(\mathrm{t}_{0}^{\text {ref }}\right) /(2 \mathrm{c}) \approx \mathrm{p}_{x}^{2} /(2 \mathrm{c})$ with $\mathrm{p}_{x} \approx-\mathrm{A}_{x}\left(\mathrm{t}_{0}^{\text {ref }}\right)$.

In agreement with the TDSE simulations in Ref. [153], the central holographic fringe is shifted in backward direction $\left(\Delta p_{z}<0\right)$ for small momenta $p_{x}$. For the two-cycle waveform, signal electrons corresponding to small final momenta $p_{x}$ scatter after the end of the pulse and their excursion times $\mathrm{t}_{\mathrm{c}}-\mathrm{t}_{0}^{\text {sig }}$ become large. Thus, according to Eq. (10.21), the shift of the simple man's model vanishes in the limit $p_{x} \rightarrow 0$. The simple man's results for different pulse lengths are shown in Fig. 10.3. For long laser pulses, the simple man's model predicts a shift $\Delta p_{z} \propto-\mathrm{U}_{\mathrm{p}} / \mathrm{c}$ at $\mathrm{p}_{x}=0$. Since these low-energy electrons usually dominate the peak position of the lateral momentum distributions, the simple man's model qualitatively explains the linear scaling of the backward shift with the laser intensity as observed in Ref. [153] for the solution of the 2D TDSE. For four-cycle or ten-cycle pulses, the simple man's model still works well for large momenta. However, at low energies, the position of the central maximum in TDSE is less shifted to negative $p_{z}$ compared to the simple man's estimate (see Fig. 10.3(b)). Here, in order to avoid the influence of intracycle interference on the extracted maximum's shift, the PMDs from TDSE corresponding to intensities $7.0 \times 10^{14}, 7.5 \times 10^{14}$ and $8.0 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ were averaged.


Figure 10.4: (a) Electric field of a ten-cycle $\cos ^{2}$ pulse at an intensity of $7.5 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ with color-marked half cycles. (b) Illustration of trajectories leading to photoelectron holography on the polarization axis at $p_{z}=0$. For large $p_{x} \gtrsim 0.45$ a.u., the electrons only pass by the ionic core for a single time. In contrast, for small $p_{x} \lesssim 0.45$ a.u., the electrons pass by the ionic core multiple times. Figure is adapted from Brennecke et al. [245].

To resolve this difference between the modeling and the TDSE results, the interplay between electromagnetic field and long-range electron-ion interaction needs to be included. For this purpose, we focus on the ten-cycle pulse and we only study the half plane with $p_{x}>0$. We apply the semiclassical model developed in Section 10.3 where the potential is approximated as a bare Coulomb potential $\mathrm{V}(\mathrm{r})=-1 / \mathrm{r}$, but the correct ionization potential of helium $\mathrm{I}_{\mathrm{p}} \approx 0.9$ a.u. is used. The ionization probability (represented by $\left.\exp \left[-2 \operatorname{Im}\left(S_{\downarrow}^{0}+\mathrm{I}_{\mathrm{p}} \mathrm{t}_{s}^{\prime}\right)\right]\right)$ depends strongly on the electric-field strength (see also Eq. (2.3)). Thus, only trajectories starting in the vicinity of the peak of the pulse envelope are taken into account (see the color-marked branches in Fig. 10.4(a)).

As described in the simple man's model of Section 2.1.1, for final momenta with $p_{x}>0$, release times in branches $b_{ \pm 1}$ and $b_{ \pm 3}$ do not undergo rescattering and, hence, create a contribution of nonscattered electrons. On the other hand, for $p_{x}>0$, the trajectories of branches $b_{0}$ and $b_{ \pm 2}$ depart in descending quarter cycles of the electric-field strength. Hence, the electrons are first accelerated away, but are afterwards driven back to the parent ion and scatter off. For photoelectron holography close to the polarization axis, we restrict ourselves to forward-scattered trajectories. In each color-marked branch $b_{0}$ and $b_{ \pm 2}$, two distinct trajectories depart that lead to the same final momentum $\mathbf{p}$. As discussed in Chapter 3, one of the trajectories passes the ion with $z>0$ and the other with $z<0$ (see Fig. 10.4(b)). Their interference leads to the finger-like holographic pattern. In contrast to the simple man's model, for momenta close to the polarization axis, both interfering trajectories have a similar shape in a longrange potential, just on the opposite sides of the polarization axis. Qualitatively, the correct number of fringes of the TDSE result and also their positions are well reproduced by the model, if only the trajectories starting in the central branch $b_{0}$ are considered (see Fig. 10.5). The inclusion of the branches $b_{ \pm 1}$ of nonscattered electrons improves the modulation depth of the interference pattern (see also Fig. 1(e) of Ref. [245]). For $\left|p_{x}\right| \gtrsim 0.45$ a.u., the PMDs are only weakly modified, if more branches are added. However, the consideration of additional branches leads to more complicated interference structure at low energies.

The nondipole shifts of the central fringe extracted from the semiclassical model are in perfect agreement with the TDSE results (see Fig. 10.6(a)). In contrast, an adaptation of the earlier proposed CCSFA beyond dipole approximation [156] cannot quantitatively reproduce the TDSE findings. The overestimated magnitude of the nondipole shift is mainly attributed to the different phase used in CCSFA that is obtained from the phase of Eq. (10.10) by omitting the terms $-\mathbf{r}_{\mathrm{cl}}(\mathrm{t}) \cdot \nabla \mathrm{V}\left(\mathbf{r}_{\mathrm{cl}}(\mathrm{t})\right)$ and $-\mathbf{z}_{\mathrm{cl}}(\mathrm{t}) \cdot\left(\dot{\mathbf{r}}_{\mathrm{cl}}(\mathrm{t}) \times \mathbf{B}\left(\mathrm{t}-z_{\mathrm{cl}}(\mathrm{t}) / \mathrm{c}\right)\right)$ in the integral. For a quantitative modeling of the maximum's shift, both terms are important. Neglecting the interference of the trajectories, the semiclassical simulation reduces to a classical-trajectory Monte Carlo (CTMC) simulation in 2D. The resulting CTMC distribution has a much too broad central maximum and its peak position cannot fully reproduce the TDSE result. Thus, we find that the position of the central lobe in 2D cannot be entirely understood by considering only the kinematics of the classical trajectories (as it was done in Refs. [153, 156]).


Figure 10.5: (a) Photoelectron momentum distribution for ionization of helium by ten-cycle $\cos ^{2}$ pulses obtained by 2D TDSE simulations. For the result, the PMDs for intensities $7.0 \times 10^{14}, 7.5 \times 10^{14}$ and $8.0 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ are averaged. (b) Interference pattern of holography trajectories starting in branch $b_{0}$, i.e., we show $\cos ^{2}(\Delta S / 2)$ with their phase difference $\Delta S$ in $2 D$ based on the semiclassical model. Figure is adapted from Brennecke et al. [245].

The central finger can already be modeled by only considering the two trajectories starting in the branch $\mathrm{b}_{0}$. Their interference pattern, $w \propto\left|\exp \left(\mathrm{iS}_{1}\right)+\exp \left(\mathrm{iS}_{2}\right)\right|^{2}=4 \cos ^{2}(\Delta \mathrm{~S} / 2)$, defined by the phase difference $\Delta \mathrm{S}$ is shown in Fig. 10.5(b). In contrast to the simple man's model, the phase difference $\Delta \mathrm{S}$ in a long-range potential varies linearly with $p_{z}$ around the position of the maximum. Hence, for each $p_{x}$, $\Delta \mathrm{S}$ has a first-order zero crossing which we call the point of constructive interference (POCI). The POCI mostly determines the position of the central lobe in the PMD (see Fig. 10.6(b)). For large $p_{x}$, the trajectories only pass by the ionic core for a single time such that the POCI and the simple man's estimate are in very good agreement. At low energies, however, there are trajectories that pass by the ionic core multiple times [85, 86, 235] (see for example the trajectories in Fig. 10.4(b) for $p_{x}=0.3$ a.u.). ${ }^{8}$ At the boundary between a single pass-by and multiple pass-bys, the electrons undergo soft recollisions [83-86, 118], leading to low-energy structures in the PMDs [81-84]. The positions of the low-energy structures can be estimated as $p_{x} \approx \frac{\mathrm{E}_{0}}{\omega} \frac{1}{\pi(n+1 / 2)}$ with $n \in \mathbb{N}$ [86]. For the laser parameters at hand, $p_{x} \approx 0.53$ a.u. for $\mathrm{n}=1$. Hence, at this boundary, the topology of the trajectories change what is reflected as a discontinuity in the phase difference at $p_{x} \approx 0.45$ a.u. (see Fig. 10.5(b)). Even though the low-energy structures are only barely visible in the PMD from TDSE, the interference pattern and, especially, the width of the fringes change around $p_{x} \approx 0.45$ a.u. As expected, multiple pass-bys present at low energies also modify the nondipole dynamics [510]. In agreement with the investigation of the Coulomb-focused caustic in Ref. [510], the magnitude of the nondipole shift of the central fringe decreases at small $p_{\chi}$ for both TDSE and semiclassical simulations. In the semiclassical model, multiple pass-bys change the phases associated with each trajectory and, thus, the POCI, explaining the difference compared to the simple man's model (which only considers a single forward scattering event).

The width of the central interference fringe is quite small at low energies such that the POCI fully specifies the maximum's position of the semiclassical PMD. In contrast, a small difference between nondipole shift of the semiclassical PMD and the POCI is present at intermediate $p_{x}$. The difference is mostly caused by nonscattered electrons starting in branches $b_{ \pm 1}$. Since the lateral distribution for recollision-free ionization is shifted in forward direction (see Eq. (10.1)), the maximum of the complete distribution in the semiclassical simulation is slightly displaced towards larger $p_{z}$ compared to the POCI.


Figure 10.6: Comparison of the shift of the central maximum in 2D obtained by different levels of theory for the same conditions as in Fig. 10.5(a). The peak positions extracted from 2D TDSE simulations are shown as gray solid lines. The maximum's position of the semiclassical model in 2D including the branches $b_{0}$ and $b_{ \pm 1}$ is indicated as black solid line. Additionally, in panel (a), the maximum's position of the CTMC distribution (orange line) and the CCSFA result (green line) are shown. In panel (b), the blue dashed line shows the point of constructive interference (POCI) for the two trajectories starting in branch $b_{0}$ and the red dashed line indicates the estimate of the simple man's model given by Eq. (10.21). Figure is adapted from Brennecke et al. [245].

### 10.5.2 Higher-order holographic fringes

For large lateral momenta $\left|p_{z}\right|$ where higher-order holographic fringes appear, the two interfering trajectories of branch $b_{0}$ are quite distinct even in the semiclassical model. One trajectory makes a wide turn

[^82]around the ion and it is only weakly perturbed by the ionic potential. In contrast, the other trajectory is driven back to the vicinity of the parent ion and it is strongly deflected during scattering (see also Section 3.4.1). Hence, a clear separation into signal and reference trajectories as in the simple man's model is appropriate.

To calculate the position of the higher-order interference fringes for the PMDs from TDSE simulations or from semiclassical simulations, the distributions are first averaged over an interval $\Delta p_{x}=0.1$ a.u. Afterwards, for each interference fringe, we determine its position in $p_{z}$-direction at each $p_{x}$ by means of Gaussian fit in the region around that respective maximum. For a given order of interference maxima, we quantify the nondipole shift by taking the average value

$$
\begin{equation*}
\Delta \mathrm{p}_{z}\left(\mathrm{p}_{\chi}\right)=\frac{\mathrm{p}_{z}^{+}+\mathrm{p}_{z}^{-}}{2} \tag{10.22}
\end{equation*}
$$

where $p_{z}^{+}$and $p_{z}^{-}$are the positions of one maximum in forward direction and one in backward direction. To further reduce the influence of ATI rings, the extracted shifts as a function of $p_{x}$ are again smoothed by averaging over intervals $\Delta p_{x}=0.1$ a.u. The shifts of the first- and second-order maxima from 2D TDSE calculations and from the semiclassical model are in very good agreement (see Fig. 10.7(a)). Even though the absolute positions of the holographic fringes are not correctly predicted by the simple man's model of Eq. (10.20) (see also Refs. [122, 234]), the nondipole shifts of the higher-order fringes are well reproduced by Eq. (10.21). Hence, the modification of the holographic pattern can be mostly attributed to the phase of the signal wave packet picked up in the electromagnetic field between liberation and return. For a given $p_{x}$, the shifts of the holographic fringes are indeed nearly independent of the fringe order and approximately follows the position of the central maximum. Interestingly, the higher-order fringes are also displaced backwards for momenta $p_{x} \lesssim 1.3$ a.u.


Figure 10.7: (a) Shift of the holographic fringes and (b) forward-backward asymmetry quantified as the ratio of the signal strengths for the first-order (red lines) and second-order (blue lines) maxima: TDSE results in 2D (pale thick lines) and results from the semiclassical model including only trajectories starting in branch $b_{0}$ (dashed lines). In panel (a), the simple man's model of Eq. (10.21) is also shown as gray thick line. In panel (b), a semiclassical simulation using the Jacobian in Eq. (10.12) instead of its square root is additionally presented (dashed-dotted line). Figure is adapted from Brennecke et al. [245].

According to Eq. (10.21), the shift of the interference fringes increases quadratically with the electricfield strength $E_{0}$ and the wavelength $\lambda$. However, as predicted by Eq. (10.20) and further discussed in Section 3.4.1, the spacings of the fringes decrease with increasing excursion times of electrons and, thus, with increasing wavelength [234]. As a result, the fringe spacings and their nondipole displacement are on the same order of magnitude for mid-infrared laser fields that are often used in today's experiments. As an example, a PMD for ionization of helium by laser pulses with 3400 nm wavelength and an intensity of $1.0 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ (as used in Refs. [152, 435]) is shown in Fig. 10.8(a). Due to the fringe structure, the normalized difference ND offers an alternative representation to observe signatures of nondipole effects in strong-field ionization. This quantity well-known from photoelectron circular dichroism studies is defined as

$$
\begin{equation*}
\mathrm{ND}=\frac{w\left(\mathrm{p}_{\chi}, \mathrm{p}_{z}\right)-w\left(\mathrm{p}_{\chi},-\mathrm{p}_{z}\right)}{w\left(\mathrm{p}_{\chi}, \mathrm{p}_{z}\right)+w\left(\mathrm{p}_{\chi},-\mathrm{p}_{z}\right)} \tag{10.23}
\end{equation*}
$$

In the dipole approximation, the distributions are forward-backward symmetric and the normalized difference vanishes. However, beyond the dipole approximation, the normalized difference nearly reaches the extreme values of $\pm 1$ for small and large $p_{x}$ (see Fig. 10.8(b)). Around $p_{x} \approx 1.3$ a.u., the nondipole shift of the interference pattern is approximately zero and, hence, the normalized difference nearly vanishes.


Figure 10.8: Nondipole effects in photoelectron holography for mid-infrared fields. (a) Photoelectron momentum distributions for ionization of helium by two-cycle $\cos ^{4}$ pulses with 3400 nm wavelength and $1.0 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity from TDSE in 2D. (b) Corresponding normalized difference of Eq. (10.23). Figure is adapted from Brennecke et al. [245].

The holographic fringes are not only shifted, but their relative emission strength is also modified by nondipole effects. To quantify the forward-back asymmetry for each $p_{x}$, the ratio of the signal of one holographic interference maximum in forward and the corresponding one in backward direction is used (analogous to Section 9.3). The ratios from 2D simulations are again smoothed and shown in Fig. 10.7(b) as a function of $p_{x}$. The ratios larger one indicate stronger emission in forward than in backward direction. Asymmetries as large as 1.15 are reached for small $p_{x}$ at the second-order maximum. We find that the semiclassical model already reproduces well the TDSE results for the first and second-order maxima if the two dominating trajectories departing in branch $b_{0}$ are only considered. The inclusion of nonscattered electrons of branches $b_{ \pm 1}$ only improves minorly the results for the second-order maximum (not shown).

In contrast to the HATI process discussed in Chapter 9, forward scattering in long-range potentials leading to holography cannot be interpreted as a single hard scattering event [208]. Hence, the asymmetry is influenced by various ingredients. In the semiclassical model, the Jacobian J somehow represents the "cross section" of the scattering process. By artificially using the Jacobian instead of its square root in Eq. (10.12), we show that this property of the scattering process is important for a quantitative modeling of the asymmetry (see the dashed-dotted line in Fig. 10.7(b)). Additionally, the distribution of initial velocities has a decisive influence. The asymmetry ratios decrease by 0.03 for the first-order holographic maxima (not shown), if the initial distribution from the dipole approximation is used in the semiclassical model. Hence, even though the influence of the combined laser and Coulomb fields during the continuum motion mainly determines the photoelectron holography signal, the distributions of initial velocities and, thus, under-the-barrier nondipole effects [151] still leave an imprint on the final momentum distributions.

### 10.5.3 The central holographic fringe including Coulomb focusing

In two dimensions, the holographic pattern can be described as two-path interference. For large lateral momenta $p_{\perp}$, this simple picture is still applicable in 3D. Near the polarization axis, however, Coulomb focusing leads to a breakdown of the semiclassical approximation such that the physics underlying the central holographic fringe is modified. In the dipole approximation, a one-dimensional manifold of classical trajectories with the same magnitude of their transverse initial velocities is mapped to the same final momentum on the polarization plane, inducing an axial singularity (see Section 3.4 for a detailed discussion). In contrast to the semiclassical model, in slices through the photoelectron momentum distributions from TDSE simulations in 3D only maxima of finite signal strength appear close to
the polarization axis, i.e., no nonphysical divergence is present (see Figure 10.9(b)). In this section, we will study Coulomb focusing beyond the electric dipole approximation and work out an approximate renormalization of the divergent signal in the semiclassical model.


Figure 10.9: 1D slices through the PMDs at $p_{x}=1.5$ a.u. in 2D (panel a) and in 3D (panel b) under the same conditions as in Fig. 10.5: TDSE result (gray line), semiclassical model of Eq. (10.12) including only trajectories starting in branch $b_{0}$ (black line) and glory model of Eq. (10.34) (blue dashed line). The distributions are normalized to a maximum signal of one. (c) Nondipole shift of the central maximum shown for different levels of theory as in Fig. 10.6. The center $p_{z}^{\text {cusp }}$ of the caustic in 3D is shown as orange line and the maximum's position of the glory model is shown as blue dashed line (see main text). Figure is adapted from Brennecke et al. [245].

## Caustic structure

In the semiclassical simulations beyond the dipole approximation in 3D, the probability amplitude also diverges what is related to zeros of the Jacobian $J\left(t_{f}\right)$ in Eq. (10.12). As introduced in Section 3.3.1, a vanishing Jacobian $J\left(t_{f}\right)$ for a given trajectory indicates that there is at least one direction $\mathbf{d}$ such that infinitesimal changes of the initial momenta $\tilde{\mathbf{p}} \rightarrow \tilde{\mathbf{p}}+\epsilon \mathbf{d}$ leave the corresponding final momentum $\mathbf{p}$ invariant to first order of $\epsilon$. Thus, a plethora of initial momenta is deflected to approximately the same momentum p, i.e., focusing occurs. This motivates to define a (momentum-space) caustic as the set of final momenta $\mathbf{p}$ with vanishing Jacobian $J\left(t_{f}\right)$ for the trajectories starting in branch $b_{0}$. The nondipole modifications of caustic were already discussed by Maurer et al. and Daněk et al. [157, 509].

To regularize the singularities in the semiclassical simulations, it is important to study the structure of the caustic as well as the underlying classical trajectories. To this end, we determine the caustic with very high resolution, i.e., we determine all lateral momenta $\left\{p_{y}, p_{z}\right\}$ with vanishing Jacobian $J\left(t_{f}\right)$ for each momentum $p_{x}$. A slice at fixed $p_{x}$ through the resulting structure is shown in Fig. 10.10(a). In contrast to the dipole approximation where the caustic at fixed $p_{x}$ consists of only one point at $p_{\perp}=0, a$ complicated one-dimensional manifold in the space of transverse momenta is visible beyond the dipole approximation. We find that the size of this structure is proportional to $1 / c^{2}$. Importantly, the caustic's center $p_{z}^{\text {cusp }}$ in the light-propagation direction changes as a function of the momentum $p_{x}[157,509]$ (see Figs. 10.9(c) and 10.10(b)). This shift along the propagation direction of the light is much larger compared to the lateral width. Thus, although strictly speaking the type of the caustic is changed (compared to the dipole approximation), we neglect the finite size of the caustic and treat it like an axial singularity.

For a better understanding, we now consider the trajectories that end up on the caustic. For fixed final $p_{x}$, these trajectories approximately correspond to the same release time and in the space of initial transverse velocities they belong to a circle of nonzero radius [155] (see Figs. 10.10(c) and (d)). In a very simple picture, the nondipole deviation of the electron's motion can be described as follows [510]. Compared to a potential-free motion, the momentum change during Coulomb focusing can be modeled by a single scattering event. For the same momentum changes during scattering as in the dipole approximation, the electrons must have the same impact parameters. Thus, to compensate the magnetically induced drift motion before scattering, the electrons need to start with a small velocity against the lightpropagation direction (analogous to Eq. (10.7) in the simple man's model). Using these assumptions,
the position of the classical caustic can be described analytically [510] and coincides with the position of the central holographic fringe derived in the simple man's model (see Eq. (10.21)). This simplified result suggests that the position of the caustic (or to phrase it otherwise the focal point) and the point of constructive interference between the electron trajectories coincide. We will use this important observation to regularize the probability amplitude.


Figure 10.10: Geometry of the momentum-space caustic present in 3D semiclassical simulations and represented as the twodimensional manifold of points with vanishing Jacobian $J\left(t_{f}\right)$. (a) Slice at fixed $p_{x}=1.5$ a.u. through the caustic and (b) center $p_{z}^{\text {cusp }}$ of the caustic. For all trajectories ending up on the caustic, the initial velocities $\mathbf{v}_{0}$ and the final positions $\mathbf{r}$ at the end of the laser pulse are determined. For fixed final $p_{x}=1.5$ a.u., the corresponding initial velocities and final positions are shown in panels (c) and (e). In addition, slices through these structures at fixed $v_{0, y}=0$ or $y=0$ are shown as a function of $p_{x}$ in panels (d) and (f). The dashed lines indicate the centers for each $p_{x}$. Figure is adapted from Brennecke et al. [245].

## Regularization based on the position-space description

To this end, we consider the semiclassical approximation of the propagator $\langle\mathbf{p}| \mathrm{U}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}^{\prime}\right)|\tilde{\mathbf{r}}\rangle$ which is at the heart of the semiclassical model of Section 10.3. The semiclassical propagator is obtained from a path integral formulation by applying a stationary-phase approximation (as described in Section 3.3.1). Importantly, this is only possible, if the classical trajectories for the given boundary conditions are well separated [229]. Hence, a vanishing Jacobian $J\left(t_{f}\right)$ and the appearance of caustics indicate the breakdown of the semiclassical approximation for the chosen representation of the propagator [263,511]. Importantly, a caustic is usually not related to a trajectory itself but to the representation of the propagator [229], i.e., when using another representation finite signal can be obtained. This can be motivated as follows [229]. For a fixed time $t_{f}$, we define a manifold in the $\mathbf{r}$-p-phase space of all final positions $\mathbf{r}_{\mathrm{cl}}\left(\mathrm{t}_{\mathrm{f}}\right)$ and final momenta $\mathbf{k}_{\mathrm{cl}}\left(\mathrm{t}_{\mathrm{f}}\right)$ of classical trajectories starting at time $\mathrm{t}^{\prime}$ at the position $\tilde{\mathbf{r}}$ with arbitrary initial momenta $\tilde{\mathbf{p}}$. If the (momentum-space) Jacobian J( $\mathrm{t}_{\mathrm{f}}$ ) of Eq. (10.11) vanishes at some point on the manifold, the final momenta $\mathbf{p}$ are not "good" coordinates for a chart of the manifold in the relevant region. However, other coordinates as the final positions $\mathbf{r}$ may well parameterize a chart in this region.

The basic idea to regularize the propagator $\langle\mathbf{p}| \mathrm{U}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}^{\prime}\right)|\tilde{\mathbf{r}}\rangle$ in a certain region of final momenta is to use the semiclassical approximation for another representation of the propagator that should be regular in the corresponding region [229]. Here, instead of directly evaluating the amplitude $M(\mathbf{p})$ in the semiclassical approximation, we first calculate the position representation $M(\mathbf{r})$ of the released electron wave packet at a time $t_{f}$. The momentum-space amplitude is afterwards calculated by Fourier transformation

$$
\begin{equation*}
\mathcal{M}(\mathbf{p})=\frac{1}{(2 \pi)^{3 / 2}} \int \mathrm{~d} \mathbf{r} M(\mathbf{r}) e^{-\mathrm{i} \mathbf{p} \cdot \mathbf{r}} \tag{10.24}
\end{equation*}
$$

This regularization procedure was recently applied to Coulomb focusing in the dipole approximation [158]. There, it has been argued that the laser-induced rescattering process can be treated similar to glory scattering [514, 515]. Here, we extend this regularization beyond the dipole approximation.

For the semiclassical treatment of $M(\mathbf{r})$, the same initial conditions and associated probabilities are used for the real-valued trajectories during continuum motion as in the model of Section 10.3. A semiclassical treatment of the propagator $\langle\mathbf{r}| \mathrm{U}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}^{\prime}\right)|\tilde{\mathbf{r}}\rangle$ in position space can be found in the textbook [256]. To evaluate the position-space amplitude $M(\mathbf{r})$, all classical trajectories leading to a given final position $\mathbf{r}$ at time $t_{f}$ need to be determined. Analogous to the momentum-space representation, we identify two relevant trajectories for each position $\mathbf{r}$ that start in the half cycle $b_{0}$ and that form the holographic pattern. ${ }^{9}$ For final $y>0$ and small $z$, one trajectory passes the parent ion in the range $y>0$ and the other in the range $y<0$. Using the position-space amplitude $M(\mathbf{r})$ in the semiclassical approximation for a single branch of trajectories, we approximate the corresponding momentum-space amplitude as (up to an overall phase)

$$
\begin{equation*}
M(\mathbf{p}) \approx \frac{1}{(2 \pi \mathrm{i})^{3 / 2}} \int \operatorname{dr}\left|M_{\text {ion }}\right|\left|\operatorname{det}\left[\frac{\partial \mathbf{r}\left(\mathrm{t}_{\mathrm{f}}\right)}{\partial \tilde{\mathbf{p}}}\right]\right|^{-1 / 2} e^{\mathrm{i}\left(\operatorname{Re}\left(S_{\downarrow}^{0}\right)+\mathrm{I}_{\mathrm{p}}\left(\mathrm{t}_{r}^{\prime}-\mathrm{t}_{\mathrm{A}}\right)+\mathrm{S}_{\rightarrow+}\left(\mathbf{k}_{\mathrm{l}}\left(\mathbf{t}_{\mathrm{f}}\right)-\mathbf{p}\right) \cdot \mathbf{r}\right)} \tag{10.25}
\end{equation*}
$$

Here, compared to the momentum-space phase $S_{\rightarrow}$ of Eq. (10.10) used earlier, an additional phase term $\left(\mathbf{k}_{\mathrm{cl}}\left(\mathrm{t}_{\mathrm{f}}\right)-\mathbf{p}\right) \cdot \mathbf{r}$ appears in the position-space description (see for example Ref. [122]). We neglected Maslov's phase and introduced the ionization amplitude $\left|M_{i o n}\right|=\left|\exp \left(i\left(S_{\downarrow}^{0}+\mathrm{I}_{\mathrm{p}} \mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)\right|$. To check the accuracy of Eq. (10.25), we calculated the amplitude in 2D by numerical integration and found perfect agreement with the result of the semiclassical model (10.12) (not shown).

However, for an analytical description, simplifications of Eq. (10.25) are needed. If the saddlepoint method (see Section 2.3.1) would be applied to the position integral in Eq. (10.25), the amplitude (10.12) of the semiclassical model would be retrieved [229] and, hence, a caustic close to the polarization axis would appear again. However, importantly, the Coulomb focusing mainly "acts" in the lateral directions. Thus, in order to avoid nonphysical behavior, we only apply the saddle-point method to the $x$-integration (polarization direction). The associated saddle-point equation is given by $p_{x} \approx \partial_{x}\left(S_{\rightarrow}+\mathbf{k}_{\mathrm{cl}}\left(\mathrm{t}_{\mathrm{f}}\right) \cdot \mathbf{r}\right)$. Importantly, in Eq. (10.10), $\mathrm{S}_{\rightarrow}$ is a function of the final momentum $\mathbf{p}$. When using the chain rule and $\mathbf{r}_{\mathrm{cl}}\left(\mathrm{t}_{\mathrm{f}}\right)=-\nabla_{\mathrm{p}} S_{\rightarrow}$, one finds $p_{x} \approx \mathrm{k}_{\mathrm{cl}, \mathrm{x}}\left(\mathrm{t}_{\mathrm{f}}\right)$ [229]. Hence, in the trajectory simulations, we now need to determine all trajectories ending up at time $t_{f}$ with a given momentum $p_{x}$ and given lateral positions $y$ and $z$. After the SPA, Equation (10.25) can be approximated as (up to an overall phase)

$$
\begin{equation*}
M(\mathbf{p}) \approx \frac{1}{2 \pi \mathrm{i}} \int \mathrm{~d} y \mathrm{~d} z \mathrm{P}\left(\mathrm{p}_{x}, y, z\right) \mathrm{e}^{\mathrm{i}\left(\operatorname{Re}\left(\mathrm{~S}_{\downarrow}^{0}\right)+\mathrm{I}_{\mathrm{p}}\left(\mathrm{t}_{\mathrm{r}}^{\prime}-\mathrm{t}_{\mathrm{A}}\right)+\mathrm{S}_{\rightarrow+}+\left(\mathrm{k}_{\mathrm{cl}, y}\left(\mathrm{t}_{\mathrm{f}}\right)-\mathrm{p}_{y}\right) y+\left(\mathrm{k}_{\mathrm{cl}, \mathrm{z}}\left(\mathrm{t}_{\mathrm{f}}\right)-\mathrm{p}_{z}\right) z\right)} \tag{10.26}
\end{equation*}
$$

We introduced the preexponential factor

$$
\begin{equation*}
\mathrm{P}\left(\mathrm{p}_{x}, \mathrm{y}, z\right)=\left|M_{\text {ion }}\right|\left|\operatorname{det}\left[\frac{\partial\left(k_{x}\left(\mathrm{t}_{\mathrm{f}}\right), \mathrm{y}\left(\mathrm{t}_{\mathrm{f}}\right), z\left(\mathrm{t}_{\mathrm{f}}\right)\right)}{\partial \tilde{\mathbf{p}}}\right]\right|^{-1 / 2}, \tag{10.27}
\end{equation*}
$$

where mixed-space determinant can be calculated numerically (similar to the Jacobian J). The remaining integrals over the lateral positions need to be considered more carefully. To this end, we analyze the properties of the integrand.

[^83]We are only interested in an approximation for momenta around the momentum-space caustic. For fixed $p_{x}$ and a given time $t_{f}$, we first consider the final positions of the trajectories that belong to the momentum-space caustic (see Fig. 10.10(e)). The final positions form approximately a circle with nonzero radius $r_{p_{x}}^{0}$ and with its center being displaced in the light-propagation direction to $z_{\mathfrak{p}_{x}}^{0}$. A slice at $y=0$ through this circle is shown as a function of $p_{x}$ in Fig. 10.10(f). To simplify the integration in Eq. (10.26), it is advantageous to shift the origin of the coordinate system for each fixed $p_{x}$ to the center of the circle $z_{\mathfrak{p}_{x}}^{0}$ and introduce polar coordinates $(r, \phi)$ with

$$
\begin{equation*}
y=r \sin (\phi)=y^{\prime}, z=z_{\mathfrak{p}_{x}}^{0}+r \cos (\phi)=z_{\mathfrak{p}_{x}}^{0}+z^{\prime} \tag{10.28}
\end{equation*}
$$

In the next step, the phase in Eq. (10.26) is considered. We already found that both the central fringe in the TDSE simulation and the classical caustic are displaced to finite momenta $p_{z}$ in the light-propagation direction. This motivates us to introduce a new set of final momenta

$$
\begin{equation*}
p_{y}=p_{y}^{\prime}, p_{z}=p_{z}^{\prime}+\delta p_{z} \tag{10.29}
\end{equation*}
$$

The unknown $\delta p_{z}$ depends on the fixed final $p_{x}$ and will be determined later. In addition, we define a modified phase

$$
\begin{equation*}
\tilde{S}\left(p_{x}, r, \phi\right)=\operatorname{Re}\left(S_{\downarrow}^{0}\right)+\mathrm{I}_{\mathrm{p}}\left(\mathrm{t}_{\mathrm{r}}^{\prime}-\mathrm{t}_{\mathrm{A}}\right)+\mathrm{S}_{\rightarrow}+\mathrm{k}_{\mathrm{cl}, \mathrm{y}}\left(\mathrm{t}_{\mathrm{f}}\right) \mathrm{y}+\mathrm{k}_{\mathrm{cl}, \mathrm{z}}\left(\mathrm{t}_{\mathrm{f}}\right) z-\delta{p_{z} z^{\prime}}^{\prime} \tag{10.30}
\end{equation*}
$$

such that the associated momentum fields $p_{y}^{\prime}$ and $p_{z}^{\prime}$ are approximately given as the derivatives ${ }^{10}$ of $\tilde{S}$

$$
\begin{equation*}
p_{y}^{\prime} \approx \partial \tilde{S} / \partial y^{\prime} \quad \text { and } \quad p_{z}^{\prime} \approx \partial \tilde{S} / \partial z^{\prime} \tag{10.31}
\end{equation*}
$$

Using these definitions, we rewrite Eq. (10.26) as

$$
\begin{equation*}
M(\mathbf{p})=\frac{1}{2 \pi \mathrm{i}} e^{-\mathrm{i} \mathfrak{p}_{z} z_{\mathfrak{p}_{x}}^{0}} \int \mathrm{drr} \int \mathrm{~d} \phi \mathrm{P}\left(\mathrm{p}_{x}, r, \phi\right) \mathrm{e}^{\mathrm{i} \tilde{S}\left(\mathfrak{p}_{x}, r, \phi\right)} e^{-\mathrm{i}\left(\mathfrak{p}_{y}^{\prime} y^{\prime}+\mathfrak{p}_{z}^{\prime} z^{\prime}\right)} \tag{10.32}
\end{equation*}
$$

Here, we use also the new coordinates for the preexponential factor $\mathrm{P}\left(\mathrm{p}_{x}, \mathrm{r}, \phi\right)$ of Eq. (10.27).


Figure 10.11: (a) Transformed phase $\tilde{S}$ of Eq. (10.30) for fixed $\delta p_{z}$ at the end of the laser pulse as function of final positions $y$ and $z$ at fixed $p_{x}=1.5$ a.u. (see main text). $\tilde{S}$ is shifted to zero at the minimum. The black line indicates the positions of trajectories with vanishing momentum-space Jacobian $J\left(t_{f}\right)$ and approximately marks the circle of minimal phase. (b) Slice through the phase map $\tilde{S}$ at fixed $z=z_{\mathfrak{p}_{x}}^{0}$. The solid line corresponds to the branch shown in panel (a) whereas the dashed line shows the other branch that is important for the formation of holographic interference. (c) Corresponding prefactor P of Eq. (10.27) for the two branches shown in panel (b). Figure is adapted from Brennecke et al. [245].
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## The idea of glory scattering

For photoelectron holography, there are two relevant branches of trajectories. Their phases $\tilde{S}$ and the preexponential factor $P$ are shown in Figs. 10.11(b) and (c) for fixed $z^{\prime}=0$, respectively. Here, small lateral momenta $p_{\perp}^{\prime}=\sqrt{p_{y}^{\prime 2}+p_{z}^{\prime 2}}$ are only studied which are mostly determined by the vicinity of the minimum of $\tilde{S}$ (see also Eq. (10.31)). This motivates us to take only the branch with a minimum of $\tilde{S}$ into account (blue solid line in Fig. 10.11(b)).

In the dipole approximation, the prefactor $P$ as well as the phase $\tilde{S}$ are rotationally symmetric and, thus, independent of $\phi$ such that the $\phi$-integration in Eq. (10.32) can be analytically performed [158]. The idea is now to choose the parameter $\delta p_{z}$ in a way that this is also possible beyond the dipole approximation. To this end, for each $p_{x}$, the constant $\delta p_{z}$ is fixed by minimizing the variation of the phase $\tilde{S}$ on the circle $r=r_{p_{x}}^{0}$ of vanishing Jacobian. ${ }^{11}$ The resulting phase $\tilde{S}$ is shown in Fig. 10.11(a) for $p_{x}=1.5$ a.u. The special choice of $\delta p_{z}$ ensures that the phase $\tilde{S}$ is indeed approximately constant for fixed $r$ in the vicinity of the minimum of $\tilde{S}$, i.e., $\tilde{S}$ is approximately a rotationally symmetric in the $y^{\prime}-z^{\prime}$-plane. In the relevant region, the preexponential factor $P$ also depends only weakly on the angle $\phi$. Hence, similar to the dipole approximation, the $\phi$-integration reduces to an integration of the plane-wave factor in Eq. (10.32) and the result is proportional to the zeroth-order Bessel-function $\mathrm{J}_{0}\left(\mathrm{rp}_{\perp}^{\prime}\right)$.

For small $p_{\perp}^{\prime}$, the remaining $r$-integration is approximated by means of the saddle-point method. In this special case, the saddle-point equation is also known as the glory condition. It defines the impact parameter $\mathrm{r}_{\mathrm{g}}[158,515]$

$$
\begin{equation*}
\left.\frac{\partial \tilde{S}\left(p_{x}, r\right)}{\partial r}\right|_{r=r_{g}}=0 \tag{10.33}
\end{equation*}
$$

where the phase $\tilde{S}$ has a minimum (see Fig. 10.11(b)). We find that the impact parameter $r_{g}$ is approximately the same as the radius $r_{p_{x}}^{0}$ corresponding to vanishing Jacobian $J\left(t_{f}\right)$. Thus, $r_{g}$ depends on the momentum $p_{x}$ (see also Fig. 10.10(f)). In the vicinity of the central maximum of the PMD in 3D, the probability amplitude is approximated as (up to an overall phase factor) ${ }^{12}$

$$
\begin{equation*}
M(\mathbf{p}) \approx e^{-i p_{z} z_{\mathfrak{p}_{x}}^{0}} r_{g} P\left(p_{x}, r_{g}\right) J_{0}\left(r_{g} \sqrt{p_{y}^{2}+\left(p_{z}-\delta p_{z}\right)^{2}}\right) \sqrt{\frac{2 \pi}{\partial_{r}^{2} \tilde{S}\left(p_{x}, r_{g}\right)}} e^{i \tilde{S}\left(p_{x}, r_{g}\right)} \tag{10.34}
\end{equation*}
$$

Similar to the dipole approximation [158], the result can be interpreted as the constructive interference of an infinite number of Coulomb-focused semiclassical paths with glory impact parameter $r_{g}$ that give rise to a Bessel-type interference pattern with a pronounced maximum located at $\delta p_{z}$. In Fig. 10.9(b), the result of Eq. (10.34) is compared to the TDSE result in 3D for a 1D slice through the PMD at $p_{y}=0$ and $p_{x}=1.5$ a.u. Here, the same normalization is used for the glory model and the semiclassical model. We find that the overall shape of the central maximum is well reproduced by the glory model. However, for larger lateral momenta, the glory approximation breaks down and the model of Section 10.3 should be used.

As described above, the simplification of the $\phi$-integration was only possible by fixing the parameter $\delta p_{z}$ for each $p_{x}$ individually. Interestingly, we find that the position $p_{z}^{\text {cusp }}$ of the caustic of the (momentum-space-based) semiclassical model and the maximum's position $\delta p_{z}$ of the glory model only hardly differ (see Fig. 10.9(c)). For comparison, the maximum's position is also extracted from a slice at fixed $p_{y}=0$ through PMD obtained by the numerical solution of the TDSE in 3D (see the gray dashed line). Similar to the 2D situation, all levels of theory perfectly agree for momenta lower than $p_{x} \approx 0.45$ a.u. However, for higher momenta, deviations between the model results and the TDSE result are visible. In this region, the slight asymmetry in the preexponential factor (neglected in the glory model) and the effect caused by nonscattered electrons from branches $b_{ \pm 1}$ influence the maximum's position. In 3D compared to 2D, Coulomb focusing leads to an increased relative weight of the trajectories

[^85]of branch $b_{0}$ compared to the nonscattered trajectories of branches $b_{ \pm 1}$. However, at the same time, the central maximum is broader in 3D and, hence, more easily perturbed by the mentioned influences.

### 10.6 Conclusion

In this chapter, strong-field photoelectron holography in linearly-polarized fields was studied beyond the electric dipole approximation. To this end, photoelectron momentum distributions from the numerical solution of the TDSE including leading-order nondipole corrections were first presented. In agreement with previous works [153, 156], we observed a nonuniform displacement of the holographic pattern along the light-propagation direction, i.e., the shift depends on the momentum component $p_{x}$ along the polarization axis. The fringes are shifted backward for low and forward for high momenta $p_{x}$. Astonishingly, when considering only the dynamics in reduced dimensionality (2D) or using short-range potentials, we found nearly the same nondipole shifts of the holographic pattern as in 3D simulations for long-range potentials.

To model photoelectron holography, the superposition of the signal and reference electron wave packets needs to be considered. It turned out that the nondipole modification of their phase difference is crucial to describe the interference. We derived an analytical Coulomb-free model based on the threestep picture which is able to qualitatively explain the nondipole shifts of the fringes. The displacement increases as a function of the intensity and the wavelength of the laser. Hence, especially for midinfrared light sources, the nondipole shift is on the same momentum scale as the fringe spacing, resulting in high contrast of the normalized forward-backward difference. We can already conclude that in this range of laser parameters nondipole effects must be included for a faithful description.

We extended the semiclassical model of Chapter 3 beyond the electric dipole approximation to describe the nondipole modifications of the interference pattern in the presence of a long-range Coulomb potential. This trajectory-based description treats the influence of the electromagnetic field and Coulomb effects on the same footing, thus covering also (multiple) soft recollisions of the electrons. Compared to models in the dipole approximation [121, 122], the semiclassical phase associated with each electron trajectory contains an additional term. The correct phase from the strong-field approximation is only retrieved in the Coulomb-free situation if this term is included. Furthermore, the term is important for the full agreement of the semiclassical model with the numerical TDSE simulations in 2D. We can conclude that the semiclassical model allows a quantitative investigation of the interplay between nondipole effects and the Coulomb effects for interference structures in strong-field ionization. The trajectory-based description may allow in the future a simple study of other geometries of the laser field, e.g., for different ellipticities or two-color fields. This is especially interesting for strong-field ionization in mid-infrared fields (such as those used in Refs. [152, 157, 435, 513]), where the numerical TDSE simulations are quite challenging. In our model, we used tunnel-exit positions including nondipole modifications (see also Ref. [479]). In future work, it could be interesting to study its influence on interference patterns. To this end, an analysis of the HASE interferometer of Chapter 6 as a function of the momentum in the light-propagation direction could be promising.

The simple two-path-interference picture of holography breaks down in the vicinity of the polarization axis for systems in full dimensionality (3D). There, Coulomb focusing causes an enhancement of the yield in the TDSE simulations and induces a caustic in semiclassical simulations. We investigated the nondipole modifications of the geometry of the caustic and of the underlying classical trajectories. This enabled us to regularize the nonphysical divergence by extending the glory-rescattering approach [158] beyond the dipole approximation. The glory approach explains the enhancement and the broadening of the central holographic maximum and it allows the description of the nondipole shift of this maximum without invoking any (nonphysical) divergent structures.

## Chapter 11

## Summary and Conclusion

Strong-field physics offers the promise to investigate the quantum dynamics of atoms and molecules with attosecond time resolution and angstrom spatial resolution. To reach this longstanding goal, novel schemes need to be developed and existing approaches need to be tested. From a theoretical point of view, the basis for such innovations is an in-depth understanding and a faithful modeling of the underlying physical phenomena. Contributing to this development, this thesis provides a theoretical study and an explanation of selected aspects of strong-field ionization.

Simulations of the time-dependent Schrödinger equation (TDSE) for one electron interacting with an external electromagnetic field in the presence of the ionic potential formed the foundation of our investigations by providing "numerically-exact" reference solutions. We mainly considered the final photoelectron momentum distributions. Various observables were compared to experimental measurements, kindly provided by several researchers. The occurring phenomena were interpreted intuitively using simplified models. To this end, we developed and refined several approaches that are either based on the strong-field approximation or rely on a trajectory-based description of the electron dynamics within a semiclassical approximation. In particular, the second part of this work considered a theoretical description of strong-field ionization beyond the electric dipole approximation.

Several combinations of ionizing targets and external electromagnetic fields were studied. This enabled us to investigate processes that show the electron's particle character-as in the acceleration of the released electron by the electromagnetic field and the appearance of recollisions-as well as the electron's wave character-as in tunnel ionization, focusing, interference, and diffraction. The aspects studied in the main chapters can be summarized as follows.

In Chapter 3, we studied the focusing of electron waves in strong-field ionization. Coulomb focusing caused by the interplay between the external electromagnetic field and the electron-ion attraction acts similar to a lens in optics and forces scattered electron wave packets through focal points. In agreement with Gouy's phase anomaly for light waves, the phases of the electron wave packets change when passing through focal points. We demonstrated that these additional phases become observable when considering interference between different kinds of electron waves such as in photoelectron holography or intracycle interference. The phase anomaly does not only appear in linear polarization but also in other waveforms that give rise to rescattering. As a result, the focal-point structure of a system influences decisively the formation of interference structures in photoelectron momentum distributions. For a quantitative interpretation, we refined the trajectory-based semiclassical description of strong-field ionization. There, the focusing effects of electron waves are encoded in a prefactor of the exponentiated action. Its proper inclusion is crucial for the excellent agreement of our model with TDSE results.

In Chapter 4, we demonstrated the control of electron wave packets at the continuum threshold by means of near-single-cycle terahertz pulses. The wave packets are prepared by multiphoton absorption in a femtosecond laser pulse and they comprise both low-energy continuum and Rydberg contributions. The precise timing of the laser pulse on the scale of an optical cycle of the terahertz field enabled us to
switch between various regimes of dynamics that were imaged by the photoelectron momentum distributions. We identified regions of recollision-free motion where the momentum distributions encode information on the energy distribution and the angular structure of the prepared wave packet. In addition, various recollision phenomena were observed and intuitively explained by means of a classical trajectory model. These effects, such as Coulomb focusing, photoelectron holography, or large-angle scattering, are reminiscent of well-known strong-field processes, but in terahertz fields, they occur on much larger time and length scales. Furthermore, we considered the yield of zero-energy electrons and, especially, the influence of a tail of the terahertz pulse on their dynamics.

In Chapter 5, we applied the attoclock scheme to study recollision-free strong-field ionization in twodimensional fields. The Coulomb force on the outgoing electrons modifies the photoelectron momentum distributions. We found that the resulting attoclock offset depends on the lateral electron momentum, i.e., on which slice of the momentum distribution is analyzed. Within a trajectory-based modeling, this momentum-dependent attoclock offset is sensitive to the exit position at the instant of tunneling. For close-to-circularly-polarized fields, the attoclock angles are also strongly influenced by the shape of the released wave packet and by a nonadiabatic decrease of the tunnel-exit position. To avoid these complications, a bicircular laser pulse was applied, resembling linear polarization around the time of peak field strength. In this quasilinear setup, we investigated the adiabatic limit of strong-field ionization. We compared TDSE simulations and various models to reveal their weaknesses. To explore the initial-velocity dependence of the tunnel-barrier width, a momentum-space-based implementation of the classical backpropagation method was considered as an improvement to the previously-used real-space-based backpropagation.

In Chapter 6, we investigated the influence of the molecular structure on the electron wave packet created by recollision-free strong-field ionization of the hydrogen molecule $\mathrm{H}_{2}$. In contrast to most earlier works, the phase of the momentum-space wave function was considered, carrying spatial information on the electron wave packet. We extracted the phase from TDSE simulations and found a spatial offset of the electron's birth position after tunneling, which depends on the electron's emission direction relative to the molecular axis. For circular polarization, the modulation of the position offsets is influenced strongly by nonadiabaticity and depends weakly on the long-range part of the molecular potential. In experiments, the phase information is only accessible by interferometric approaches as recently suggested in Ref. [69]. Based on the strong-field approximation, we refined this interferometric scheme and retrieved position offsets from numerical TDSE experiments for short-range and long-range potentials. The excellent agreement of the results from the interferometric approach and the theoretically-accessible phase is an important benchmark, demonstrating that the orbital imprint on the spatial structure of the emitted electrons is experimentally accessible.

In Chapter 7, we studied the structure of (nonresonant) above-threshold ionization rings beyond the electric dipole approximation. In the dipole approximation, the multiphoton generalization of Einstein's photoeffect law predicts kinetic electron energies that are independent of the electron's emission direction. Beyond the dipole approximation, however, we confirmed a displacement of the ATI rings in TDSE simulations. The rings are shifted against the light-propagation direction, i.e., opposite to the radiation pressure. We identified a nondipole modification of the ac Stark effect for electron continuum states as the reason.

In Chapter 8, we explored nondipole effects in recollision-free and interference-free strong-field ionization. Whereas previous works mostly focused on the total average momentum transfer in the lightpropagation direction, we found that the momentum transfer depends in general on the momentum component of the electron in the polarization plane. Studying this differential observable allowed us to reveal the microscopic mechanisms of nondipole effects and to identify their imprint on measurable photoelectron momentum distributions. First, we theoretically investigated the attoclock protocol to time resolve the momentum transfer on a subcycle time scale [435] and to consider the interplay between Coulomb and nondipole effects. Furthermore, the classical backpropagation approach was applied to
disentangle nondipole effects during tunnel ionization and the subsequent continuum motion. A classical description of the continuum propagation allowed us to separate the imprint of magnetic-field effects from those due to the spatially-dependent electric field on the photoelectron momentum distributions. TDSE results for a quasilinear field and a circularly-polarized field confirmed these findings.

In Chapter 9, we focused on beyond-dipole modifications of high-order above-threshold ionization. This process relies on large-angle scattering of recolliding electrons such that the nondipole effects observed in the photoelectron momentum distributions are highly target sensitive. As prototypical atomic and molecular targets, we studied xenon and the hydrogen molecular ion $\mathrm{H}_{2}^{+}$. For $\mathrm{H}_{2}^{+}$, the nondipole modifications of the molecular-interference pattern depend on the molecular orientation relative to the polarization axis. The high-energy photoelectron momentum distributions for xenon and $\mathrm{H}_{2}^{+}$at perpendicular alignment show a pronounced maximum close to the polarization axis. While the peak positions in the light-propagation direction are displaced for both targets, the magnitude of the shift is different for atoms and molecules. For an intuitive interpretation, we presented a three-step model, including an accurate description of the rescattering step using a target-specific differential scattering cross section. For xenon, the shift is related to backscattering electrons that transfer a considerable amount of their momentum to the ion during recollision. In contrast, the maximum in $\mathrm{H}_{2}^{+}$arises from the molecular interference and the nondipole shift is determined by the total momentum gain of the electron before and after scattering.

In Chapter 10, we investigated the nondipole modifications of the interference pattern in strong-field photoelectron holography. TDSE simulations revealed that the nonuniform displacement of the interference fringes in the light-propagation direction is nearly independent of the considered dimensionality and the details of the ionic potential. We explained these beyond-dipole shifts qualitatively by an intuitive Coulomb-free two-path-interference model. For an interpretation in the presence of the long-range Coulomb potential, we extended our semiclassical model beyond the dipole approximation. To reach quantitative accuracy compared to TDSE simulations, it is not sufficient to consider only the nondipole modifications of the classical trajectories, but instead a nondipole contribution to the semiclassical phase must be accounted for. Furthermore, Coulomb focusing in 3D leads to a changed physical mechanism for the formation of the central holographic maximum, requiring a beyond-dipole regularization procedure based on the concept of glory scattering. For mid-infrared laser fields, our results showed that the displacement of the interference fringes is in the same order as the fringe spacing and, thus, must be taken into account for a faithful interpretation.

In this thesis, a variety of experimental observations in strong-field ionization were theoretically reproduced and explained. For example, we considered the influence of focal-point phases on the fringe positions in photoelectron holography, provided a theoretical benchmark for the attoclock offsets for nonadiabatic ionization of atomic hydrogen, and investigated several signatures of nondipole effects. Furthermore, we revealed interesting phenomena which were later experimentally observed, such as the nondipole modifications in high-order above-threshold ionization or the linear dependence of the nondipole shift on the initial electron velocity in recollision-free strong-field ionization. Even though the foundations of strong-field physics were already laid 30 years ago, there are various unexplored aspects in the interaction of intense laser pulses with different types of matter. At the end of each chapter, specific ideas for future research were given. In general, interesting directions are for sure the applications of more complex tailored laser fields, the investigation of the rich dynamics in molecules, and the study of entanglement between electronic and nuclear degrees of freedom on an ultrafast timescale.

## Appendix A

## Methods

## A. 1 Introduction to scattering theory

In this thesis, phenomena in strong-field ionization are discussed. However, we often face one of the following two situations:
(a) A light pulse of finite duration induces ionization. After the end of the pulse at time $t_{f}$, the motion of the created electron wave packet is only governed by the field-free Hamiltonian $\mathrm{H}_{0}=\mathrm{K}+\mathrm{V}(\mathbf{r})$ with $K=\frac{1}{2} \hat{\mathbf{p}}^{2}$. However, the experimentally-accessible photoelectron momentum distribution needs to be evaluated at large times $\mathrm{t} \rightarrow \infty$. Hence, in principle, the out-spreading electron wave packet must be covered up to large distances.
(b) A light pulse creates an electron wave packet that is driven back to the parent ion and may rescatter. Under certain circumstances, we can treat this as a light-field-free scattering process and are interested in the distribution of the scattered electrons.

In this section, we introduce certain aspects of scattering theory (based on the book [516]) that are used to simplify the treatment of both scenarios. To keep the discussion simple, we first assume a short-range potential. ${ }^{1}$

For a proper state $|\psi\rangle$ at time $t=0$, the time evolution under the field-free Hamiltonian $H_{0}$ is given by the time-evolution operator $\mathrm{U}_{0}(\mathrm{t})=e^{-\mathrm{i} \mathrm{H}_{0} \mathrm{t}}$. Suppose that the orbit $\mathrm{U}_{0}(\mathrm{t})|\psi\rangle$ describes the time evolution in some scattering experiment. After the collision, the wave packet is localized far away from the scattering center and behaves like a free wave packet. We have

$$
\begin{equation*}
\mathrm{U}_{0}(\mathrm{t})|\psi\rangle \underset{\mathrm{t} \rightarrow \infty}{\longrightarrow} \mathrm{e}^{-\mathrm{i} K \mathrm{t}}\left|\psi_{\text {out }}\right\rangle \tag{A.1}
\end{equation*}
$$

for some vector $\left|\psi_{\text {out }}\right\rangle$ that is called out asymptote of the actual state $|\psi\rangle$. Similarly, an in asymptote $\left|\psi_{\text {in }}\right\rangle$ can be defined by considering early times $t \rightarrow-\infty$. Each vector $\left|\psi_{\text {out }}\right\rangle \in \mathcal{H}$ is an out asymptote of some actual orbit with a state $|\psi\rangle$ at $\mathrm{t}=0$ and the same applies for in asymptotes. It is possible to define so-called Møller operators $\Omega_{ \pm}$as follows

$$
\begin{align*}
& |\psi\rangle=\lim _{\mathrm{t} \rightarrow+\infty} \mathrm{u}_{0}^{\dagger}(\mathrm{t}) e^{-\mathrm{i} K \mathrm{t}}\left|\psi_{\text {out }}\right\rangle=\Omega_{-}\left|\psi_{\text {out }}\right\rangle, \\
& \left|\psi^{\prime}\right\rangle=\lim _{\mathrm{t} \rightarrow-\infty} \mathrm{u}_{0}^{\dagger}(\mathrm{t}) e^{-\mathrm{i} \mathrm{Kt}}\left|\psi_{\text {in }}\right\rangle=\Omega_{+}\left|\psi_{\text {in }}\right\rangle . \tag{A.2}
\end{align*}
$$

Due to the appearance of bound states, not every $|\psi\rangle \in \mathcal{H}$ defines an orbit that has in and out asymptotes. Instead, the image $\mathcal{C}=\left\{\Omega_{ \pm}|\psi\rangle,|\psi\rangle \in \mathcal{H}\right\}$ of the Møller operators is orthogonal to the subspace of bound $\mathcal{B}$ states and can be identified with the continuum states. Both spaces span the whole Hilbert space $\mathcal{H}=\mathcal{C} \bigoplus \mathcal{B}$. For a state $|\psi\rangle$ in the continuum $\mathcal{C}$, the out asymptote is given by

$$
\begin{equation*}
\left|\psi_{\text {out }}\right\rangle=\Omega_{-}^{\dagger}|\psi\rangle=\Omega_{-}^{\dagger} \Omega_{+}\left|\psi_{\text {in }}\right\rangle . \tag{A.3}
\end{equation*}
$$

[^86]For the further analysis, it is useful to introduce (improper) stationary scattering states

$$
\begin{equation*}
\left|\mathbf{k}^{( \pm)}\right\rangle=\Omega_{ \pm}|\mathbf{k}\rangle \quad \text { with plane-wave states }|\mathbf{k}\rangle \tag{A.4}
\end{equation*}
$$

Using Eqs. (A.3) and (A.4), the expansion of an out asymptote can be written as

$$
\begin{equation*}
\left\langle\mathbf{k} \mid \psi_{\text {out }}\right\rangle=\langle\mathbf{k}| \Omega_{-}^{\dagger}|\psi\rangle=\left\langle\mathbf{k}^{(-)} \mid \psi\right\rangle . \tag{A.5}
\end{equation*}
$$

Hence, the out asymptote $\left|\psi_{\text {out }}\right\rangle$ has the same expansion in terms of plane waves $|\mathbf{k}\rangle$ as the corresponding state $|\psi\rangle$ at time $t=0$ in terms of the scattering states $\left|\mathbf{k}^{(-)}\right\rangle$. In the simulation of electron momentum distributions (see Section 2.2), we need to determine these expansion coefficients of the out asymptote. Equation (A.5) allows us to calculate these coefficients based on the knowledge of the state $|\psi\rangle$ at finite time. The question remains how to determine the stationary scattering states explicitly.

The stationary scattering states are orthogonal to each other, $\left\langle\mathbf{p}^{( \pm)} \mid \mathbf{k}^{( \pm)}\right\rangle=\delta(\mathbf{p}-\mathbf{k})$, and form a basis of the continuum $\mathcal{C}$. They fulfill the time-independent Schrödinger equation

$$
\begin{equation*}
\mathrm{H}_{0}\left|\mathbf{k}^{( \pm)}\right\rangle=\mathrm{E}_{\mathbf{k}}\left|\mathbf{k}^{( \pm)}\right\rangle \quad \text { with } \mathrm{E}_{\mathbf{k}}=\mathbf{k}^{2} / 2 \tag{A.6}
\end{equation*}
$$

It can be shown that the stationary scattering states also be expressed as

$$
\begin{align*}
\left|\mathbf{k}^{( \pm)}\right\rangle & =|\mathbf{k}\rangle+\mathrm{G}_{0}\left(\mathrm{E}_{\mathbf{k}} \pm \mathrm{i} 0\right) \mathrm{V}|\mathbf{k}\rangle \\
& =|\mathbf{k}\rangle+\mathrm{G}_{\mathrm{K}}\left(\mathrm{E}_{\mathbf{k}} \pm \mathrm{i} 0\right) \mathrm{V}\left|\mathbf{k}^{( \pm)}\right\rangle, \tag{A.7}
\end{align*}
$$

with the Green's operators defined by

$$
\begin{equation*}
\mathrm{G}_{0}(z)=\left(z-\mathrm{H}_{0}\right)^{-1} \quad \text { and } \quad \mathrm{G}_{\mathrm{K}}(z)=(z-\mathrm{K})^{-1} \tag{A.8}
\end{equation*}
$$

Equation (A.7) can be used to derive the asymptotic form of the wave function $\psi_{\mathbf{k}}^{( \pm)}(\mathbf{r})=\left\langle\mathbf{r} \mid \mathbf{k}^{( \pm)}\right\rangle$at large distances $r$ (in 3D)

$$
\begin{equation*}
\psi_{\mathbf{k}}^{( \pm)}(\mathbf{r})=\left\langle\mathbf{r} \mid \mathbf{k}^{( \pm)}\right\rangle \underset{\mathrm{r} \rightarrow \infty}{ } \frac{1}{(2 \pi)^{3 / 2}}\left[e^{\mathrm{ik} \cdot \mathbf{r}}-(2 \pi)^{2}\langle \pm \mathrm{k} \hat{\mathbf{r}}| \mathrm{V}\left|\mathbf{k}^{( \pm)}\right\rangle \frac{e^{ \pm \mathrm{ikr}}}{\mathrm{r}}\right] \tag{A.9}
\end{equation*}
$$

The asymptotic form of the wave function $\psi_{\mathbf{k}}^{(+)}(\mathbf{r})=\left\langle\mathbf{r} \mid \mathbf{k}^{(+)}\right\rangle$is an "incident" plane wave plus a spherically spreading scattered wave. Hence, $\left\langle\mathbf{r} \mid \mathbf{k}^{(+)}\right\rangle$is often interpreted as an infinite steady beam of particles scattering off $V$. In the context of potential scattering, it is useful to define a scattering amplitude

$$
\begin{equation*}
\mathrm{f}\left(\mathbf{k}^{\prime} \leftarrow \mathbf{k}\right)=-(2 \pi)^{2}\left\langle\mathbf{k}^{\prime}\right| \mathrm{V}\left|\mathbf{k}^{(+)}\right\rangle \tag{A.10}
\end{equation*}
$$

that is related to the elastic scattering differential cross section (DCS) by

$$
\begin{equation*}
\sigma\left(\mathbf{k}^{\prime} \leftarrow \mathbf{k}\right)=\left|\mathbf{f}\left(\mathbf{k}^{\prime} \leftarrow \mathbf{k}\right)\right|^{2} \tag{A.11}
\end{equation*}
$$

In strong-field ionization, we usually deal with neutral systems of electrons and ions. Hence, for positively-charged ions, the potentials V covering the electron-ion interaction are long range, i.e., V behaves at large distances $r$ like a Coulomb potential $-Z / r$. Hence, the potential influences the outgoing electron even if it is far away. As a result, the concept of in and out asymptotes cannot be applied and the rigorous mathematical description is complicated. Luckily, we are only interested in some asymptotic quantities such as the momenta or energies. In this case, a weaker asymptotic condition than Eq. (A.1) can be formulated and many of the results are still valid, if the plane waves are replaced by Coulomb states. Here, we will only summarize the equations that are important for this thesis. For a bare Coulomb potential $\mathrm{V}_{\mathrm{C}}(\mathrm{r})=-\frac{\mathrm{z}}{\mathrm{r}}$, stationary scattering states $\psi_{\mathrm{C}, \mathbf{k}}^{(+)}(\mathbf{r})$ can be defined that need to fulfill the timeindependent Schrödinger equation (A.6) and behave asymptotically as

$$
\begin{equation*}
\psi_{\mathrm{C}, \mathbf{k}}^{(+)}(\mathbf{r}) \xrightarrow[\mathrm{r}-\hat{\mathbf{k}} \cdot \mathbf{r} \rightarrow \infty]{ } \frac{1}{(2 \pi)^{3 / 2}}\left[e^{\mathrm{i}[\mathbf{k} \cdot \mathbf{r}+\eta \ln (\mathrm{kr}-\mathbf{k} \cdot \mathbf{r})]}+\mathrm{f}_{\mathrm{C}}(\mathrm{k} \hat{\mathbf{r}} \leftarrow \mathbf{k}) \frac{e^{\mathrm{i}[k r-\eta \ln (2 \mathrm{kr})]}}{\mathrm{r}}\right] \tag{A.12}
\end{equation*}
$$

with the Sommerfeld parameter $\eta=-Z / k$. Introducing the scattering angle $\theta=\measuredangle\left(\mathbf{k}, \mathbf{k}^{\prime}\right)$, the Coulomb scattering amplitude is given by

$$
\begin{equation*}
\mathrm{f}_{\mathrm{C}}\left(\mathbf{k}^{\prime} \leftarrow \mathbf{k}\right)=\frac{2 \mathrm{Z}}{\mathrm{q}^{2}} e^{2 \mathrm{i} \sigma_{0}(\mathrm{k})} e^{-\mathrm{i} \eta \ln \left(\sin ^{2}(\theta / 2)\right)}=-\frac{\eta}{2 \mathrm{k} \sin ^{2}(\theta / 2)} e^{2 \mathrm{i} \sigma_{0}(\mathrm{k})} e^{-\mathrm{i} \eta \ln \left(\sin ^{2}(\theta / 2)\right)} \tag{A.13}
\end{equation*}
$$

with $\mathbf{q}=\mathbf{k}-\mathbf{k}^{\prime}$ and the Coulomb phase shifts defined by $\sigma_{l}(k)=\arg \Gamma(l+1+i \eta)$. In general, we consider potentials of the following form

$$
\begin{equation*}
\mathrm{V}(\mathbf{r})=\mathrm{V}_{\mathrm{S}}(\mathbf{r})-\frac{\mathrm{Z}}{\mathrm{r}} \tag{A.14}
\end{equation*}
$$

where $V_{S}$ is a short-range part. In this case, an additional amplitude $f_{S C}$ appears that is related to the additional scattering at the short-range part $V_{S}$ of the potential in the presence of the long-range potential $-Z /$ r. Similar to Eq. (A.11), the DCS can be written as

$$
\begin{equation*}
\sigma\left(\mathbf{k}^{\prime} \leftarrow \mathbf{k}\right)=\left|\mathbf{f}_{\mathrm{C}}\left(\mathbf{k}^{\prime} \leftarrow \mathbf{k}\right)+\mathrm{f}_{\mathrm{SC}}\left(\mathbf{k}^{\prime} \leftarrow \mathbf{k}\right)\right|^{2} \tag{A.15}
\end{equation*}
$$

The following section describes the procedure for an explicit calculation of $f_{S C}$ and is based on Ref. [496].

## A.1.1 Calculation of scattering states for rotationally-symmetric systems

For rotationally-symmetric potentials $V(\mathbf{r})=\mathrm{V}(\mathrm{r})$, the calculation of stationary scattering states is particularly simple. We consider potentials of the form (A.14) such that in the limit of vanishing asymptotic charge $Z \rightarrow 0$ the results for a short-range potential can be retrieved. The scattering states can be expanded in terms of spherical harmonics $Y_{l}^{m}(\theta, \phi)$ (see for example Ref. [517])

$$
\begin{equation*}
\psi_{\mathbf{k}}^{( \pm)}(\mathbf{r})=\sqrt{\frac{2}{\pi}} \frac{1}{\mathrm{kr}} \sum_{\mathrm{l}, \mathrm{~m}} \mathfrak{i}^{\mathrm{l}} \mathrm{e}^{ \pm \mathrm{i}\left[\sigma_{\mathrm{l}}(\mathrm{k})+\delta_{\mathrm{l}}(\mathrm{k})\right]} \mathrm{R}_{\mathrm{l}, \mathrm{k}}(\mathrm{r}) \mathrm{Y}_{\mathrm{l}}^{\mathrm{m}}(\hat{\mathbf{r}}) \mathrm{Y}_{\mathrm{l}}^{\mathrm{m} *}(\hat{\mathbf{k}}) \tag{A.16}
\end{equation*}
$$

with real-valued radial functions $R_{l, k}(r)$. Since $\psi_{k}^{( \pm)}$fulfills the time-independent Schrödinger equation (A.6), the corresponding $R_{l, k}(r)$ have to satisfy the radial Schrödinger equation

$$
\begin{equation*}
\left(-\frac{1}{2} \frac{\mathrm{~d}^{2}}{\mathrm{dr}^{2}}+\frac{\mathrm{l}(\mathrm{l}+1)}{2 \mathrm{r}^{2}}+\mathrm{V}(\mathrm{r})-\frac{\mathrm{k}^{2}}{2}\right) \mathrm{R}_{\mathrm{l}, \mathrm{k}}(\mathrm{r})=0 \tag{A.17}
\end{equation*}
$$

This ordinary differential equation can be numerically integrated using Numerov's method. The radial functions can be written at large distances as

$$
\begin{equation*}
R_{l, k}(r)=A F_{l}(k r)+B G_{l}(k r) \underset{r \rightarrow \infty}{ } \sin \left(k r-\frac{\pi}{2} l+\sigma_{l}(k)+\delta_{l}(k)-\eta \ln (2 k r)\right) . \tag{A.18}
\end{equation*}
$$

Here, we introduced the regular and irregular Coulomb wave functions ( $F_{l}$ and $G_{l}$ ). This equation can be used to extract the phase $\delta_{l}$ by considering $\tan \left(\delta_{l}(k)\right)=B / A$. The phase $\delta_{l}$ is related to the additional phase shift caused by the short-range deviation of the potential from a pure Coulomb potential $-\mathrm{Z} / \mathrm{r}$. The phases $\sigma_{l}(\mathrm{k})$ and $\delta_{l}(\mathrm{k})$ influence many properties of the scattering process such as the scattering states (A.16), Wigner time delays or scattering amplitudes. For example, the short-range part of the scattering amplitude reads

$$
\begin{equation*}
f_{S C}(k, \theta)=\frac{1}{k} \sum_{l=0}^{\infty}(2 l+1) e^{2 \mathrm{i} \sigma_{l}(k)} e^{\mathrm{i} \delta_{l}(k)} \sin \delta_{l}(k) P_{l}(\cos \theta) \tag{A.19}
\end{equation*}
$$

with the Legendre polynomials $P_{l}$. For a given momentum $k$, the phase shift $\delta_{l}(k)$ converges usually to zero as a function of $l$ and, hence, the summation in Eq. (A.19) can be truncated at some finite $l_{\text {max }}$.

## A. 2 Numerical solution of the time-dependent Schrödinger equation

The time-dependent Schrödinger equation (2.17) determines the time evolution of a quantum-mechanical system from its initial state $\left|\psi_{0}\right\rangle$ at a time $t_{A}$ to its final state $\left|\psi\left(t_{f}\right)\right\rangle$ at a time $t_{f}$. Formally, the solution can be expressed by means of the unitary time-evolution operator U

$$
\begin{equation*}
\left|\psi\left(\mathrm{t}_{\mathrm{f}}\right)\right\rangle=\mathrm{U}\left(\mathrm{t}_{\mathrm{f}}, \mathrm{t}_{\mathrm{A}}\right)\left|\psi_{0}\right\rangle . \tag{A.20}
\end{equation*}
$$

However, for a time-dependent Hamiltonian $H(t)$, the time-evolution operator is generally not analytically known. One way to tackle this problem is to divide the whole time window from $t_{A}$ to $t_{f}$ in small time slices $\left[t_{n}, t_{n+1}\right.$ ] of length $\Delta t$. The full time evolution can be written as a time-ordered product of short-time propagators

$$
\begin{equation*}
\left|\psi\left(\mathrm{t}_{\mathrm{f}}\right)\right\rangle=\mathcal{T}\left(\prod_{\mathrm{n}} \mathrm{u}_{\mathrm{n}}\right)\left|\psi_{0}\right\rangle \tag{A.21}
\end{equation*}
$$

with the time-ordering operator $\mathcal{T}$. For sufficiently short intervals, the Hamiltonian can be approximated as time-independent operator $\mathrm{H}^{(n)}=\mathrm{H}\left(\mathrm{t}_{\mathrm{n}}+\Delta \mathrm{t} / 2\right)$ on each interval. Thus, the corresponding short-time propagator is approximately given by

$$
\begin{equation*}
\mathrm{u}_{\mathrm{n}}=\mathrm{U}\left(\mathrm{t}_{\mathrm{n}+1}, \mathrm{t}_{\mathrm{n}}\right) \approx \exp \left(-\mathrm{iH}^{(\mathrm{n})} \Delta \mathrm{t}\right) \tag{A.22}
\end{equation*}
$$

The explicit application of the short-time propagator to a given state is by no means trivial. To this end, different schemes were used successfully in strong-field physics such as the split-operator methods [518, 519], the Cranck-Nicolson algorithm [520], the second-order differencing scheme [521], the Chebyshev method [522] or the Lanczos method [523].

In this work, two approaches based on the split-operator technique are used. The idea is to split the Hamiltonian as $\mathrm{H}^{(n)}=\mathrm{H}_{1}+\mathrm{H}_{2}$ and approximate the short-time propagator by using a Trotter-Suzuki decomposition as

$$
\begin{equation*}
\mathrm{U}_{\mathrm{n}} \approx \mathrm{e}^{-\mathrm{i} \mathrm{H}^{(n)} \Delta \mathrm{t}}=\mathrm{e}^{-\mathrm{i} \mathrm{H}_{1} \frac{\Delta \mathrm{t}}{2}} e^{-\mathrm{i} \mathrm{H}_{2} \Delta \mathrm{t}} e^{-\mathrm{i} \mathrm{H}_{1} \frac{\Delta \mathrm{t}}{2}}+\mathrm{i} \frac{\Delta \mathrm{t}^{3}}{24}\left[\mathrm{H}_{1}+2 \mathrm{H}_{2},\left[\mathrm{H}_{1}, \mathrm{H}_{2}\right]\right]+\mathcal{O}\left(\Delta \mathrm{t}^{4}\right) \tag{A.23}
\end{equation*}
$$

For an efficient propagation scheme, the splitting must be done in a way that there are representations of the state such that the exponentials can be easily applied and that the conversions between the representations can be efficiently implemented. These aspects are linked to the discretization schemes used to represent the electronic state such as representations on numerical grids or expansions in basis sets. A complication in strong-field physics is that usually both the bound states and the continuum must be described properly. Hence, for the simulation of photoelectron momentum distributions, the discretization scheme has to satisfy two requirements: (i) close to the ionic core a high spatial resolution is required and (ii) the spreading photoelectron wave packet needs to be covered (at least till the end of the laser pulse). We use two different schemes to deal with these problems: (i) The generalized pseudospectral method in spherical coordinates is based on a pseudospectral decomposition of the field-free Hamiltonian. To this end, the angular dependence of the wave function is expanded in spherical harmonics and the radial coordinate is discretized on a nonuniform grid. (ii) The Cartesian split-operator method is based on a representation of the wave function on Cartesian grids and on efficient implementations of the Fourier transformations to switch between position and momentum-space representations.

## A.2.1 Generalized pseudospectral method in spherical coordinates

The method was originally developed to calculate the HHG signal in linearly-polarized fields [519]. Recently, it was extended to two-dimensional waveforms and to simulate photoelectron momentum distributions [524, 525]. Here, however, we present a modified implementation that is especially well suited to calculate photoelectron momentum distributions at low energies and to describe the dynamics in moderately-strong light fields. To this end, we consider the system in the dipole approximation and
use the length gauge with an interaction Hamiltonian $H_{I}=\mathbf{r} \cdot \mathbf{E}(\mathrm{t})$. In addition, we restrict ourselves to rotationally-symmetric potentials $\mathrm{V}(\mathrm{r})$. Hence, the main idea is to use the field-free Hamiltonian $\mathrm{H}_{0}=\hat{\mathbf{p}}^{2} / 2+\mathrm{V}(\mathrm{r})$ as one operator in the splitting of Eq. (A.23) and to apply the corresponding short-time propagator by means of a spectral decomposition of $\mathrm{H}_{0}$.

## Pseudospectral decomposition

The pseudospectral decomposition of the field-free Hamiltonian $\mathrm{H}_{0}$ is at the heart of this method. To this end, the eigenstates of the Hamlitonian $\mathrm{H}_{0}$ are expanded in spherical harmonics $Y_{l}^{m}$

$$
\begin{equation*}
\phi_{n, l, m}(\mathbf{r})=\frac{\chi_{n, l}(r)}{r} Y_{l}^{m}(\theta, \phi) \tag{A.24}
\end{equation*}
$$

with $l=0,1,2, \ldots, N_{l}$ and $|m| \leqslant l$. The radial functions $\chi_{n, l}$ need to fulfill

$$
\begin{equation*}
\left[-\frac{1}{2} \frac{d^{2}}{d r^{2}}+\frac{l(l+1)}{2 r^{2}}+V(r)\right] \chi_{n, l}(r)=E_{n, l} \chi_{n, l}(r) \tag{A.25}
\end{equation*}
$$

with eigenenergies $E_{n, l}$. We will disretize the radial coordinate $r$ in a box with extension $r_{\text {max }}$. Then, the boundary conditions are given by $\chi_{n, l}(0)=\chi_{n, l}\left(r_{\max }\right)=0$. The latter condition is artificial, but does not influence the results as long as the extension $r_{\text {max }}$ is sufficiently large. However, this condition ensures that the spectrum is discrete and, hence, the states can be label by an integer $n$.

To deal with the different requirements on the representation of the radial coordinate at small and large distances, the interval $\left[0, r_{\text {max }}\right]$ is mapped to the finite domain $[-1,1]$ using the function $r(x)$ (which is specified later). In order to restore a symmetric eigenvalue problem, the radial wave functions are transformed to

$$
\begin{equation*}
\zeta_{n, l}(x)=\sqrt{r^{\prime}(x)} \chi_{n, l}(r(x)) \quad \text { with } r^{\prime}(x)=\frac{d r}{d x} \text { and } x \in[-1,1] . \tag{A.26}
\end{equation*}
$$

The Legendre pseudospectral method is applied for discretization of the functions $\zeta(x)$ (see Ref. [526] for an introduction). To this end, the wave functions are approximated by a finite number of Legendre polynomials $P_{j}(x)$, i.e., $\zeta(x) \approx \zeta^{\left(N_{r}\right)}(x)=\sum_{j=0}^{N_{r}+1}=a_{j} P_{j}(x)$ with expansion coefficients $a_{j}$. The collocation points are defined by the Legendre-Lobatto grid

$$
\begin{equation*}
\left\{x_{j}:\left(1-x_{j}^{2}\right) P_{N_{r}+1}^{\prime}\left(x_{j}\right)=0\right\} \quad \text { with } j=0,1,2, \ldots, N_{r}+1 \tag{A.27}
\end{equation*}
$$

where $P_{N_{r}+1}^{\prime}$ is the derivative of the $\left(N_{r}+1\right)$-th order Legendre function. Then the approximation $\zeta^{\left(N_{r}\right)}$ is exact at these collocation points $x_{j}$, i.e., $\zeta\left(x_{j}\right)=\zeta^{\left(N_{r}\right)}\left(x_{j}\right)$. The function $\zeta^{\left(N_{r}\right)}(x)$ can be entirely represented by the values at collocation points

$$
\zeta^{\left(N_{r}\right)}(x)=\sum_{j=0}^{N_{r}+1} g_{j}(x) \zeta\left(x_{j}\right)
$$

with some cardinal functions $g_{j}$ that are defined in Ref. [526]. Inserting Eqs. (A.26) and (A.2.1) in the eigenvalue equation (A.25) and using the boundary condition $\zeta\left(x_{0}\right)=\zeta\left(x_{N_{r}+1}\right)=0$, the eigenvalue problem reduces to the following discretized form

$$
\begin{equation*}
\sum_{j=1}^{N_{r}}\left[-\frac{1}{2} \frac{1}{r^{\prime}\left(x_{i}\right)}\left(D_{2}\right)_{i, j} \frac{1}{r^{\prime}\left(x_{j}\right)}+\frac{l(l+1)}{2 r^{2}\left(x_{i}\right)} \delta_{i, j}+V\left(r\left(x_{i}\right)\right) \delta_{i, j}\right] \zeta_{n, l}\left(x_{j}\right)=E_{n, l} \zeta_{n, l}\left(x_{i}\right) \tag{A.28}
\end{equation*}
$$

with $i=1,2, \ldots, N_{r}$. The derivatives of $g_{j}$ determine the representation of the second derivative

$$
\left(D_{2}\right)_{i, j}= \begin{cases}-\frac{\left(N_{r}+1\right)\left(N_{r}+2\right)}{3\left(1-x_{i}^{2}\right)} & , i=\mathfrak{j}  \tag{A.29}\\ -\frac{2}{\left(x_{i}-x_{j}\right)^{2}} & , i \neq j\end{cases}
$$

Hence, for each quantum number $l$, a pseudoeigenbasis is computed via diagonalization of an $N_{r} \times N_{r}$ matrix. This provides the eigenenergies $\mathrm{E}_{n, l}$ as well as the values of the wave functions at the collocation points. The pseudoeigenbasis represents both bound states and continuum states. One of the bound states serves usually as initial state of the time propagation.

## Propagation scheme

Starting point of the time evolution is an initial position-space wave function that is discretized on a grid in spherical coordinates, i.e., represented by a tuple of complex-valued numbers $\psi_{j, \lambda, \mu}=\psi\left(r\left(x_{j}\right), \theta_{\lambda}, \phi_{\mu}\right)$. The radial mesh points $r\left(x_{j}\right)$ were defined above. Additionally, we choose the azimuth angles as

$$
\begin{equation*}
\phi_{\mu}=\frac{2 \pi \mu}{2 \mathrm{~N}_{\mathrm{l}}+1} \quad \text { with } \mu=0,1,2, \ldots, 2 \mathrm{~N}_{\mathrm{l}} \tag{A.30}
\end{equation*}
$$

and polar angles as

$$
\begin{equation*}
\theta_{\lambda}=\frac{\pi \lambda}{\mathrm{N}_{\mathrm{l}}} \quad \text { with } \lambda=0,1,2, \ldots, \mathrm{~N}_{\mathrm{l}} \tag{A.31}
\end{equation*}
$$

The forward propagation of one time step, i.e., the application of the short-time propagator (A.23) with the interaction operator $H_{1}=H_{I}=\mathbf{r} \cdot \mathbf{E}(\mathrm{t})$ and the field-free Hamiltonian $\mathrm{H}_{2}=\mathrm{H}_{0}=\hat{\mathbf{p}}^{2} / 2+\mathrm{V}(\mathrm{r})$, is based on a successive application of the three exponentials:

1. Apply the exponential of the interaction operator in length gauge by multiplication

$$
\begin{equation*}
\psi_{j, \lambda, \mu}^{(1)}=\exp \left(-i \mathbf{r}\left(r\left(x_{j}\right), \theta_{\lambda}, \phi_{\mu}\right) \cdot \mathbf{E}(t) \frac{\Delta t}{2}\right) \psi_{j, \lambda, \mu} \quad \text { for each } \mathfrak{j}, \lambda, \mu . \tag{A.32}
\end{equation*}
$$

This has a numerical complexity $\sim N_{r} N_{l}^{2}$.
2. Consider the decomposition in terms of spherical harmonics

$$
\begin{equation*}
\psi_{j, \lambda, \mu}^{(1)}=\sum_{l, m} \frac{\rho_{l, m}^{(1)}\left(x_{j}\right)}{r\left(x_{j}\right) \sqrt{r^{\prime}\left(x_{j}\right)}} Y_{l}^{m}\left(\theta_{\lambda}, \phi_{\mu}\right) \tag{A.33}
\end{equation*}
$$

i.e., determine the expansion coefficients $\rho_{l, m}^{(1)}\left(x_{\mathfrak{j}}\right)$ (for each $\mathfrak{j}$ ). This is efficiently possible by using a spherical harmonic transform (SHT) ${ }^{2}$ and has a numerical complexity $\sim N_{r} N_{l}^{3}$.
3. Appy the field-free time evolution by using the spectral decomposition introduced above. The time-evolved expansion coefficients can be calculated as

$$
\begin{equation*}
\rho_{l, m}^{(2)}\left(x_{j}\right)=\sum_{i=1}^{N_{r}}\left(S_{l}\right)_{j, i} \rho_{l, m}^{(1)}\left(x_{i}\right) \quad \text { for each } j, l, m . \tag{A.34}
\end{equation*}
$$

The (time-independent) symmetric matrix $S_{l}$ is given by

$$
\begin{equation*}
\left(S_{l}\right)_{j, i}=\sum_{n=1}^{N_{r}} \zeta_{n, l}\left(x_{j}\right) \zeta_{n, l}\left(x_{i}\right) e^{-i \Delta t E_{n, l}} \quad \text { for each } l . \tag{A.35}
\end{equation*}
$$

The evaluation of Eq. (A.34) is the slowest step in the simulation with a complexity $\sim N_{r}^{2} N_{l}^{2} .{ }^{3}$ When the initial state has defined quantum numbers $(l, m)$, the dipole selection rules can be used to identify the nonvanishing expansion coefficients and to simplify the calculation.
4. Use a spherical harmonic synthesis

$$
\begin{equation*}
\psi_{j, \lambda, \mu}^{(2)}=\sum_{l, m} \frac{\rho_{l, m}^{(2)}\left(x_{j}\right)}{r\left(x_{j}\right) \sqrt{r^{\prime}\left(x_{j}\right)}} Y_{l}^{m}\left(\theta_{\lambda}, \phi_{\mu}\right) \tag{A.36}
\end{equation*}
$$

to regain the coordinate representation. This has also a numerical complexity $\sim N_{r} N_{i}^{3}$.
5. Apply the exponential of the interaction operator as in step 1.

[^87]A major disadvantage of the used length gauge compared to the velocity gauge is that states with much higher angular momenta are populated in strong laser pulses [528]. Note that the spherical harmonics are eigenstates of $\mathbf{L}^{2}$ and $L_{z}$ with the angular momentum operator $\mathbf{L}=\mathbf{r} \times \hat{\mathbf{p}}$ and $\hat{\mathbf{p}}$ being the canonical momentum in the used gauge [528]. Thus, its values may differ for simulations in length and velocity gauge. Usually, the computational capabilities limit the maximal orbital angular momentum included in a simulation and, thus, put restrictions on the accessible range of intensities, wavelengths and pulse durations.

## Calculation of electron momentum distributions

After the end of the pulse, the contributions of deeply-bound states are removed from the state $\left|\psi\left(\mathrm{t}_{\mathrm{f}}\right)\right\rangle$ via projection

$$
\begin{equation*}
\left|\tilde{\psi}\left(\mathrm{t}_{\mathrm{f}}\right)\right\rangle=\prod_{\mathrm{E}_{\mathrm{n}, \mathrm{l}}<\tilde{\mathrm{E}}}\left(1-\left|\phi_{\mathrm{n}, \mathrm{l}, \mathrm{~m}}\right\rangle\left\langle\phi_{\mathrm{n}, \mathrm{l}, \mathrm{~m}}\right|\right)\left|\psi\left(\mathrm{t}_{\mathrm{f}}\right)\right\rangle, \tag{A.37}
\end{equation*}
$$

where we used the eigenstates (A.24) of field-free Hamiltonian. Usually, the constant $\tilde{E}$ is arbitrarily chosen as $\tilde{\mathrm{E}}=-0.03$ a.u. To determine electron momentum distributions $w(\mathbf{p})=|M(\mathbf{p})|^{2}$, the probability amplitude (2.19) must be evaluated

$$
\begin{equation*}
M(\mathbf{p})=\left\langle\mathbf{p}^{(-)} \mid \tilde{\psi}\left(\mathrm{t}_{\mathrm{f}}\right)\right\rangle \tag{A.38}
\end{equation*}
$$

with the field-free stationary scattering states $\left|\mathbf{p}^{(-)}\right\rangle$introduced in Section A.1. For the considered rotationally-symmetric potentials, the scattering wave functions have the form of Eq. (A.16) and the final wave function can also be expanded in spherical harmonics

$$
\begin{equation*}
\tilde{\psi}\left(t_{f}, \mathbf{r}\right)=\sum_{\mathrm{l}, \mathrm{~m}} \frac{\tilde{R}_{\mathrm{l}, \mathrm{~m}}(\mathrm{r})}{r} Y_{\mathrm{l}}^{\mathrm{m}}(\theta, \phi) \tag{A.39}
\end{equation*}
$$

We define the following matrix elements

$$
\begin{equation*}
a_{l, m}(p)=\sqrt{\frac{2}{\pi}} \frac{1}{p}(-i)^{l} e^{i\left[\sigma_{l}(p)+\delta_{l}(p)\right]}\left\langle R_{l, p} \mid \tilde{R}_{l, m}\right\rangle_{r} \tag{A.40}
\end{equation*}
$$

for the radial wave functions $R_{l, p}$ introduced in Section A.1.1. The probability amplitude $M$ is then given by a spherical harmonic synthesis

$$
\begin{equation*}
M(\mathbf{p})=\sum_{l, m} a_{l, m}(p) Y_{l}^{m}(\hat{\mathbf{p}}) \tag{A.41}
\end{equation*}
$$

An important observable is the electron energy spectrum which can be evaluated as

$$
\begin{equation*}
w(E)=\sqrt{2 E} \sum_{l, m}\left|a_{l, m}(\sqrt{2 \mathrm{E}})\right|^{2} . \tag{A.42}
\end{equation*}
$$



Figure A.1: Energy spectrum for multiphoton ionization of xenon atoms by linearly-polarized laser pulses for the same parameters as in Fig. 4.2 ( 795 nm wavelength, $\cos ^{2}$ envelope of 26 optical cycles duration, $7 \times 10^{12} \mathrm{~W} / \mathrm{cm}^{2}$ ): (a) full energy range and (b) magnification of the low-energy region. The result of Eq. (A.42) based on scattering states is shown as gray line and the result obtained by population analysis using the pseudoeigenbasis is shown as red dashed line (see main text).

In order to test the calculation of scattering states, we consider multiphoton ionization of xenon as in Chapter 4 and analyze the energy spectra (see Fig. A.1). In addition to Eq. (A.42) based on the scattering states of Section A.1.1, we alternatively determine the energy spectrum by analyzing the populations of the eigenstates in the pseudospectral method and by using the density of states approximated for each $l$ as $D\left(E_{n, l}\right)=2 /\left(E_{n+1, l}-E_{n-1, l}\right)$. The results of both methods are in perfect agreement with each other (see Fig. A.1).

## Mapping of the radial coordinate

In strong-field physics the appearing length, momentum and time scales pose a challenge for the discretization of the radial coordinate. Close to the ionic core (here termed region I), the ionic potential varies strongly, i.e., the deeply-bound states are localized here and hard scattering of continuum electrons may take place. To represent the wave functions properly, dense grids with a spacing $\Delta \mathrm{r} \ll 1$ a.u. are usually required. However, when going outside, the strength of the potential decreases and disturbs the electronic motion less. Hence, at large distances (here termed region III), only the variation of the wave function with a certain maximal momentum $p_{\max }$ must be resolved properly. At the same time, the grid extension $r_{\text {max }}$ must be sufficiently large to cover the relevant part of the photoelectron wave packet till the end of the light pulse.

Nonuniform grids are used here to meet these challenges. In the pseudospectral method the mapping $r(x)$ can be adjusted to tailor the numerical grid on which the radial coordinate is represented. Two different kind of mappings are used in this thesis. Similar to earlier works [270,524], a mapping can be defined by

$$
\begin{equation*}
r(x)=L \frac{1+x}{\left(1-x+\left(2 L / r_{\max }\right)^{1 / \beta}\right)^{\beta}} \tag{A.43}
\end{equation*}
$$

with parameters L and $\beta$. However, especially for the simulation in THz fields of Chapter 4, the different regions have to be sampled more efficiently. To this end, the space is divided in three parts

$$
r(x)= \begin{cases}\frac{1+x}{1+x_{0}} r_{\text {center }} & ,-1 \leqslant x<x_{0} \text { (region I) }  \tag{A.44}\\ p_{\text {inter }}(x) & , x_{0} \leqslant x \leqslant x_{1} \text { (region II) } \\ r_{\text {out }}+\frac{\arccos (-x)-\arccos \left(-x_{1}\right)}{\pi-\arccos \left(-x_{1}\right)}\left(r_{\max }-r_{\text {out }}\right) & , x_{1}<x \leqslant 1 \text { (region III) }\end{cases}
$$

Here, $p_{\text {inter }}(x)$ is a polynomial of degree 5 . This choice ensures a high density of points around the core (region I) and an approximately uniform grid at large distances (region III). The parameters $\mathrm{r}_{\text {center }}$ and $r_{\text {out }}$ determine the extension of region I and the beginning of region III, respectively. The parameters $x_{0}$ and $x_{1}$ control the number of points in the different regions. For the choice of the parameters used in


Figure A.2: (a) Local position spacing $\Delta r$ as a function of the radial distance $r$ for the grid of Eq. (A.44) used to simulate the dynamics in THz fields ( $r_{\max }=19000$ a.u., $r_{\text {center }}=100$ a.u., $r_{\text {out }}=400$ a.u., $x_{0}=-0.989, x_{1}=-0.973, N_{r}=6000$ ). (b) Inverse density of states versus energy $E$ for a Coulomb potential $V(r)=-1 / r$ and three values of angular momentum $l$ indicated in the legend. The dotted line indicates an estimate $E_{\max }=\frac{\pi^{2}}{2 \Delta r_{\text {max }}^{2}}$ for the highest represented energy, where the inverse density of states strongly increases.


Figure A.3: Radial wave function of the hydrogen atom: (a) ground state $(n=1, l=0)$ and (b) selected Rydberg state ( $n=90$, $l=0$ ). The gray thick lines indicate the results of the pseudospectral method for the mapping $r(x)$ shown in Fig. A. 2 and the red dotted lines are the analytical solutions.

Chapter 4, the local grid spacing $\Delta r$ as a function of the distance $r$ is shown in Fig. A.2(a). Here, $\Delta r$ is determined by the mapping $r(x)$ and the nonuniform collocation points $x_{i}$.

The highest energy of continuum electrons that can be accurately represented on the grid is restricted by the largest grid spacing $\Delta r_{\text {max }}$. Using the Nyquist-Shannon sampling theorem, we can estimate $\mathrm{E}_{\max }=\frac{\pi^{2}}{2 \Delta r_{\text {max }}^{2}}$. To monitor the accuracy of the representation of states, the density of states in the pseudospectral method can be considered. An example of the inverse density of states $1 / D\left(E_{n, l}\right)$ is shown in Fig. A.2(b) for three selected values of the angular momentum $l$. For energies below $E_{\max }$, the results are proportional to $\sqrt{E}$. However, for energies above $E_{\max }$, the continuum is not described well.

To consider the representation of bound states, the ground state $(n=0, l=0)$ as well as a Rydberg state ( $\mathrm{n}=90, l=0$ ) are shown in Fig. A. 3 for the hydrogen atom. The results of the pseudospectral method are in perfect agreement with the analytical wave functions. The bound state with highest energy $E_{\max }^{B}$ that can be accurately represented on the grid is mostly determined by the extension $r_{\text {max }}$. A rough estimate $E_{\max }^{B}=-Z / r_{\text {max }}$ can be obtained by considering the classical turning point of a bound electron. For the grid with $r_{\max }=19000$ a.u. used in Fig. A.2, we estimate $E_{\max }^{\mathrm{B}} \approx-5.2 \times 10^{-5}$ a.u. corresponding to $n \approx 98$ what is in good agreement with the numerical findings.

## A.2.2 Cartesian split-operator method

In this method the short-time propagator of Eq. (A.23) is used for the following splitting of the Hamiltonian $\mathrm{H}=\mathrm{H}_{1}+\mathrm{H}_{2}=\mathrm{H}_{\mathrm{r}}(\mathrm{t})+\mathrm{H}_{\mathrm{p}}(\mathrm{t})$ with a position-dependent part $\mathrm{H}_{1}=\mathrm{H}_{\mathrm{r}}(\mathrm{t})$ and a momentumdependent part $H_{2}=H_{p}(t)[447,518]$. The electronic wave function is represented on equally-spaced Cartesian grids. The exponentials in the short-time propagator (A.23) can be successively applied, because they are either multiplication operators in position space or in momentum space. Fast Fourier transformations are applied to efficiently change between position-space and momentum-space representations. ${ }^{4}$ Thus, in $D$ dimensions and with $N$ points per dimension, the numerical complexity is given by $\sim N^{D} \log \left(N^{D}\right)$. Even though this split-operator method is by far not the most efficient approach to solve the TDSE, it is easy to implement and very versatile. For example, arbitrary shapes of the light field and ionic potentials without symmetries such as for complex molecules can be treated. More detailed descriptions of this well-established method can be found in Refs. [159, 161, 201].

In simulations of the TDSE beyond the dipole approximation, we consider the unitary-transformed Hamiltonian of Eq. (2.29) which reduces to the common velocity gauge in the dipole approximation $(1 / c \rightarrow 0)$. In three-dimensional simulations, even the numerical calculation of the exponentials at each time step is expensive. However, since the momentum-dependent part has the following form

$$
\begin{equation*}
H_{p}(t)=\frac{1}{2}\left(\hat{\mathbf{p}}+\mathbf{A}(t)+\frac{\mathbf{e}_{z}}{c}\left(\hat{\mathbf{p}} \cdot \mathbf{A}(t)+\frac{1}{2} \mathbf{A}^{2}(t)\right)\right)^{2}=\sum_{i, j=1}^{D} b_{i, j}(t) \hat{p}_{i} \hat{p}_{j}+\sum_{i}^{D} d_{i}(t) \hat{p}_{i}+e(t) \tag{A.45}
\end{equation*}
$$

[^88]with some time-dependent functions $b_{i, j}(t), d_{i}(t)$ and $e(t)$, the exponentials can be written as products of exponentials that contain at most two momentum components
\[

$$
\begin{equation*}
\exp \left(-\mathrm{i} \Delta t \mathrm{H}_{\mathrm{p}}(\mathrm{t})\right)=\left(\prod_{i, j=1}^{\mathrm{D}} \exp \left(-\mathrm{i} \Delta \mathrm{tb}_{\mathrm{i}, \mathrm{j}}(\mathrm{t}) \hat{\mathrm{p}}_{\mathrm{i}} \hat{\mathfrak{p}}_{\mathrm{j}}\right)\right)\left(\prod_{i=1}^{\mathrm{D}} \exp \left(-\mathrm{i} \Delta \mathrm{td}_{\mathfrak{i}}(\mathrm{t}) \hat{\mathfrak{p}}_{\mathrm{i}}\right)\right)(\exp (-\mathrm{i} \Delta \mathrm{te}(\mathrm{t}))) . \tag{A.46}
\end{equation*}
$$

\]

This procedure decreases the computed number of exponentials from $\sim N^{D}$ to $\sim D^{2} N^{2}$. When nondipole corrections are included, the position-dependent part $\mathrm{H}_{\mathrm{r}}(\mathrm{t})$ is also time dependent, but no simple separation can be applied due to the appearing potential. However, we are only interested in the first-order nondipole corrections in $1 / \mathrm{c}$. Thus, the shifted potential is expanded as

$$
\begin{equation*}
\mathrm{H}_{\mathrm{r}}(\mathrm{t})=\mathrm{V}\left(\mathbf{r}-\frac{z}{\mathrm{c}} \mathbf{A}(\mathrm{t})\right) \approx \mathrm{V}(\mathbf{r})-\frac{z}{\mathrm{c}} \mathbf{A}(\mathrm{t}) \cdot \nabla \mathrm{V}(\mathbf{r}) \tag{A.47}
\end{equation*}
$$

The time-independent part $\mathrm{V}(\mathbf{r})$ is fully considered via an exponential short-time propagator that must be calculated only once. In contrast, the small nondipole correction is implemented via a Crank-Nicolson propagator, i.e.,

$$
\begin{equation*}
\exp \left(-\mathrm{i} \Delta \mathrm{tH}_{\mathrm{r}}(\mathrm{t})\right) \approx \exp (-\mathrm{i} \Delta \mathrm{tV}(\mathbf{r})) \frac{1+\mathrm{i} \frac{\Delta \mathrm{t}}{2} \frac{\mathrm{z}}{\mathrm{c}} \mathbf{A}(\mathrm{t}) \cdot \nabla \mathrm{V}(\mathbf{r})}{1-\mathrm{i} \frac{\Delta \mathrm{t}}{2} \frac{\mathrm{z}}{\mathrm{c}} \mathbf{A}(\mathrm{t}) \cdot \nabla \mathrm{V}(\mathbf{r})} \tag{A.48}
\end{equation*}
$$

For the evaluation of the second term, a number of multiplications proportional to $\mathrm{N}^{\mathrm{D}}$ is needed in each time step.

The major problem of Cartesian grids is that for given number of grid points N per dimension (that is typically limited by the available numerical capacities) and for a given spacing $\Delta x$ (that must be sufficiently small to resolve the structures close to the ionic core) the spatial extension of the grid is fixed: $\mathrm{L}=\mathrm{N} \Delta x$. Thus, in order to keep the outgoing electron wave packet confined to the simulation volume till the end of the light pulse, a huge number of points per dimension is required.

## Single-grid simulations

In one or two spatial dimensions and for short laser pulses, our numerical capabilities allow to choose a large grid which is enough to contain the wave function till the end of the pulse. Then, the TDSE is simply solved till the end of the light pulse as described above. Afterwards, the contribution of the initial state is removed (similar to Eq. (A.37)). Additionally, a mask function is applied to remove the region around the origin ( $\mathrm{r}<30$ a.u.) that contains contributions of localized bound states, resulting in a state $\left|\tilde{\psi}\left(t_{f}\right)\right\rangle$. To calculate electron momentum distributions $w(\mathbf{p})=|M(\mathbf{p})|^{2}$, we use an eikonal approximation for the scattering states

$$
\begin{equation*}
\psi_{\mathbf{p}}^{(\mathrm{E})}(\mathbf{r})=\frac{1}{(2 \pi)^{\mathrm{D} / 2}} \exp \left[\mathrm{i} \mathbf{p} \cdot \mathbf{r}+\mathrm{i} \int_{0}^{\infty} \mathrm{d} \zeta \mathrm{~V}(\mathbf{r}+\mathbf{p} \zeta)\right] \tag{A.49}
\end{equation*}
$$

To calculate the integral in Eq. (A.49), we divide the potential in a long-range Coulomb part $-\mathrm{Z} / \mathrm{r}$ and a short range part $\mathrm{V}_{\mathrm{S}}(\mathrm{r})$ as in Eq. (A.14). The integral for the short-range part is calculated numerically, whereas the result for a Coulomb potential can be given in closed form

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} \zeta \frac{-\mathrm{Z}}{\sqrt{(\mathbf{r}+\mathbf{p} \zeta)^{2}}}=\frac{\mathrm{Z}}{\mathrm{p}} \ln (\mathbf{p} \cdot \mathbf{r}+\mathrm{pr}) \tag{A.50}
\end{equation*}
$$

where the divergent position-independent contribution of the upper limit is omitted. The probability amplitude $M(\mathbf{p}) \approx\left\langle\psi_{\mathbf{p}}^{(\mathrm{E})} \mid \tilde{\psi}\left(\mathrm{t}_{\mathrm{f}}\right)\right\rangle$ is calculated by numerical integration. This single-grid approach incorporates the effect of the long-range potential on the outgoing electrons in eikonal approximation and, hence, allows for a good quality of electron momentum distributions at low energies.

## Two-grid simulations

For long laser pulses or simulations in 3D, the brute-force numerical approach on a single grid is not possible. In order to simulate electron momentum distributions more efficiently, we follow a scheme
where an inner space around the ionic core and an asymptotic outer space are treated differently [15]. The main idea is to neglect the variation of the ionic potential in the outer part such that the corresponding Hamiltonian is diagonal in momentum representation and, thus, we do not need to access the position information in the outer space.

Formally, the scheme can be described as follows. The electronic state is separated in an inner part $\left|\psi_{\text {in }}(t)\right\rangle$ and an outer part $\left|\psi_{\text {out }}(t)\right\rangle$, i.e., the full state is $|\psi(t)\rangle=\left|\psi_{\text {in }}(t)\right\rangle+\left|\psi_{\text {out }}(t)\right\rangle$. We introduce an absorbing potential $\mathrm{V}_{\mathrm{A}}$ that introduces probability transfer from the inner part to the outer part. To this end, the Schrödinger equation (2.17) is written in two separate equations

$$
\begin{equation*}
\mathrm{i} \frac{\partial}{\partial \mathrm{t}}\left|\psi_{\text {in }}(\mathrm{t})\right\rangle=\mathrm{H}(\mathrm{t})\left|\psi_{\text {in }}(\mathrm{t})\right\rangle-\mathrm{i} \mathrm{~V}_{\mathrm{A}}\left|\psi_{\text {in }}(\mathrm{t})\right\rangle \tag{A.51}
\end{equation*}
$$

for the inner part and

$$
\begin{equation*}
\mathrm{i} \frac{\partial}{\partial \mathrm{t}}\left|\psi_{\text {out }}(\mathrm{t})\right\rangle=\mathrm{H}(\mathrm{t})\left|\psi_{\text {out }}(\mathrm{t})\right\rangle+\mathrm{iV}_{\mathrm{A}}\left|\psi_{\text {in }}(\mathrm{t})\right\rangle \tag{A.52}
\end{equation*}
$$

for the outer part, respectively. For the whole state $|\psi(t)\rangle$, the terms with absorbing potential cancel each other and the common Schrödinger equation (2.17) is retrieved. The initial states are usually located close to the ionic core, i.e., the initial conditions are chosen as $\left|\psi_{\text {in }}\left(t_{A}\right)\right\rangle=\left|\psi\left(t_{A}\right)\right\rangle$ and $\left|\psi_{\text {out }}\left(t_{A}\right)\right\rangle=0$. Equation (A.51) for the inner part can be solved using the split-operator method on Cartesian grids as described above.

The absorbing potential should fulfill two requirements: (i) It should not disturb the dynamics at small distances. (ii) It should provide for efficient absorption and negligible reflection of outgoing electron wave packets. In this work, we use a fourth-order polynomial as absorbing potential [161]

$$
V_{A}(r)=\left\{\begin{array}{ll}
0 & , r<r_{A}  \tag{A.53}\\
\alpha\left(r-r_{A}\right)^{4} & , r \geqslant r_{A}
\end{array} \quad \text { with } \quad \alpha=\frac{(4+1) p_{\max }}{2\left(\Delta r_{A}\right)^{4+1}}(-\log \epsilon)\right.
$$

The absorbing potential starts at a radial distance $r_{A}$ and over a distance of $\Delta r_{A}$ (typically chosen between 30 a.u. and 50 a.u.) outgoing wave packets with momenta specified by $p_{\max }$ are efficiently damped. The parameter $\epsilon$ controls the possible transmission and is usually chosen as $\epsilon=10^{-10}$. The absorbing potential ensures that the inner wave function $\psi_{\text {in }}(\mathbf{r})=\left\langle\mathbf{r} \mid \psi_{\mathrm{in}}\right\rangle$ approximately vanishes at distances $r>r_{A}+\Delta r_{A}$ for all times $t$. Hence, the inner state can be represented on a Cartesian grid with extension $L=2\left(r_{A}+\Delta r_{A}\right)$. A schematic illustration of the setup is shown in Fig. A.4.


Figure A.4: (a) Sketch of the inner grid in a two-grid simulation. Shown is a snapshot of the position-space probability distribution in the presence of a laser pulse, illustrating the absorption of outgoing electron flux. (b) Slice at $y=0$ through the corresponding absorbing potential $\mathrm{V}_{\mathrm{A}}$.

For the outer state $\left|\psi_{\text {out }}(t)\right\rangle$, the last term $\mathrm{i} V_{\mathrm{A}}\left|\psi_{\text {in }}(\mathrm{t})\right\rangle$ in Eq. (A.52) acts as a source term. Up to this point no approximation has been made. In principle, Equation (A.52) could also be solved numerically. In this case, however, the two-grid scheme would be even less efficient than single-grid simulations. The calculations can be simplified, if we assume that (i) the potential $V$ is constant for distances $r \geqslant r_{A}$
and (ii) the outer wave function vanishes at distances $r<r_{A}$. Then, the explicit solution for the time evolution of $\left|\psi_{\text {out }}(t)\right\rangle$ is given by [161]

$$
\begin{equation*}
\left|\psi_{\text {out }}(t)\right\rangle=-i \int_{t_{A}}^{t} d t^{\prime} U_{F}\left(t, t^{\prime}\right) e^{-i V\left(r_{A}\right)\left(t-t^{\prime}\right)} i V_{A}\left|\psi_{\text {in }}\left(t^{\prime}\right)\right\rangle \tag{A.54}
\end{equation*}
$$

with the Volkov propagator $\mathrm{U}_{\mathrm{F}}$ of Eq. (2.34). Condition (ii) is in good approximation fulfilled for recollison-free ionization. In contrast, in field shapes allowing for recollisions such as linearly-polarized mid-infrared fields, outer parts can be driven back and, hence, Equation (A.54) is only an approximation.

In natural gauge of Section 2.2.2, the momentum-space representation of the outer state has the from

$$
\begin{align*}
\tilde{\psi}_{\text {out }}(\mathbf{p}, \mathrm{t}) & =\left\langle\mathbf{p} \mid \psi_{\text {out }}(\mathrm{t})\right\rangle \\
& =\int_{\mathrm{t}_{A}}^{\mathrm{t}} \mathrm{dt}^{\prime} \mathrm{e}^{-\mathrm{i}\left(\frac{1}{2} \int_{\mathrm{t}^{\prime}}^{\mathrm{t}} \mathrm{~d} \zeta \mathbf{v}^{2}(\mathbf{p}, \zeta)+\mathrm{V}\left(\mathrm{r}_{\mathcal{A}}\right)\left(\mathrm{t}-\mathrm{t}^{\prime}\right)\right)} \mathrm{J}\left(\mathbf{p}, \mathrm{t}^{\prime}\right) \tag{A.55}
\end{align*}
$$

with a source term

$$
\begin{equation*}
\mathrm{J}\left(\mathbf{p}, \mathrm{t}^{\prime}\right)=\frac{1}{(2 \pi)^{\mathrm{D} / 2}} \int \mathrm{~d} \mathbf{r} \mathrm{e}^{-\mathrm{i} \cdot \mathbf{r}} \mathrm{~V}_{\mathrm{A}}(\mathbf{r}) \psi_{\mathrm{in}}\left(\mathbf{r}, \mathrm{t}^{\prime}\right) \tag{A.56}
\end{equation*}
$$

In practice, the time integral in Eq. (A.55) is evaluated on-the-fly during the numerical propagation of the inner part (see Eq. (A.51)). The propagation of one time step $\Delta t$ is given by

$$
\begin{equation*}
\tilde{\psi}_{\text {out }}(\mathbf{p}, \mathrm{t}+\Delta \mathrm{t}) \approx \mathrm{e}^{-\mathrm{i}\left(\frac{1}{2} \mathbf{v}^{2}(\mathbf{p}, \mathrm{t}+\Delta \mathrm{t} / 2)+\mathrm{V}\left(\mathrm{r}_{\mathrm{A}}\right)\right) \Delta \mathrm{t}} \tilde{\psi}_{\text {out }}(\mathbf{p}, \mathrm{t})+\Delta \mathrm{t} J(\mathbf{p}, \mathrm{t}+\Delta \mathrm{t}) \tag{A.57}
\end{equation*}
$$

The source term (A.56) is efficiently calculated using a Fast Fourier transformation on Cartesian grids. An advantage of the scheme is that the position representation of the outer state is not required. In addition, the grid in momentum space can be independently chosen. By default, the same grid as for the inner state is used. However, especially in 3D simulations, it is advantageous to calculate additional slices with high resolution [529].

For very long simulation times, all continuum electrons have left the inner region and the probability amplitude for electrons with asymptotic momentum $\mathbf{p}$ is simply given by the momentum-space wave function $\tilde{\psi}_{\text {out }}(\mathbf{p}, t \rightarrow \infty)$ of the outer state. However, for finite final times $t_{f}$, only electrons with momenta $p_{\min }=r_{A} / t_{f}$ have classically reached the absorber region. To extract the remaining photoelectrons from the inner state at a finite time $t_{f}$, it can be beneficial to use a projection on eikonal states as described for the single-grid scheme.

In solution of the TDSE beyond the dipole approximation, we considered a $1 / \mathrm{c}$-expansion of the Hamiltonian (see Eq. (2.24)). However, in principle, in multi-cycle laser pulses as used in Chapter 7 retardation effects could accumulate. Here, we give a brief sketch how to estimate the importance of these higher-order effects by using the two-grid scheme. Up to Eq. (A.54) no explicit form of the Hamiltonian has been used. The inner part is restricted to a length scale of $r_{A}+\Delta r_{A}$. Hence, if $r_{A}+\Delta r_{A} \ll \lambda$, retardation effects can be neglected and it is appropriate to approximate the Hamiltonian in $1 / c$. However, in the outer part, the released electron wave packets travel large distances. Thus, a $1 / \mathrm{c}$ approximation seems at first questionable and instead the Hamiltonian of Eq. (2.20) should be considered. In the twogrid scheme, this changes only the Volkov propagator $\mathrm{U}_{\mathrm{F}}$ in Eq. (A.54). For the Hamiltonian (2.20) with $\mathrm{V}=0$, a construction of this "full" propagator was given in Ref. [190]. Importantly, the "full" solution depends on the light-cone coordinate $\eta=t-z / c$ whereas the solution of Eq. (2.34) depends on the time $t$. Hence, at large distances $z$, both solutions will differ when the light pulse is present. However, after the end of this pulse (when the electron momentum distributions are evaluated), this problem is cured. We find that, for $p_{z} \ll c$ and sufficiently small $r_{A}+\Delta r_{A}$, the "full" propagator results only in an additional function $\mathrm{G}\left(\mathbf{p}, \mathrm{t}^{\prime}-z / \mathrm{c}\right)$ in Eq. (A.56) compared to the $1 / \mathrm{c}$ expansion. For selected laser conditions, we explicitly calculated G as introduced in Ref. [190] and found much smaller higher-order corrections than the nondipole corrections that are already included in the Hamiltonian of Eq. (2.24). Hence, we expect that when the electron does not interact with an ionic potential over large distances (in the order to the wavelength), the higher-order corrections due to retardation effects can be neglected.

## Calculation of eigenstates states

Typically, the electronic system starts out in an energy eigenstate before the light pulse arrives. In such a situation, the initial states should be stationary in the absence of external fields, i.e., this means that the states should only change by a purely time-dependent phase factor. Thus, for vanishing electric-field strength, there should not be any outgoing electron flux which could spoil an actual electron momentum distribution. This is in particular important for simulations of regions in the momentum distributions with low probability such as the high-energy rescattering region.

One frequently-used approach to determine the initial states is to propagate an (almost) arbitrary state $\left|\psi_{\text {trial }}\right\rangle$ in imaginary time. Since the trial state can be expanded in terms of eigenstates $|n\rangle$ of the field-free Hamiltonian $\mathrm{H}_{0}$

$$
\begin{equation*}
\left|\psi_{\text {trial }}\right\rangle=\sum_{n} c_{n}|n\rangle \quad \text { with } H_{0}|n\rangle=E_{n}|n\rangle, \tag{A.58}
\end{equation*}
$$

the imaginary time propagation is given by

$$
\begin{equation*}
e^{-\tau \mathrm{H}_{0}}\left|\psi_{\text {trial }}\right\rangle=\sum_{n} c_{n} e^{-\tau E_{n}}|n\rangle . \tag{A.59}
\end{equation*}
$$

Hence, the contributions of the different eigenstates are suppressed according to their energy eigenvalue $E_{n}$. For large times $\tau$, the eigenstate with the lowest energy ${ }^{5}$ dominates the expansion in Eq. (A.59). By repeating iteratively this approach, excited states can be found in the orthogonal complement of the known bound states with lower or equal energy. Usually, an implementation is based on the repeated application of the short-time propagator (with an imaginary time step $\Delta t=-i \Delta \tau$ ).

However, as pointed out in Ref. [530] for the Fourier split-operator method, the eigenstates of the Hamiltonian $\mathrm{H}_{0}$ and also the states resulting from imaginary-time propagation are not exactly stationary under numerical real-time propagation based on the approximated short-time propagator of Eq. (A.23). To circumvent this difficulty, the eigenstates of the approximated real-time short-time propagator (A.23) with nonzero time step $\Delta t$ can be used as initial states of the subsequent real-time propagation in the presence of the field [530]. To this end, the power method can be applied with the operator $e^{-\mathrm{i} \Delta \mathrm{tH}_{0}}+\mathrm{i} 1$, i.e., this operator is repeatedly applied to the trial state. Here, $\mathbf{1}$ is the identity operator. The resulting "eigenstates" depend on the used time step $\Delta t$. They are different from the eigenstates of $\mathrm{H}_{0}$ which are only retrieved in the limit of a vanishing time step $\Delta \mathrm{t} \rightarrow 0$. For nonzero time steps $\Delta \mathrm{t}$, we found that the results of time-dependent simulations with initial states chosen as eigenstates of the short-time propagator resemble the limit of vanishing time step best. In the actual implementation, we first prepare roughly an initial state by using the imaginary-time propagation. Afterwards, this result is refined by means of the power method with the operator $e^{-\mathrm{i} \Delta t \mathrm{H}_{0}}+\mathrm{iII}$.


Figure A.5: (a) Radial momentum distribution in the polarization plane and (b) corresponding angular distribution for hydrogen ionized by short circularly-polarized laser pulses ( 800 nm central wavelength, $1 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity, cos ${ }^{2}$ envelope of two cycles duration). The lines correspond to results from different schemes for the numerical solution of the TDSE (see main text).

[^89]
## Comparison of results from different propagation schemes

To test the propagation schemes, we consider the circularly-polarized attoclock setup of Chapter 5 and performed simulations based on the pseudospectral method (see Section A.2.1) and the Fourier splitoperator method on two Cartesian grids (see Section A.2.2). The result of the pseudospectral method is stable against changes of the numerical parameters and, thus, serves as a benchmark. For the Fourier split-operator method, we choose common numerical parameters with an inner grid spanning 409.6 a.u. in each dimension, a spacing of $\Delta x=0.4$ a.u. and a time step of 0.03 a.u. Except for a slightly too small yield, the angular distributions are in perfect agreement with the benchmark results (see Fig. A.5(b)). We performed two simulations using the Fourier split-operator method. The same radius $r_{A}=150$ a.u. was used in both cases, but the ionic potential was treated differently at large distances:

- For the "flat" choice, the variation of the potential is considered at distances $r \leqslant r_{A}$, but the potential is set to a constant $V\left(r_{A}\right)<0$ for $r>r_{A}$. Hence, the deceleration of the electron wave packet by the Coulomb tail is neglected, introducing an error of about $\Delta \mathrm{E}=-\mathrm{Z} / \mathrm{r}_{\mathrm{A}}$ in the final electron kinetic energy. As a result, the radial momentum distribution in Fig. A.5(a) is centered at slightly too large momenta.
- For the "truncated" choice, the true potential is turned off using a $\sin ^{2}$ function at a short distance before the absorber starts. Hence, in principle, the wave packet is decelerated. However, depending on the exact laser field, we find that the field-induced motion can change the direction of the electrons at distances $r>r_{A}$ such that the deceleration happens effectively in a wrong direction.

These effects are also visible in electron momentum distribution from a bicircular attoclock configuration as introduced in Section 5.3 (Fig. A.6). However, for common choices of the absorber distance $r_{A}$, we find that the "truncation" of the potential artificially deforms the shape of the outgoing wave packets. Hence, numerical errors in highly-differential observables such as the momentum-dependent attoclock shift are enhanced. For selected laser conditions, we verified that this error vanishes with increasing distance $r_{A}$. Overall, depending on the concrete physical observable and laser parameters under study, it can be advantageous to either use the "flat" or the "truncated" choice of the potential.


Figure A.6: (a) Slice through the photoelectron momentum distribution (at $p_{y}=0$ ) and (b) momentum-dependent attoclock shift as a function of $p_{x}+A_{x}(0)$ for ionization of 2 D helium in a bicircular attoclock configuration with $4 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ intensity and 800 nm effective wavelength (see Section 5.3). The shown results are calculated using the single-grid method or the two-grid method. In the latter cases, a distance of $r_{A}=150$ a.u. is used. For the "truncated" choice, the potential is damped out over a distance of 50 a.u. before the absorber starts.

## A.2.3 Choice of the potential

The effective potential used in single-active-electron simulations describes the interaction of the active electron with the nuclei (or nucleus for an atom) as well as an averaged effect of other electrons in multielectron systems. In strong-field physics, two basic requirements on the potential are that (i) the correct ionization energy of the real electronic system is retrieved and (ii) the correct behavior of the

|  | Z | $\mathrm{a}_{1}$ | $\mathrm{a}_{2}$ | $\mathrm{a}_{3}$ | $\mathrm{a}_{4}$ | $\mathrm{a}_{5}$ | $\mathrm{a}_{6}$ | $\mathrm{I}_{\mathrm{p}}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| H | 1.0 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.500 |
| He | 1.0 | 1.231 | 0.662 | -1.325 | 1.236 | -0.231 | 0.480 | 0.904 |
| Ne | 1.0 | 8.069 | 2.148 | -3.570 | 1.986 | 0.931 | 0.602 | 0.793 |
| Ar | 1.0 | 16.039 | 2.007 | -25.543 | 4.525 | 0.961 | 0.443 | 0.580 |
| Xe | 1.0 | 51.356 | 2.112 | -99.927 | 3.737 | 1.644 | 0.431 | 0.445 |

Table A.1: Parameters for the Tong-Lin potential (A.60) reprinted from [326].
potential is resembled for large distances $r$. In addition, depending on the studied physical processes, other potential-dependent quantities such as the eigenenergies of excited states or the field-free differential cross section for electron scattering can be important. For atoms, a common choice is the Tong-Lin potential

$$
\begin{equation*}
V(r)=-\frac{Z+a_{1} e^{-a_{2} r}+a_{3} r e^{-a_{4} r}+a_{5} e^{-a_{6} r}}{r} \tag{A.60}
\end{equation*}
$$

that is obtained by approximation of the single-particle potentials from density functional theory [531]. The charge $Z$ determines the behavior $-Z / r$ at large distances $r$ whereas the potential reduces to $-Z_{\text {core }} / r$ at small distances $r$ with the core charge $Z_{\text {core }}=Z+a_{1}+a_{5}$. The parameters for atoms used in this thesis are reprinted in Table A.1.

The singularity at $r \rightarrow 0$ of the potential causes difficulties in the numerical solution of the TDSE with the Fourier split-operator method and, hence, should be avoided. Similar to Ref. [161], we convert the potential into a pseudopotential as described in Ref. [532]. The pseudopotential matches the original potential at distances larger than a cutoff radius $r_{c l}$, but it is approximated by polynomials at shorter distances. To this end, a bound state $\phi_{n, l, m}(\mathbf{r})=R_{n, l}(r) Y_{l}^{m}(\theta, \phi)$ is selected whose binding energy $E_{n, l}$ shall be exactly retrieved in the pseudopotential. For the pseudopotential, a modified radial part of this wave function is then defined as

$$
R_{n, l}^{P P}(r)= \begin{cases}R_{n, l}(r) & , r>r_{c l}  \tag{A.61}\\ r^{l} \exp \left(p_{n, l}(r)\right) & , r \leqslant r_{c l}\end{cases}
$$

with a polynomial

$$
\begin{equation*}
p_{n, l}(r)=c_{0}+c_{2} r^{2}+c_{4} r^{4}+c_{6} r^{6}+c_{8} r^{8}+c_{10} r^{10}+c_{12} r^{12} . \tag{A.62}
\end{equation*}
$$

The coefficients are determined by the conditions that (i) the norm of the wave function is conserved, (ii) the curvature of the screened pseudopotential at the origin vanishes and (iii) the pseudo wave function is continuous up to the fourth derivative at $r_{c l}$. The assumption that the constructed wave function $R_{n, l}^{P P}(r)$ should be an eigenstate of the pseudopotential $V_{n, l}^{P P}(r)$ with the correct eigenenergy $E_{n, l}$ fully determines this potential. Hence, using the pseudo wave function (A.61) and the radial Schrödinger equation (A.25), the potential is derived

$$
V_{n, l}^{P P}(r)= \begin{cases}V(r) & , r>r_{c l}  \tag{A.63}\\ E_{n, l}+\frac{l+1}{r} p_{n, l}^{\prime}(r)+\frac{p_{n, l}^{\prime \prime}(r)+\left(p_{n, l}^{\prime}(r)\right)^{2}}{2} & , r \leqslant r_{c l}\end{cases}
$$

By construction the pseudopotentials depend on the selected state and the cutoff radius $r_{c l}$. The coefficients of the potentials are given in Table A. 2 for the targets used in this thesis. Unfortunately, with the coefficients presented in Ref. [161], the fourth-order derivatives of the radial functions and, hence, the second-order derivatives of the potentials were not continuous. Except for the simulations on xenon discussed in Chapter 8, the coefficients of Ref. [161] are used throughout this thesis. For completeness, the corrected coefficients are shown in Table A.2. For light targets such as helium and neon, the differences in the coefficients can be neglected. For heavier targets such as argon and xenon, we only considered recollision-free ionization and, hence, expect negligible modifications of the observables for the corrected coefficients.

|  | state | $\mathrm{r}_{\mathrm{cl}}$ | $\mathrm{c}_{2}$ | $\mathrm{c}_{4}$ | $\mathrm{c}_{6}$ | $\mathrm{c}_{8}$ | $\mathrm{c}_{10}$ | $\mathrm{c}_{12}$ | comments |
| :--- | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| H | 1 s | 1.5 | $-7.26210^{-1}$ | $-1.05510^{-1}$ | $2.86210^{-1}$ | $-1.54910^{-1}$ | $3.72210^{-2}$ | $-3.44410^{-3}$ |  |
| He | 1 s | 1.5 | $-1.22710^{+0}$ | $-3.01310^{-1}$ | $6.55510^{-1}$ | $-3.49810^{-1}$ | $8.37610^{-2}$ | $-7.73610^{-3}$ | from $[161]$ |
| He | 1 s | 1.5 | $-1.22910^{+0}$ | $-3.02110^{-1}$ | $6.59710^{-1}$ | $-3.53310^{-1}$ | $8.48710^{-2}$ | $-7.86410^{-3}$ |  |
| Ne | 2 p | 1.5 | $-2.12910^{+0}$ | $-6.47310^{-1}$ | $1.33610^{+0}$ | $-7.05510^{-1}$ | $1.67610^{-1}$ | $-1.53710^{-2}$ | from $[161]$ |
| Ne | 2 p | 1.5 | $-2.13810^{+0}$ | $-6.53310^{-1}$ | $1.35910^{+0}$ | $-7.23310^{-1}$ | $1.73110^{-1}$ | $-1.59910^{-2}$ |  |
| Ar | 3 p | 1.5 | $-5.27010^{-1}$ | $-3.96710^{-2}$ | $-5.40010^{-2}$ | $5.30210^{-2}$ | $-1.52010^{-2}$ | $1.50310^{-3}$ | from $[161]$ |
| Ar | 3 p | 1.5 | $-5.03010^{-1}$ | $-3.61410^{-2}$ | $-8.00010^{-2}$ | $7.16410^{-2}$ | $-2.06310^{-2}$ | $2.08810^{-3}$ |  |
| Xe | 5 p | 2.0 | $1.42310^{-1}$ | $-2.89310^{-3}$ | $-6.71110^{-2}$ | $2.23810^{-2}$ | $-2.97010^{-3}$ | $1.46710^{-4}$ | from $[161]$ |
| Xe | 5 p | 2.0 | $1.71210^{-1}$ | $-4.18510^{-3}$ | $-7.40110^{-2}$ | $2.53810^{-2}$ | $-3.47210^{-3}$ | $1.77410^{-4}$ |  |

Table A.2: Relevant parameters for the pseudopotential of Eq. (A.63) calculated based on the indicated states. The coefficients obtained in Ref. [161] are reprinted.

We consider the Coulomb potential for hydrogen and the Tong-Lin potential for xenon as examples. The original potentials and their corresponding pseudopotentials are shown in Fig. A.7(a). The radial wave functions for the 1 s state in hydrogen and the 5 p state in xenon as well as the corresponding pseudo wave functions are depicted in Fig. A.7(b). For hydrogen, both functions have the same overall shape. In contrast, we use a cutoff radius $r_{c l}$ larger than the outermost node of the radial wave function for xenon, resulting in a pseudo wave function without nodes. By construction, both wave functions agree for distances larger than the cutoff radius. Hence, for nonresonant recollision-free strong-field ionization, the correct physical properties are reproduced by the pseudopotentials. To illustrate this, we consider the attoclock offset angles as well as the ionization probabilities for strong-field ionization of hydrogen by short circularly-polarized laser pulses as discussed in Chapter 5. For a fixed wavelength of 800 nm , the results are shown as a function of the intensity in Fig. A.8. For all intensities, reaching from the high-intensity region dominated tunneling down to nonadiabatic ionization in weaker fields, the results for the Coulomb potential and the pseudopotential are in perfect agreement. Even for the lowest considered intensity of $0.14 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$, the attoclock angles differ by less than $0.2^{\circ}$.

## A.2.4 Focal-volume averaging

In a typical strong-field experiment, a laser beam is focused onto a gas target. Hence, the field strength experienced by the electrons depends on the position of the target atom in the laser focus. Usually, the length scale of intensity change over the focus is much larger than the distance traveled by the photoelectrons during their propagation in subpicosecond laser pulses. Hence, on a microscopic scale, the laser beam can be approximated as a plane wave with spatially constant intensity. The intensity volume effect can then be considered by averaging the observables over the different intensities contained in the focus (see for example Ref. [533]).


Figure A.7: (a) Coulomb potential for hydrogen and Tong-Lin potential for xenon and corresponding pseudopotentials with cutoff radii $r_{c l}=1.5$ a.u. and $r_{c l}=2.0$ a.u., respectively. (b) Radial wave functions $\chi(r)=r R(r)$ for the 1 s state in hydrogen and the 5 p state in xenon as well as their corresponding pseudo wave functions.


Figure A.8: (a) Offset angles and (b) total ionization probability as a function of the intensity for ionization of hydrogen in a circular attoclock configuration based on a two-cycle circularly-polarized laser pulse ( 800 nm central wavelength) similar to Fig. 5.1(b). The TDSE results for a bare Coulomb potential $-1 / \mathrm{r}$ and for the corresponding pseudopotential with cutoff radius $\mathrm{r}_{\mathrm{cl}}=1.5$ a.u. are calculated using the pseudospectral method. For comparison, the results of Ref. [352] as well as the set of results labeled H2 in Ref. [213] are reprinted in panel (a) (gray points).

A photoelectron momentum distribution at a given laser intensity I is denoted as $w(\mathbf{p} ; \mathrm{I})$. For a given spatial peak intensity $I_{\text {peak }}$, the focal-volume-averaged distribution is then given by

$$
\begin{equation*}
w_{\mathrm{av}}(\mathbf{p})=\int_{0}^{\mathrm{I}_{\text {peak }}} w(\mathbf{p} ; \mathrm{I})\left[-\frac{\partial \mathrm{V}\left(\mathrm{I}_{\text {peak }}, \mathrm{I}\right)}{\partial \mathrm{I}}\right] \mathrm{dI} . \tag{A.64}
\end{equation*}
$$

Here, $\mathrm{V}\left(\mathrm{I}_{\text {peak }}, \mathrm{I}\right)$ is the cumulated volume function, defined as the spatial volume in the laser focus occupied by intensities between $I$ and $I_{\text {peak }}$. For a Gaussian focus in 3D, the cumulated volume function can be written analytically as (up to a multiplicative factor)

$$
\begin{equation*}
\mathrm{V}\left(\mathrm{I}_{\text {peak }} \mathrm{I}\right) \propto \frac{4}{3}\left[\frac{\mathrm{I}_{\text {peak }}}{\mathrm{I}}-1\right]^{1 / 2}+\frac{2}{9}\left[\frac{\mathrm{I}_{\text {peak }}}{\mathrm{I}}-1\right]^{3 / 2}-\frac{4}{3} \arctan \left[\frac{\mathrm{I}_{\text {peak }}}{\mathrm{I}}-1\right]^{1 / 2} \tag{A.65}
\end{equation*}
$$

and, thus, the weight in Eq. (A.64) reads [534]

$$
\begin{equation*}
-\frac{\partial \mathrm{V}\left(\mathrm{I}_{\text {peak }}, \mathrm{I}\right)}{\partial \mathrm{I}} \propto \sqrt{\mathrm{I}_{\text {peak }}-\mathrm{I}}\left[2 \mathrm{I}+\mathrm{I}_{\text {peak }}\right] \frac{1}{\mathrm{I}^{5 / 2}} . \tag{A.66}
\end{equation*}
$$

## A. 3 Strong-field approximation beyond the dipole approximation

The strong-field approximation offers a simplified description of recollision-free strong-field ionization. This can help to understand qualitatively the underlying physical mechanism. The aim of this section is to derive an analytical expression for the released electron wave packet based on strong-field approximation beyond the dipole approximation. To this end, the results from SFA in saddle-point approximation are expanded in powers of the Keldysh parameter $\gamma$. We consider only direct ionization as introduced in Section 2.3 and an initial 1s state of the electron. All equations are only consistent to first order in $1 / \mathrm{c}$.

The probability amplitude of Eq. (2.40) in length gauge is evaluated in saddle-point approximation (see Section 2.3.1). For each final momentum $p$, only a single saddle-point time $t_{s}^{\prime}=t_{r}^{\prime}+i t_{i}^{\prime}$ is considered. The corresponding saddle-point equation reads

$$
\begin{equation*}
\frac{1}{2}\left[\mathbf{p}+\mathbf{A}\left(\mathrm{t}_{\mathrm{s}}^{\prime}\right)+\frac{\mathbf{e}_{z}}{\mathrm{c}}\left(\mathbf{p} \cdot \mathbf{A}\left(\mathrm{t}_{\mathrm{s}}^{\prime}\right)+\frac{1}{2} \mathbf{A}^{2}\left(\mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)\right]^{2}+\mathrm{I}_{\mathrm{p}}=0 \tag{A.67}
\end{equation*}
$$

Under these assumptions, the photoelectron momentum distribution has the following form

$$
\begin{equation*}
w_{\mathrm{SFA}}(\mathbf{p}) \propto \frac{1}{\left|\ddot{\mathrm{~S}}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}_{s}^{\prime}\right)\right|^{\alpha}} e^{-2 \operatorname{Im} \mathrm{~S}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)} \tag{A.68}
\end{equation*}
$$

with the nondipole action of Eq. (2.41) given by

$$
\begin{equation*}
S_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}^{\prime}\right)=-\int_{\mathrm{t}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{dt} \frac{1}{2}\left[\mathbf{p}+\mathbf{A}(\mathrm{t})+\frac{\mathbf{e}_{z}}{\mathrm{c}}\left(\mathbf{p} \cdot \mathbf{A}(\mathrm{t})+\frac{1}{2} \mathbf{A}^{2}(\mathrm{t})\right)\right]^{2}+\mathrm{I}_{\mathrm{p}}\left(\mathrm{t}^{\prime}-\mathrm{t}_{\mathrm{A}}\right) \tag{A.69}
\end{equation*}
$$

The power $\alpha$ depends on the chosen gauge. Following the recipe in Ref. [194] to treat the pole in the matrix element, we have $\alpha=1+Z / \sqrt{2 I_{p}}$ in length gauge (2.26) with $Z$ being the asymptotic charge.

The initial probability distribution at the tunnel exit can be extracted based on the classical backpropagation method (introduced in Section 5.2.4). To this end, the asymptotic phase-space distribution is classically propagated back in time until the time $t_{r}^{\prime}$ is reached for each trajectory. ${ }^{6}$ In this potentialfree setting, the classical mapping between the initial velocities $\mathbf{v}_{0}$ at the tunnel-exit position and the final momenta $\mathbf{p}$ is given by (see Eqs. (8.2) and (8.3))

$$
\begin{equation*}
\mathbf{v}_{0}=\mathbf{p}+\mathbf{A}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right)+\frac{\mathbf{e}_{z}}{2 \mathrm{c}}\left[\left(\mathbf{p}+\mathbf{A}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right)\right)^{2}-\mathbf{p}^{2}\right]=\mathbf{p}+\mathbf{A}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right)+\frac{\mathbf{e}_{z}}{2 \mathrm{c}}\left[\mathbf{v}_{0}^{2}-\mathbf{p}^{2}\right] \tag{A.70}
\end{equation*}
$$

In addition, the relation between the times $t_{r}^{\prime}$ and the momenta $p$ is defined by the saddle-point equation (A.67). Hence, a mapping between the final momenta $\mathbf{p}$ and the initial coordinates is established: $\left(t_{r}^{\prime}, v_{0, \perp}, v_{0, z}\right)=\mathbf{D}(\mathbf{p})$. The probability distribution of the initial coordinates $\left(t_{r}^{\prime}, v_{0, \perp}, v_{0, z}\right)$ is defined as (see Eq. (5.16))

$$
\begin{equation*}
w_{\mathrm{ini}}\left(\mathrm{t}_{\mathrm{r}}^{\prime}, v_{0, \perp}, v_{0, z}\right)=\frac{w_{\mathrm{SFA}}(\mathbf{p})}{\left|\operatorname{det} \mathbf{D}^{\prime}(\mathbf{p})\right|} \tag{A.71}
\end{equation*}
$$

Here, we introduced the Jacobi matrix $\mathbf{D}^{\prime}$ of the mapping $\mathbf{D}$ with respect to $\mathbf{p}$. The distribution of Eq. (A.71) can be used to calculate observables at the tunnel exit such as the average $\left\langle v_{0, z}\right\rangle\left(t_{r}^{\prime}, v_{0, \perp}\right)$ of the initial velocity in the light-propagation direction as a function of the release time $t_{r}^{\prime}$ and the velocity component in the polarization plane $v_{0, \perp}$ (see Eq. (8.15)).

## A.3.1 Adiabatic expansion of the saddle-point times

It is advantageous to measure the different quantities in the natural scales of strong-field ionization (see Section 2.1). Two different time scales appear: (i) the Keldysh time $\sqrt{2 \mathrm{I}_{\mathrm{p}}} / \mathrm{E}_{0}$ for a characteristic field strength $E_{0}$ and (ii) an optical cycle of the laser field $T_{\omega}=2 \pi / \omega$. Their ratio indicates the ionization regime and is usually represented by the dimensionless Keldysh parameter $\gamma=\sqrt{2 \mathrm{I}_{\mathrm{p}}} \omega / \mathrm{E}_{0}$. Here, we use the same system of units as in Ref. [161]. ${ }^{7}$ Real times are measured in units of the inverse frequency $\left(\mathrm{t}_{r}^{\prime}=\tilde{\mathfrak{t}}_{\mathrm{r}}^{\prime} / \omega\right)$, but imaginary times in units of the Keldysh time $\left(\mathrm{t}_{\mathrm{i}}^{\prime}=\sqrt{2 \mathrm{I}_{\mathrm{p}}} / \mathrm{E}_{0} \tilde{\mathrm{t}}_{\mathfrak{i}}^{\prime}\right)$. A dimensionless velocity is defined as $\mathbf{v}=\sqrt{2 I_{p}} \tilde{\mathbf{v}}$. If we denote the $n$th derivative of the electric field as $E^{(n)}(t)$, we write $\mathbf{E}^{(n)}(\mathrm{t})=\mathrm{E}_{0} \omega^{\mathrm{n}} \tilde{\mathbf{E}}^{(n)}(\mathrm{t})$. Following the ideas in Refs. [161, 209-211, 535], we derive a simplification of the SFA expressions close to the adiabatic limit.

To this end, we expand the vector potential around the real part $t_{r}^{\prime}$ of the saddle-point time [536]

$$
\begin{equation*}
\mathbf{A}\left(\mathrm{t}_{\mathrm{r}}^{\prime}+\mathrm{i} \tau\right)=\mathbf{A}\left(\mathrm{t}_{r}^{\prime}\right)-\sqrt{2 \mathrm{I}_{\mathrm{p}}} \sum_{n=1}^{\infty} \frac{\gamma^{n-1} \tilde{\mathbf{E}}^{(n-1)}\left(\mathrm{t}_{r}^{\prime}\right)}{n!}(\mathrm{i} \tilde{\tau})^{n} \quad \text { for } \tau \in \mathbb{R} \tag{A.72}
\end{equation*}
$$

In the sum, we expressed the various quantities in the new system of units. Hence, an expansion in imaginary time can also be viewed as an expansion in the Keldysh parameter $\gamma$. This opens the possibility to derive expressions for different observables in the adiabatic limit ( $\gamma \rightarrow 0$ ), and to include successively leading-order nonadiabatic corrections in $\gamma$. For simplicity, we omit the argument $t_{r}^{\prime}$ of the fields. In addition, we define an auxiliary velocity

$$
\begin{equation*}
\tilde{\mathbf{w}}=\tilde{\mathbf{v}}_{0}+\frac{1}{2} \gamma \tilde{\mathbf{E}}^{\prime} \tilde{\mathfrak{t}}_{i}^{\prime 2} \tag{A.73}
\end{equation*}
$$

[^90]Even though this has no direct physical meaning, it simplifies the calculations. Inserting the expansion (A.72) in the saddle-point equation (A.67) and keeping only terms up to first order in $\gamma$ (and to first order in $1 / \mathrm{c}$ ), we find

$$
\begin{equation*}
1+\tilde{\mathbf{w}}^{2}-\tilde{\mathrm{t}}_{\mathrm{i}}^{\prime 2} \tilde{\mathbf{E}}^{2}\left(1+\frac{w_{z}}{c}\right)+\frac{w_{z}}{c} \gamma \tilde{\mathrm{t}}_{i}^{\prime 2} \tilde{\mathbf{w}} \cdot \tilde{\mathbf{E}}^{\prime}-2 i \tilde{\mathrm{t}}_{i}^{\prime} \tilde{\mathbf{w}} \cdot \tilde{\mathbf{E}}\left(1+\frac{w_{z}}{c}\right) \approx 0 \tag{A.74}
\end{equation*}
$$

Separation into real part and imaginary part, the saddle-points have to fulfill

$$
\begin{equation*}
\tilde{\mathbf{w}} \cdot \tilde{\mathbf{E}}=0 \tag{A.75}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\tilde{\mathbf{t}}_{i}^{\prime}=\sqrt{\frac{1+\tilde{\mathbf{w}}^{2}}{\left(1+\frac{w_{z}}{c}\right) \tilde{\mathbf{E}}^{2}-\gamma \frac{w_{z}}{c} \tilde{\mathbf{w}} \cdot \tilde{\mathbf{E}}^{\prime}}} \approx \sqrt{\frac{1+\tilde{\mathbf{w}}^{2}}{\left(1+\frac{w_{z}}{c}\right) \tilde{\mathbf{E}}^{2}}}\left(1+\frac{1}{2} \gamma \frac{w_{z}}{c} \frac{\tilde{\mathbf{w}} \cdot \tilde{\mathbf{E}}^{\prime}}{\tilde{\mathbf{E}}^{2}}\right) \tag{A.76}
\end{equation*}
$$

For a given real part $\tilde{\mathfrak{t}}_{r}^{\prime}$ of the saddle-point time, Equation (A.75) selects all possible auxiliary momenta $\tilde{\mathbf{w}}$. For each possible $\tilde{\mathbf{w}}$, the corresponding imaginary part of the saddle-point time is then given by Eq. (A.76). To reconstruct the associated physical initial velocity $\tilde{\mathbf{v}}_{0}$, Equation (A.73) is used.

Implicitly, the expansion contains higher-order terms in the Keldysh parameter $\gamma$. However, the solutions are only correct to first order in $\gamma$. In the adiabatic limit $\gamma \rightarrow 0$, the auxiliary velocity $\mathbf{w}$ approaches the initial velocity $\mathbf{v}_{0}$ and the saddle-point solutions are defined by

$$
\begin{equation*}
\mathbf{v}_{0} \cdot \mathbf{E}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right)=0, \quad \mathrm{t}_{\mathrm{i}}^{\prime}=\sqrt{\frac{\mathbf{v}_{0}^{2}+2 \mathrm{I}_{\mathrm{p}}}{\left(1+\frac{v_{0, z}}{c}\right) \mathbf{E}^{2}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right)}} \tag{A.77}
\end{equation*}
$$

The first equation is the well-known condition for the initial velocity in adiabatic tunneling (see Eq. (2.47)). It is unaffected by the nondipole corrections.

## A.3.2 Adiabatic expansion of the wave packet

The ionization probability in Eq. (A.68) is dominated by the imaginary part of the action (A.69). To derive an approximation for $\operatorname{ImS}_{\text {SFA }}$, we measure the imaginary part of the action in $\left(2 I_{p}\right)^{3 / 2} / E_{0}$, i.e., $\operatorname{ImS} S_{\text {SFA }}=\left(2 I_{p}\right)^{3 / 2} / E_{0} \operatorname{Im} \tilde{S}_{\text {SFA }}$. The imaginary part of the action is then approximately evaluated by inserting the expansion of Eq. (A.72) into Eq. (A.69). Keeping only terms to first order in the Keldysh parameter $\gamma$ and in $1 / c$, we find

$$
\begin{align*}
2 \operatorname{Im} \tilde{S}_{\mathrm{SFA}} & =\tilde{\mathrm{t}}_{i}^{\prime}+\frac{\mathrm{E}_{0}}{\left(2 \mathrm{I}_{\mathrm{p}}\right)^{3 / 2}} \operatorname{Re} \int_{0}^{\mathrm{t}_{i}^{\prime}} \mathrm{d} \tau\left[\mathbf{p}+\mathbf{A}\left(\mathrm{t}_{r}^{\prime}+\mathbf{i} \tau\right)+\frac{\mathbf{e}_{z}}{\mathrm{c}}\left(\mathbf{p} \cdot \mathbf{A}\left(\mathrm{t}_{r}^{\prime}+\mathrm{i} \tau\right)+\frac{1}{2} \mathbf{A}^{2}\left(\mathrm{t}_{r}^{\prime}+\mathbf{i} \tau\right)\right)\right]^{2} \\
& =\tilde{\mathfrak{t}}_{i}^{\prime}+\int_{0}^{\tilde{t}_{i}^{\prime}} \mathrm{d} \tilde{\tau}\left(\tilde{\mathbf{v}}_{0}^{2}-\left(1+\frac{v_{0, z}}{\mathrm{c}}\right)\left[\tilde{\mathbf{E}}^{2}-\gamma \tilde{\mathbf{v}}_{0} \cdot \tilde{\mathbf{E}}^{\prime}\right] \tilde{\tau}^{2}\right)+\mathcal{O}\left(\gamma^{2}, \frac{1}{\mathrm{c}^{2}}\right)  \tag{A.78}\\
& =\left[1+\tilde{\mathbf{v}}_{0}^{2}\right] \tilde{\mathrm{t}}_{i}^{\prime}-\frac{1}{3}\left(1+\frac{v_{0, z}}{\mathrm{c}}\right)\left[\tilde{\mathbf{E}}^{2}-\gamma \tilde{\mathbf{v}}_{0} \cdot \tilde{\mathbf{E}}^{\prime}\right] \tilde{\mathrm{t}}_{\mathrm{i}}^{\prime 3}+\mathcal{O}\left(\gamma^{2}, \frac{1}{\mathrm{c}^{2}}\right)
\end{align*}
$$

This expression is then evaluated at the approximate saddle-point times of Eq. (A.76). Since we are only interested in the first-order nonadiabatic corrections, the relation (A.73) between $\tilde{\mathbf{w}}$ and $\tilde{\mathbf{v}}_{0}$ can be used to eliminate $\tilde{\mathbf{w}}$. The imaginary part of the action is approximated as

$$
\begin{equation*}
2 \operatorname{Im} \tilde{S}_{\mathrm{SFA}}=\frac{2}{3} \frac{\left[1+\tilde{\mathbf{v}}_{0}^{2}\right]^{3 / 2}}{\sqrt{\left(1+\frac{v_{0, z}}{c}\right)\left[\tilde{\mathbf{E}}^{2}-\gamma \tilde{\mathbf{v}}_{0} \cdot \tilde{\mathbf{E}}^{\prime}\right]}}+\mathcal{O}\left(\gamma^{2}, \frac{1}{\mathrm{c}^{2}}\right) . \tag{A.79}
\end{equation*}
$$

To be consistent, the result is expanded to first-order in $\gamma$ and expressed again in atomic units

$$
\begin{align*}
2 \operatorname{Im} S_{\mathrm{SFA}} & =\frac{2}{3} \frac{\left[2 \mathrm{I}_{\mathrm{p}}+\mathbf{v}_{0}^{2}\right]^{3 / 2}}{\sqrt{\left(1+\frac{v_{0, z}}{c}\right) \mathbf{E}^{2}}}\left(1+\frac{1}{2} \frac{\mathbf{v}_{0} \cdot \dot{\mathbf{E}}}{\mathbf{E}^{2}}\right)+\mathcal{O}\left(\gamma^{2}, \frac{1}{\mathbf{c}^{2}}\right)  \tag{A.80}\\
& =\frac{2}{3} \frac{\left[2 \mathrm{I}_{p}+v_{0, \perp}^{2}+\left(v_{0, z}-\frac{1}{3 c}\left[\mathrm{I}_{p}+\mathbf{v}_{0}^{2} / 2\right]\right)^{2}\right]^{3 / 2}}{\sqrt{\mathbf{E}^{2}}}\left(1+\frac{1}{2} \frac{\mathbf{v}_{0} \cdot \dot{\mathbf{E}}}{\mathbf{E}^{2}}\right)+\mathcal{O}\left(\gamma^{2}, \frac{1}{c^{2}}\right) .
\end{align*}
$$

Typically, it is a good approximation to neglect the prefactor in the momentum distribution in Eq. (A.68). Its influence on nondipole observables was discussed in Ref. [474].

The final momentum distribution and the initial probability distribution differ by the Jacobian in Eq. (A.71). In the approximation shown in Eq. (A.77), the real part $t_{r}^{\prime}$ of the saddle-point time and also $v_{0, \perp}$ are independent of the moment $p_{z}$ in the light-propagation direction. According to Eq. (A.70), we find $\partial v_{0, z} / \partial p_{z}=1$ to first order in $1 / \mathrm{c}$. Hence, the Jacobian in Eq. (A.71) can be written as

$$
\operatorname{det} \mathbf{D}^{\prime}(\mathbf{p})=\operatorname{det}\left(\begin{array}{ccc}
\frac{\partial \mathrm{t}_{r}^{\prime}}{\partial p_{x}^{x}} & \frac{\partial v_{0, \perp}}{\partial p_{x}} & \frac{\partial v_{0, z}}{\partial p_{x}}  \tag{A.81}\\
\frac{\partial t_{r}}{\partial p_{y}} & \frac{\partial v_{0, \perp}}{\partial p_{y}} & \frac{\partial 0_{0, z}}{\partial p_{y}} \\
0 & 0 & 1
\end{array}\right)=\operatorname{det}\left(\begin{array}{cc}
\frac{\partial t_{r}^{\prime}}{\partial p_{x}} & \frac{\partial v_{0, \perp}}{\partial p_{x}} \\
\frac{\partial t_{r}^{r}}{\partial p_{y}} & \frac{\partial v_{0, \perp}}{\partial p_{y}}
\end{array}\right)
$$

and it does not depend on $p_{z}$. For further simplification, we neglect its influence on the initial probability distribution. The wave packet at the tunnel exit is then given by Eq. (8.16) (for small $v_{0, z}$ ).

## A. 4 Analytic approximations for tunnel-exit positions

## A.4.1 Adiabatic expansion of the tunnel-exit position in the SFA

For an initial 1s state, the tunnel-exit position from classical backpropagation with SFA input coincides with the common SFA tunnel-exit position in the dipole approximation (see Section 5.2.4)

$$
\begin{equation*}
\mathbf{r}_{0}=\operatorname{Re}\left(\int_{\mathbf{t}_{s}^{\prime}}^{\mathrm{t}_{\mathrm{r}}^{\prime}} \mathrm{d} \tau(\mathbf{p}+\mathbf{A}(\tau))\right) \tag{A.82}
\end{equation*}
$$

where $t_{s}^{\prime}$ is the complex-valued saddle-point time and $t_{r}^{\prime}$ is its real part. To derive an approximation for $\mathbf{r}_{0}$, we define a scaled position $\mathbf{r}_{0}=2 I_{p} / E_{0} \tilde{\mathbf{r}}_{0}$. Inserting the expansion of the vector potential (A.72) in Eq. (A.82) and keeping only first-order terms in $\gamma$, we find

$$
\begin{equation*}
\tilde{\mathbf{r}}_{0}=\frac{\mathrm{E}_{0}}{2 \mathrm{I}_{\mathrm{p}}} \operatorname{Im}\left(\int_{0}^{\mathrm{t}_{i}^{\prime}} \mathrm{d} \tau \mathbf{A}\left(\mathrm{t}_{\mathrm{r}}^{\prime}+\mathrm{i} \tau\right)\right)=\operatorname{Im}\left(\int_{0}^{\tilde{\mathfrak{t}}_{i}^{\prime}} \mathrm{d} \tilde{\tau}(-\mathrm{i} \tilde{\tau} \tilde{\mathbf{E}})\right)+\mathcal{O}\left(\gamma^{2}\right)=-\frac{1}{2} \tilde{\mathbf{E}}_{i}^{\prime 2}+\mathcal{O}\left(\gamma^{2}\right) \tag{A.83}
\end{equation*}
$$

This expression is then evaluated at the approximate saddle-point times of Eq. (A.76). Since we are only interested in the first-order nonadiabatic corrections, the relation (A.73) between $\tilde{\mathbf{w}}$ and $\tilde{\mathbf{v}}_{0}$ can be used to eliminate $\tilde{\mathbf{w}}$. To first order in $\gamma$, the tunnel-exit position becomes

$$
\begin{equation*}
\tilde{\mathbf{r}}_{0}=-\frac{1+\tilde{\mathbf{v}}_{0}^{2}}{2 \tilde{\mathbf{E}}^{2}}\left(1+\gamma \frac{\tilde{\mathbf{v}}_{0} \cdot \tilde{\mathbf{E}}^{\prime}}{\tilde{\mathbf{E}}^{2}}\right) \tilde{\mathbf{E}}+\mathcal{O}\left(\gamma^{2}\right) \tag{A.84}
\end{equation*}
$$

where the possible ionization times $t_{r}^{\prime}$ and initial velocities $\tilde{\mathbf{v}}_{0}$ are selected by Eq. (A.75). Expressing the results in in atomic units results in Eq. (5.25) of the main text. In linear polarization, the first-order nonadiabatic correction for the exit position vanishes, because $\tilde{\mathbf{E}}^{\prime} \| \tilde{\mathbf{E}} \perp \tilde{\mathbf{v}}_{0}$. In contrast, for circular polarization, it is $\tilde{\mathbf{E}}^{\prime} \perp \tilde{\mathbf{E}} \perp \tilde{\mathbf{v}}_{0}$ and the first-order nonadiabatic correction is present.

## A.4.2 Tunnel-exit positions from the analytical R-matrix theory

The ARM theory offers a systematic approach to include the binding potential V as a first-order correction to the strong-field approximation (see Section 2.5). This allows us to derive a correction of the SFA tunnel-exit positions induced by a long-range Coulomb potential. To this end, we apply the classical backpropagation method (see Section 5.2.4) to the electron wave packets from ARM theory. Hence, the aim is to determine initial position $\mathbf{r}_{0}$ for a fixed release time (here denoted as $\tilde{\mathfrak{t}}$ ) and a given initial velocity $\mathbf{v}_{0}=v_{0, \perp} \mathbf{e}_{\perp}+v_{0, z} \mathbf{e}_{z}$.

When the binding potential is neglected, the ARM theory results in the same tunnel exit as the SFA approach (see Section 5.2.4). Thus, to zeroth order in $V$, the tunnel-exit position is given by

$$
\begin{equation*}
\mathbf{r}_{00}=\operatorname{Re}\left(\int_{\mathfrak{t}_{s 0}^{\prime}}^{\tilde{\mathrm{t}}} \mathrm{~d} \tau\left(\mathbf{p}_{0}+\mathbf{A}(\tau)\right)\right) \tag{A.85}
\end{equation*}
$$

The auxiliary momentum $\mathbf{p}_{0}$ is defined in a way that the velocity criterion in classical backpropagation, $\mathbf{E}(\tilde{\mathfrak{t}}) \cdot\left(\mathbf{p}_{0}+\mathbf{A}(\tilde{\mathfrak{t}})\right)=0$, is fulfilled and that the correct initial velocity $\mathbf{v}_{0}=\mathbf{p}_{0}+\mathbf{A}(\tilde{\mathfrak{t}})$ is obtained. The corresponding saddle-point time is determined by

$$
\begin{equation*}
\frac{1}{2}\left(\mathbf{p}_{0}+\mathbf{A}\left(\mathrm{t}_{\mathrm{s} 0}^{\prime}\right)\right)^{2}=-\mathrm{I}_{\mathrm{p}} \tag{A.86}
\end{equation*}
$$

In this potential-free scenario (and considering the velocity gauge), the momentum $\mathbf{p}_{0}$ is conserved during the classical time evolution and the zeroth-order trajectory is given by

$$
\begin{equation*}
\mathbf{r}^{(0)}(\mathrm{t})=\operatorname{Re}\left(\int_{\mathrm{t}_{\mathrm{s} 0}^{\prime}}^{\mathrm{t}} \mathrm{~d} \tau\left(\mathbf{p}_{0}+\mathbf{A}(\tau)\right)\right) \tag{A.87}
\end{equation*}
$$

The long-range Coulomb attraction modifies the dynamics such that the momentum changes over time. To determine its influence on the classical dynamics during the backpropagation, we consider the Coulomb force as a perturbation. In a backpropagation simulation, the trajectories start at the final time $t_{f}$ with a momentum $\mathbf{p}$ at a position $\mathbf{r}_{f}$. In order to still fulfill the velocity criterion at the fixed release time $\tilde{\mathfrak{t}}$, the final momentum $\mathbf{p}$ needs to be chosen as $\mathbf{p}=\mathbf{p}_{0}+\Delta \mathbf{p}$ with the correction

$$
\begin{equation*}
\Delta \mathbf{p}=\int_{\mathrm{t}_{\mathrm{f}}}^{\tilde{\mathrm{t}}} \mathrm{dt}^{\prime} \nabla \mathrm{V}\left(\mathbf{r}^{(0)}\left(\mathrm{t}^{\prime}\right)\right) \tag{A.88}
\end{equation*}
$$

The tunnel-exit position is then determined by classical propagation backwards in time. To first order in the potential, it is given by

In the backpropagation method, the final position $\mathbf{r}_{f}$ is determined by the negative phase gradient of the momentum-space wave packet (see Eq. (5.14)). Using the ARM action of Eq. (2.59), this position position can be estimated as

$$
\begin{align*}
\mathbf{r}_{f}=-\nabla_{\mathbf{p}} \operatorname{Re} S_{\mathrm{ARM}}(\mathbf{p})= & \operatorname{Re}\left(\int_{\mathrm{t}_{s}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{~d} \tau(\mathbf{p}+\mathbf{A}(\tau))\right)+\operatorname{Re}\left(\int_{\mathrm{t}_{\mathrm{k}}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{~d} \tau \nabla_{\mathbf{r}} \mathrm{V}\left(\mathbf{r}_{\mathrm{L}}\left(\tau ; \mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)\left(\tau-\mathrm{t}_{\mathrm{s}}^{\prime}\right)\right) \\
& +\operatorname{Re}\left(-\nabla_{\mathbf{p}} \mathrm{t}_{\mathrm{s}}\left[\mathrm{~V}\left(\mathbf{r}_{\mathrm{L}}\left(\mathrm{t}_{\mathrm{k}}^{\prime} ; \mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)+\left(\mathbf{p}+\mathbf{A}\left(\mathrm{t}_{\mathrm{s}}^{\prime}\right)\right) \int_{\mathrm{t}_{\mathrm{k}}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{~d} \tau \nabla_{\mathrm{r}} \mathrm{~V}\left(\mathbf{r}_{\mathrm{L}}\left(\tau ; \mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)\right]\right) \tag{A.90}
\end{align*}
$$

with the ARM orbit $\mathbf{r}_{L}$ of Eq. (2.56). We express the final momentum $\mathbf{p}$ by the potential-free momentum $\mathbf{p}_{0}$ and the momentum correction $\Delta \mathbf{p}$. Hence, to first order in the potential, the tunnel-exit position (from backpropagation) can be written as $\mathbf{r}_{0}=\mathbf{r}_{00}+\Delta \mathbf{r}_{0}$ with the potential-free result $\mathbf{r}_{00}$ of Eq. (A.85) and the correction

$$
\begin{align*}
\Delta \mathbf{r}_{0} & =\Delta \mathbf{p}\left(\tilde{\mathrm{t}}-\mathrm{t}_{\mathrm{r} 0}^{\prime}\right)-\int_{\mathrm{t}_{f}}^{\tilde{\mathrm{t}}} \mathrm{dt}^{\prime \prime} \int_{\mathrm{t}_{f}}^{\mathrm{t}^{\prime \prime}} \mathrm{d} \mathrm{t}^{\prime} \nabla \mathrm{V}\left(\mathbf{r}^{(0)}\left(\mathrm{t}^{\prime}\right)\right)-\operatorname{Re}\left(\left(\mathbf{p}_{0}+\mathbf{A}\left(\mathrm{t}_{\mathrm{s} 0}^{\prime}\right)\right)\left(\Delta \mathbf{p} \cdot \nabla_{\mathbf{p}_{s 0}} \mathrm{t}_{s 0}^{\prime}\right)\right) \\
& +\operatorname{Re}\left(\int_{\mathrm{t}_{\mathrm{k} 0}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{~d} \tau \nabla_{\mathbf{r}} \mathrm{V}\left(\mathbf{r}_{\mathrm{L}}\left(\tau ; \mathbf{p}_{0}, \mathrm{t}_{\mathrm{s} 0}^{\prime}\right)\right)\left(\tau-\mathrm{t}_{\mathrm{s} 0}^{\prime}\right)\right)  \tag{A.91}\\
& +\operatorname{Re}\left(-\nabla_{\mathbf{p}^{\prime} \mathrm{t}_{\mathrm{s} 0}^{\prime}}^{\prime}\left[\mathrm{V}\left(\mathbf{r}_{\mathrm{L}}\left(\mathrm{t}_{\mathrm{k} 0}^{\prime} ; \mathbf{p}_{0}, \mathrm{t}_{\mathrm{s} 0}^{\prime}\right)\right)+\left(\mathbf{p}_{0}+\mathbf{A}\left(\mathrm{t}_{\mathrm{s} 0}^{\prime}\right)\right) \int_{\mathrm{t}_{\mathrm{k} 0}^{\prime}}^{\mathrm{t}_{\mathrm{f}}} \mathrm{~d} \tau \nabla_{\mathbf{r}} \mathrm{V}\left(\mathbf{r}_{\mathrm{L}}\left(\tau ; \mathbf{p}_{0}, \mathrm{t}_{\mathrm{s} 0}^{\prime}\right)\right)\right]\right) .
\end{align*}
$$

The first term is an artifact of the chosen velocity criterion in backpropagation. In the cases considered in this work, the times $\tilde{t}$ and $\operatorname{Ret}_{s 0}^{\prime}$ agree and the term vanishes. The second term is related to the position offset picked up during the classical motion backwards in time. The third term is caused by the difference of the final momentum $\mathbf{p}$ (where the phase gradient is calculated in backpropagation) compared to the initial momentum $\mathbf{p}_{0}$. The last terms are the corrections of the final positions due to the ionic potential.

## A. 5 Low-frequency approximation beyond the dipole approximation

In Section 9.4, the rescattering amplitude in strong-field ionization is studied. In this context, the laserassisted scattering amplitude appears [497]

$$
\begin{equation*}
R_{k, m}\left(t, t^{\prime}\right)=\left\langle\psi_{\mathbf{k}}^{\mathrm{F}}(\mathrm{t})\right| \mathrm{VU}\left(\mathrm{t}, \mathrm{t}^{\prime}\right)\left|\psi_{\mathbf{m}}^{\mathrm{F}}\left(\mathrm{t}^{\prime}\right)\right\rangle \tag{A.92}
\end{equation*}
$$

with Volkov states $\left|\psi_{\mathrm{m}}^{\mathrm{F}}(\tau)\right\rangle$ of Eq. (2.32) in generalized length gauge of Eq. (2.26). The low-frequency approximation (LFA) [495] is an approximation to this laser-assisted scattering amplitude. Here, we follow the derivation in Ref. [497] and include leading-order nondipole corrections. To this end, it is convenient to introduce the retarded Green's operator $G$ with $U\left(t, t^{\prime \prime}\right)=i G\left(t, t^{\prime \prime}\right)$ for $t>t^{\prime \prime}$ and $G\left(t, t^{\prime \prime}\right)=0$ for $t<t^{\prime \prime}$. By using a Dyson representation, the laser-assisted scattering amplitude can be written as

$$
\begin{equation*}
R_{k, m}\left(t, t^{\prime}\right)=\left\langle\psi_{\mathbf{k}}^{\mathrm{F}}(\mathrm{t})\right| \mathrm{V}\left|\psi_{\mathbf{m}}^{\mathrm{F}}(\mathrm{t})\right\rangle+\int_{\mathrm{t}^{\prime}}^{\infty} \mathrm{d} \mathrm{t}^{\prime \prime}\left\langle\psi_{\mathbf{k}}^{\mathrm{F}}(\mathrm{t})\right| \mathrm{VG}\left(\mathrm{t}, \mathrm{t}^{\prime \prime}\right) \mathrm{V}\left|\psi_{\mathbf{m}}^{\mathrm{F}}\left(\mathrm{t}^{\prime \prime}\right)\right\rangle \tag{A.93}
\end{equation*}
$$

In first Born approximation (1BA) only the first term is included. To consider corrections of the second term, the Green's operator is studied. This operator satisfies the equation

$$
\begin{equation*}
\left[\mathrm{i} \frac{\partial}{\partial \mathrm{t}}-\mathrm{H}(\mathrm{t})\right] \mathrm{G}\left(\mathrm{t}, \mathrm{t}^{\prime \prime}\right)=\delta\left(\mathrm{t}-\mathrm{t}^{\prime \prime}\right) \tag{A.94}
\end{equation*}
$$

For an approximation, we parameterize the two times by means of the collision time $t=t_{1}$ and the time interval $t-t^{\prime \prime}=t_{2}$, i.e., $t=t_{1}$ and $t^{\prime \prime}=t_{1}-t_{2}$. Using the chain rule and Eq. (A.94), the reparameterized operator $\hat{G}\left(t_{1}, t_{2}\right)=G\left(t_{1}, t_{1}-t_{2}\right)$ has to fulfill

$$
\begin{equation*}
\left[\mathrm{i} \frac{\partial}{\partial \mathrm{t}_{1}}+\mathrm{i} \frac{\partial}{\partial \mathrm{t}_{2}}-\mathrm{H}\left(\mathrm{t}_{1}\right)\right] \hat{\mathrm{G}}\left(\mathrm{t}_{1}, \mathrm{t}_{2}\right)=\delta\left(\mathrm{t}_{2}\right) . \tag{A.95}
\end{equation*}
$$

In order to approximate this Green's operator in a series of the light frequency $\omega$, it is advantageous to study the "Fourier-transformed" operator $\tilde{G}\left(\mathrm{t}_{1}, z\right)$ that is implicitly defined by

$$
\begin{equation*}
\hat{\mathrm{G}}\left(\mathrm{t}_{1}, \mathrm{t}_{2}\right)=\frac{1}{2 \pi} \int \mathrm{dE} \tilde{\mathrm{G}}\left(\mathrm{t}_{1}, z\right) e^{-\mathrm{i} z \mathrm{t}_{2}} \tag{A.96}
\end{equation*}
$$

with $z=\mathrm{E}+\mathrm{i} 0$. Using $\delta\left(\mathrm{t}_{2}\right)=\frac{1}{2 \pi} \int \mathrm{dE} e^{-\mathrm{i} z \mathrm{t}_{2}}$, Eq. (A.95) can be written as

$$
\begin{equation*}
\int \mathrm{dE}\left(\left[\mathrm{i} \frac{\partial}{\partial \mathrm{t}_{1}}+z-\mathrm{H}\left(\mathrm{t}_{1}\right)\right] \tilde{\mathrm{G}}\left(\mathrm{t}_{1}, z\right)-1\right) e^{-\mathrm{i} z \mathrm{t}_{2}}=0 \tag{A.97}
\end{equation*}
$$

Hence, it follows

$$
\begin{equation*}
\left[\mathrm{i} \frac{\partial}{\partial \mathrm{t}_{1}}+z-\mathrm{H}\left(\mathrm{t}_{1}\right)\right] \tilde{\mathrm{G}}\left(\mathrm{t}_{1}, z\right)=1 \tag{A.98}
\end{equation*}
$$

This is an exact expression and it is the same as Eq. (27) in Ref. [497]. However, we are only interested in the time evolution in the special situation defined in Eq. (A.93). We apply a unitary transformations that somehow accounts for "the potential-free" dynamics in the electromagnetic field:

$$
\begin{equation*}
\tilde{\mathrm{U}}=\hat{\mathrm{U}} e^{-\mathrm{i}\left(\mathrm{~S}_{\mathrm{F}}\left(\mathbf{m}, \mathrm{t}_{1}\right)+E \mathrm{t}_{1}\right)} \quad \text { with } \quad \hat{\mathrm{U}}=e^{-\mathrm{i} \chi u\left(\mathrm{t}_{1}\right)} e^{-\mathrm{i} \mathbf{A}\left(\mathrm{t}_{1}\right) \cdot \mathbf{r}} \tag{A.99}
\end{equation*}
$$

with the action $S_{F}$ defined in Eq. (2.33) and the generating operator $\chi u\left(t_{1}\right)=\frac{z}{c}\left(\hat{\mathbf{p}} \cdot \mathbf{A}\left(t_{1}\right)+\frac{1}{2} \mathbf{A}^{2}\left(t_{1}\right)\right)$. We can rewrite Eq. (A.98) as

$$
\begin{align*}
1 & =\tilde{\mathrm{U}}^{\dagger} \tilde{\mathrm{U}}\left[z-\mathrm{H}\left(\mathrm{t}_{1}\right)+\mathrm{i} \frac{\partial}{\partial \mathrm{t}_{1}}\right] \tilde{\mathrm{U}}^{\dagger} \tilde{\mathrm{U}} \tilde{\mathrm{G}}\left(\mathrm{t}_{1}, z\right) \\
& =\tilde{\mathrm{U}}^{\dagger}\left[z-\mathrm{E}+\widetilde{\mathrm{E}}\left(\mathbf{m}, \mathrm{t}_{1}\right)-\hat{\mathrm{U}} \mathrm{H}\left(\mathrm{t}_{1}\right) \hat{\mathrm{U}}^{\dagger}+\mathrm{i} \hat{\mathrm{U}}\left(\frac{\partial}{\partial \mathrm{t}_{1}} \hat{\mathrm{U}}^{\dagger}\right)+\mathrm{i} \frac{\partial}{\partial \mathrm{t}_{1}}\right] \tilde{\mathrm{U}} \tilde{\mathrm{G}}\left(\mathrm{t}_{1}, z\right) \tag{A.100}
\end{align*}
$$

with the "kinetic energy" of the light-driven electron

$$
\begin{equation*}
\widetilde{\mathrm{E}}(\mathbf{m}, \mathrm{t})=\frac{\mathbf{v}^{2}(\mathbf{m}, \mathrm{t})}{2} \tag{A.101}
\end{equation*}
$$

The unitary transformation $\hat{U}$ transforms the generalized length gauge to the natural gauge introduced in Section 2.2.2. Hence, we find

$$
\begin{equation*}
i \hat{U}\left(\frac{\partial}{\partial t_{1}} \hat{\mathrm{U}}^{\dagger}\right)-\hat{\mathrm{U}} \mathrm{H}\left(\mathrm{t}_{1}\right) \hat{\mathrm{U}}^{\dagger}=-\hat{\mathrm{U}} \mathrm{H}_{0} \hat{\mathrm{U}}^{\dagger} \tag{A.102}
\end{equation*}
$$

where $\mathrm{H}_{0}$ is the field-free Hamiltonian. Thus, Equation (A.100) can be expressed as

$$
\begin{align*}
1 & =\tilde{\mathrm{U}}^{\dagger}\left[+\mathrm{i} 0+\widetilde{\mathrm{E}}\left(\mathbf{m}, \mathrm{t}_{1}\right)-\hat{\mathrm{U}} \mathrm{H}_{0} \hat{\mathrm{U}}^{\dagger}+\mathrm{i} \frac{\partial}{\partial \mathrm{t}_{1}}\right] \tilde{\mathrm{U}} \tilde{\mathrm{G}}\left(\mathrm{t}_{1}, z\right)  \tag{A.103}\\
& =\tilde{\mathrm{U}}^{\dagger}\left[\hat{\mathrm{U}} \mathrm{G}_{0}^{-1}\left(\widetilde{\mathrm{E}}\left(\mathbf{m}, \mathrm{t}_{1}\right)+\mathrm{i} 0\right) \hat{\mathrm{U}}^{\dagger}+\mathrm{i} \frac{\partial}{\partial \mathrm{t}_{1}}\right] \tilde{\mathrm{U}} \tilde{\mathrm{G}}\left(\mathrm{t}_{1}, z\right)
\end{align*}
$$

with the field-free Green's operator defined in Eq. (A.8).
In the first term in brackets, the dependence on the time $t_{1}$ appears solely through the vector potential A. Hence, it is advantageous to measure time in units of $1 / \omega$ for a characteristic frequency $\omega$ of the electromagnetic field, i.e., we define $\tau=\omega t_{1}$. In addition, we define the operator (see Ref. [497])

$$
\begin{equation*}
\Gamma(\tau)=\hat{\mathrm{U}} \mathrm{G}_{0}(\widetilde{\mathrm{E}}(\mathbf{m}, \tau / \omega)+\mathrm{i} 0) \hat{\mathrm{U}}^{\dagger} \tag{A.104}
\end{equation*}
$$

Equation (A.103) can be rephrased as

$$
\begin{equation*}
1=\tilde{\mathrm{U}}^{\dagger}\left[\Gamma^{-1}(\tau)+\mathrm{i} \omega \frac{\partial}{\partial \tau}\right] \tilde{\mathrm{U}} \tilde{\mathrm{G}}\left(\mathrm{t}_{1}, z\right) . \tag{A.105}
\end{equation*}
$$

This equation can be solved by expanding $\tilde{G}$ in terms of the frequency $\omega$ and determining the full solution iteratively. The low-frequency approximation considers only the zeroth-order term of this series, i.e., the Fourier-transformed Green's operator is approximated as $\tilde{G}^{\mathrm{LFA}}\left(\mathrm{t}_{1}, z\right)=\mathrm{G}_{0}\left(\widetilde{\mathrm{E}}\left(\mathbf{m}, \mathrm{t}_{1}\right)+\mathrm{i} 0\right)$. The time-dependent Green's operator of Eq. (A.96) reduces to

$$
\begin{equation*}
\hat{\mathrm{G}}^{\mathrm{LFA}}\left(\mathrm{t}_{1}, \mathrm{t}_{2}\right)=\frac{1}{2 \pi} \int \mathrm{dE} \tilde{\mathrm{G}}^{\mathrm{LFA}}\left(\mathrm{t}_{1}, z\right) e^{-\mathrm{i} z \mathrm{t}_{2}}=\mathrm{G}_{0}\left(\widetilde{\mathrm{E}}\left(\mathbf{m}, \mathrm{t}_{1}\right)+\mathrm{i} 0\right) \delta\left(\mathrm{t}_{2}\right) \tag{A.106}
\end{equation*}
$$

where a Fourier representation of the Delta distribution is used. Transforming back to the times $t$ and $t^{\prime \prime}$, we find the result $G^{\text {LFA }}\left(t, t^{\prime \prime}\right)=G_{0}(\widetilde{E}(\mathbf{m}, \mathrm{t})+\mathrm{i} 0) \delta\left(t-t^{\prime \prime}\right)$. Thus, as expected, the LFA neglects the light-field-induced change of the electron's velocity during the scattering process. Inserting this approximation in Eq. (A.93) (similar to Ref. [497]), the Delta distribution resolves the time integral and the laser-assisted scattering amplitude is given by

$$
\begin{align*}
R_{\mathbf{k}, \mathbf{m}}^{\mathrm{LFA}}\left(\mathrm{t}, \mathrm{t}^{\prime}\right) & =\left\langle\psi_{\mathbf{k}}^{\mathrm{F}}(\mathrm{t})\right| \mathrm{V}\left|\psi_{\mathbf{m}}^{\mathrm{F}}(\mathrm{t})\right\rangle+\left\langle\psi_{\mathbf{k}}^{\mathrm{F}}(\mathrm{t})\right| \mathrm{VG}_{0}(\widetilde{\mathrm{E}}(\mathbf{m}, \mathrm{t})+\mathrm{i} 0) \mathrm{V}\left|\psi_{\mathbf{m}}^{\mathrm{F}}(\mathrm{t})\right\rangle  \tag{A.107}\\
& =\left\langle\psi_{\mathbf{k}}^{\mathrm{F}}(\mathrm{t})\right| \mathrm{V}+\mathrm{VG}_{0}(\widetilde{\mathrm{E}}(\mathbf{m}, \mathrm{t})+\mathrm{i} 0) \mathrm{V}\left|\psi_{\mathbf{m}}^{\mathrm{F}}(\mathrm{t})\right\rangle .
\end{align*}
$$

This result is equal to Eq. (9.17) of the main text.
On the first glance, the derived approximation seems arbitrary due to the choice of the transformation Ũ. However, a strength of the presented derivation is that it could be extended to estimate leading-order errors in the expansion of Eq. (A.105). In the context of laser-assisted potential scattering such an error estimation was performed (see for example Refs. [537,538]) and the relevant parameters that limit the applicability of LFA were identified. ${ }^{8}$ In Ref. [539] the same conditions were given for the HATI process in the dipole approximation. When replacing the quantities in the dipole approximation by the generalized quantities beyond the dipole approximation, the expressions in our derivation have the same form as in Ref. [497]. Hence, we are confident that the same range of applicability can be expected for LFA beyond the dipole approximation.
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[^0]:    ${ }^{1}$ The relevant parameter that characterizes the applicability of the dipole approximation is also known as the relativistic parameter $\xi=\mathrm{E}_{0} /(\omega c)$.

[^1]:    ${ }^{2}$ Even though these approximations are usually assumed in strong-field physics, there are several aspirations to go beyond them. For example, effects of non-Born-Oppenheimer dynamics on the strong-field processes were studied in models in reduced dimensionality (see for example [123, 124, 179]). Furthermore, multielectron effects were considered by studying two-electron systems such as helium (see for example [180-182]) or by using models in reduced dimensionality (see for example [15, 183, 184]).

[^2]:    ${ }^{3}$ Hence, the saddle points need to fulfill $\operatorname{Im}\left(\ddot{\mathrm{S}}_{\mathrm{SFA}}\left(\mathbf{p}, \mathrm{t}_{\mathrm{s}}^{\prime}\right)\right)>0$.

[^3]:    ${ }^{4}$ In principle, under certain circumstances, the Born series describes all effects due to the ionic potential. However, effects such as Coulomb distortion and deflection are represented by higher-order terms in the series that relate to orbits undergoing multiple hard recollisions.

[^4]:    ${ }^{1}$ Note the convention of the carrier-envelope phase in comparison to earlier work, e.g., in Ref. [111].

[^5]:    ${ }^{2}$ Here, different numerical parameters are used for the 3D simulations. A maximal angular momentum of 768 is considered and the radial grid consists of 4000 point that cover an extension of $r_{\max }=2000$ a.u.

[^6]:    ${ }^{3}$ For the spider-like holographic structures, we followed this brute-force approach and used complex orbits. Compared to the model based on the approximations discussed below, we found only minor improvements.

[^7]:    ${ }^{4}$ We neglect the phase in the square root. For liner polarization, we explicitly use $\sqrt{2 \mathrm{I}_{\mathrm{p}}+\tilde{\mathfrak{p}}_{\perp}^{\prime 2}}\left|\mathrm{E}_{\mathrm{x}}\left(\mathrm{t}_{s}^{\prime}\right)\right|$ for the denominator.

[^8]:    ${ }^{5}$ This idea was first formulated by Nicolas Eicke.
    ${ }^{6}$ These orbits circle around the ionic core multiple times and lead to very fuzzy structures without much weight in the PMD.

[^9]:    ${ }^{7}$ For 1000 nm and 1200 nm wavelength, a maximal angular momentum of 768 is considered in the 3D TDSE simulations.

[^10]:    ${ }^{8}$ Here, a maximal angular momentum of 384 is used in the 3D TDSE simulations.
    ${ }^{9}$ In the semiclassical calculations of the probability amplitudes (3.24) in 2D and in 3D, we consider the same trajectories evolving in the $x-y$-plane.

[^11]:    ${ }^{1}$ One way to extend the possibilities of control is to use bichromatic fields (see for example [87-92,308]).

[^12]:    ${ }^{2}$ In the used length gauge, states with even higher angular-momentum quantum numbers are populated.

[^13]:    ${ }^{3}$ In agreement with Ref. [323], the analysis of the signal along the $p_{z}$-axis and some symmetry arguments suggest that the channel ending up in a ${ }^{2} P_{1 / 2}$ state can be neglected.
    ${ }^{4}$ In order to accurately reproduce the ionization potential of xenon, we slightly modified the parameter $\mathrm{H}=6.8163$ of the GSZ potential of Ref. [326].

[^14]:    ${ }^{5}$ The exact choice of the boundary between zero-energy and low-energy electrons has no deeper physical motivation. In spite of an experimental broadening of the zero-energy peak, the value of $p=0.04 \mathrm{a} . \mathrm{u}$. ensures that all additional electrons released by the detector field are assigned to "zero-energy electrons". For a value of $p=0.03$ a.u., the observables discussed in this chapter show a quite similar behavior.

[^15]:    ${ }^{6}$ This idea is similar to the well-known two-step model of strong-field physics [8].
    ${ }^{7}$ To this end, the coefficients of a fourth-order polynomial representing the auxiliary function $v_{0}(E)$ are varied to optimally reproduce the quantum-mechanical energy distribution. The numerical inversion of $v_{0}(E)$ and the use of $E=v_{0}^{2} / 2-1 / r_{0}$ results in the desired mapping $r_{0}\left(v_{0}\right)$.

[^16]:    ${ }^{8}$ Here, in contrast to the 3D simulations, the focusing in the third dimension has been ignored. The effect is similar to the dependence on the dimensionality studied in Chapter 3.
    ${ }^{9}$ In additional simulations, we confirmed that our conclusions do not depend on the precise length of the THz pulse tail.

[^17]:    ${ }^{10}$ In their derivation, it was assumed that the energy and the cosine of the angle of the initial electron velocity in the $x$ - $y$-plane are uniformly distributed. For a uniform distribution of the energy and the angle itself, one would instead get a fraction of $2 / \pi$ of freed electrons.

[^18]:    ${ }^{1}$ Importantly, this does not mean that the attoclock method is able to select a single correct model. For example, even in a trajectory-based picture, the origin of the offset could be explained by different features such as the effect of Coulomb attraction on the outgoing electron, a time delay relative to the time of peak field strength or an initial velocity of the electron in instantaneous field direction. The interpretation depends always on the concrete assumptions made in a model.

[^19]:    ${ }^{2}$ We apply the saddle-point approximation to the KFR amplitude and include only the contribution (2.45) of a single saddlepoint time $t_{s}^{\prime}$ for each final momentum $\mathbf{p}$. Therefore, Fig. 5.2 does not exhibit any ATI rings.
    ${ }^{3}$ For a given $p_{\perp}$, several equivalent maxima may appear due to the symmetry of the PMDs.

[^20]:    ${ }^{4}$ This choice works well when ATI rings are present and it is the same as in the previous experimental studies [343-345, 357].
    ${ }^{5}$ The radial distribution along the $p_{y}$-axis is located at larger $p_{\perp}$ compared to the distribution along the $p_{x}$-axis due to a larger magnitude of the associated vector potential $\left|\mathbf{A}\left(T_{\omega} / 4\right)\right|>|\mathbf{A}(0)|$. On the other hand, the ionization rate is higher at the maximum of the electric-field strength at $t=0$ compared to $t=T_{\omega} / 4$. This interplay determines whether branching occurs.
    ${ }^{6}$ In the Supplemental Material of Ref. [357], we present a systematic study of the wavelength dependence and compare results from TDSE simulations to semiclassical models. In agreement with the results of this section, the inclusion of nonadiabatic effects in the initial distribution is important to reproduce the offset angles $\phi_{\text {off }}$ of about $90^{\circ}$ for large perpendicular momenta $p_{\perp}$ (that are visible in the TDSE simulations for all studied wavelengths).

[^21]:    ${ }^{7}$ A comparison of the global attoclock offsets from our implementation to previous works [213, 352] is shown for short circularly-polarized laser pulses in Fig. A. 8 of the appendix.

[^22]:    ${ }^{8}$ A similar idea was already used to study Wigner time delays in single-photon ionization [375]. In order to flatten the phase in the numerical implementation, a phase of $-\mathbf{p}^{2} \mathbf{t}_{f} / 2$ is subtracted at each momentum $\mathbf{p}$ before calculating the derivative in Eq. (5.14). Afterwards, this is compensated by adding a position offset of $\mathbf{p} t_{f}$.

[^23]:    ${ }^{9}$ Several other criteria were studied in Refs. [211, 350, 351].

[^24]:    ${ }^{10}$ In contrast to the Monte Carlo simulations used in Refs. [211, 350, 351], we determine for each tuple of initial conditions $\left(t_{0}, v_{0, \perp}\right)$ the corresponding final momentum $\mathbf{p}=\mathbf{D}_{M}^{-1}\left(\mathrm{t}_{0}, v_{0, \perp}\right)$ by using the multidimensional Newton method. Afterwards, the Jacobian in Eq. (5.16) is approximated by a finite-difference formula.

[^25]:    ${ }^{11} \mathrm{~A}$ similar expression was also found in Ref. [211].

[^26]:    ${ }^{12}$ We apply the saddle-point approximation to the KFR amplitude and include only the contribution (2.45) of a single saddlepoint time $t_{s}^{\prime}$ for each final momentum $\mathbf{p}$. Therefore, Fig. 5.14(a) does not exhibit any ATI rings.

[^27]:    ${ }^{13}$ An iterative procedure is used where the fit range is centered around the previous maximum's position with a width of one quarter of the previous standard deviation $\sigma$. Other methods such as the "power method" [161] give virtual identical results.

[^28]:    ${ }^{14}$ For vanishing initial velocity, this idea was already used in Refs. [210, 301, 347].
    ${ }^{15}$ We assume a tunnel exit of the form $\tilde{\mathbf{r}}_{0}=-\tilde{\mathbf{r}}_{0} \hat{\mathbf{E}}\left(\mathrm{t}_{0}\right)$ such as in the field-direction model and assume $\tilde{\mathbf{v}}_{0} \cdot \tilde{\mathbf{E}}\left(\mathrm{t}_{0}\right)=0$.

[^29]:    ${ }^{16}$ In length gauge, the field-free initial state is usually a good approximation to the state in the presence of the laser field. Since both gauges are connected by $\left|\psi_{\mathrm{V}}\right\rangle=\exp (-\mathrm{ir} \cdot \mathbf{A}(\mathrm{t}))\left|\psi_{\mathrm{L}}\right\rangle$, the state in the presence of the field is shifted in momentum space by the vector potential $\mathbf{A}(t)$ in velocity gauge. When working on Cartesian grids, the maximal momentum in one direction $p_{\max }=$ $\pi / \Delta x$ is defined by the spacing $\Delta x$, e.g., $p_{\max } \approx 15.7$ a.u. for a spacing of $\Delta x=0.2$ a.u. However, the momentum-space representation of bound $s$ states can be approximated as $\tilde{\psi}_{0}(\mathbf{k}) \propto 1 /\left(\mathbf{k}^{2}+\kappa^{2}\right)^{1+Z / k}$ and it decreases very slowly as a function of $k$ on a scale given by $k=\sqrt{2 I_{p}}$. Hence, in velocity gauge, large shifts $\mathbf{A}(t)$ by several atomic units of the state in momentum

[^30]:    ${ }^{17}$ The oscillations for large Keldysh parameters are mostly caused by weak intracycle interference of the three different cigars in the PMD.

[^31]:    ${ }^{18}$ For initial positions from the TIPIS model, the results are not universal functions of $\tilde{Z}$. However, in general, we find that the attoclock offsets predicted for the TIPIS exits agree slightly better with the offsets from TDSE compared to the FMD model.
    ${ }^{19}$ For the highest-considered field strength, the results of both fits agree very well. However, when going to the weakest fields, the ratios $M$ of extrapolation including a linear term systematically increase and reach values as high as 0.15 for $E_{p}=0.05$ a.u. We cannot rule out that this is a numerical issue.

[^32]:    ${ }^{20}$ Here, preexponential factors and the Jacobian are neglected.
    ${ }^{21}$ Both an initial velocity component along the instantaneous field and nonadiabatic corrections during the continuum motion contribute.

[^33]:    ${ }^{22}$ For the backpropagation of ARM results, the small negative ionization times at $v_{0, \perp}=0$ are solely attributed to a not-consistently-treated Jacobian in Eq. (5.16). The quadratic dependence of the most probable ionization time on the initial velocity is nearly unchanged for a "nonadiabatic velocity criterion" (as introduced in Ref. [211]) which takes a parallel component of the initial velocity into account.

[^34]:    ${ }^{1}$ For the cases of circularly-polarized fields and quasilinear fields discussed below, the unit vector $\mathbf{e}_{\perp}$ is chosen parallel to the negative vector potential $-\mathbf{A}\left(\mathrm{t}_{0}\right)$.
    ${ }^{2}$ In the PFT theory, as described in Ref. [406], the matching should be performed along a line with parallel distance $r_{M, \|}$ such that $\kappa<r_{M, \|}<I_{p} / E\left(t_{0}\right)$. However, we found that the later discussed results for the orientation-dependent position offsets only weakly change with the exact matching point and, hence, choose $r_{M, \|}=r_{0, \|}$ for simplicity.

[^35]:    ${ }^{3}$ Note that for a full representation of the liberated wave packet, the structure factor $\tilde{A}\left(v_{0, \perp}\right)$ must be multiplied by a Gaussian function of the lateral velocity $v_{0, \perp}$ (similar to the ADK rate of Eq. (2.3)) [406]. This can be interpreted as a filtering effect during tunnel ionization.

[^36]:    ${ }^{4}$ Formally, we use the classical backpropagation method of Section 5.2 .4 to determine the velocity-dependent quantities. The distribution of initial velocities is defined by evaluating the initial distribution $w_{\text {ini }}\left(t_{0}, v_{0, \perp}\right)$ of Eq. (5.16) at $t_{0}=0$. However, in this potential-free situation, the final momenta are linear functions of the initial velocities at the tunnel exit such that their distributions are the same up to a Jacobian factor which is independent of the molecular geometry.

[^37]:    ${ }^{5}$ In this special situation, the perpendicular component is proportional to the derivative in $p_{x}$-direction and the antiparallel component is proportional to the derivative in $p_{y}$-direction.

[^38]:    ${ }^{6}$ For example, even for a simple molecule such as $\mathrm{CO}_{2}$, significant disagreement of the angular distribution between the experiment and MO-ADK theory as well as MO-SFA theory was noted. This was later resolved by considering the influence of multiple ionizing orbitals [415], multielectron effects [416], exchange interactions [126], the interplay of coordinate- and momentum-space properties of the ionizing orbital [407] and the laser-induced orbital deformation [417].
    ${ }^{7}$ Usually, the transition matrix element has a pole at $t_{s}^{\prime}$ which will be ignored (for an improved treatment see Ref. [194]).
    ${ }^{8}$ This choice ensures that the position offsets of Eq. (6.9) for the LCAO state and from the numerical calculation based on the PFT theory, Eqs. (6.3) and (6.5), for the initial TDSE state are nearly the same.

[^39]:    ${ }^{9}$ Note also the different scale for the position offsets compared to the previous figures for circular polarization.

[^40]:    ${ }^{10}$ The ionization potential is chosen to the same value as for real $\mathrm{H}_{2}$.

[^41]:    ${ }^{11}$ The offset angles from TDSE are well reproduced by a simulation based on ARM theory of Section 2.5.

[^42]:    ${ }^{12}$ We sample the CEPs on a equally-spaced grid with an offset of $\alpha$. This offset ensures that, for each relative phase $\alpha$, the same (rotated) Lissajous figures of the field are included in the simulations.

[^43]:    ${ }^{13}$ We use a fit to determine the parameters (in contrast to Section 6.2.3).

[^44]:    ${ }^{14}$ At the edges of the inner grid used in the simulations, the ionic potential is truncated over a distance of 40 a.u. using a sin ${ }^{2}$ function (see also Appendix A.2.2). This ensures that, even for finite box sizes, the correct ionization potential is obtained.
    ${ }^{15}$ This is similar to the procedure used in Eq. (6.13).

[^45]:    ${ }^{1}$ A further discussion of Doppler-like effects in strong-field physics is presented in our work [436] and in Chapter 8.
    ${ }^{2}$ In SFA-based descriptions, the same expression was already found in Refs. [147, 437, 438].

[^46]:    ${ }^{3}$ On the other hand, the pulses must be sufficiently long such that they resemble a periodic field in the vicinity of the pulse maximum. Both requirements can be fulfilled by visible or infrared pulses in the subpicosecond range.
    ${ }^{4}$ In a Floquet calculation including bound as well as continuum states, this leads to complex quasienergies and decaying states.

[^47]:    ${ }^{5}$ For each ATI peak, a small region around the maximum's position on the numerical momentum grid is selected and the "power method" [161] is applied to determine the peak position.
    ${ }^{6}$ This position is numerically determined by means of a quadratic fit to the $p_{z}$-range between -0.3 and 0.3 a.u.

[^48]:    ${ }^{7}$ We use a trapezoidal pulse with two ascending cycles and 20 cycles of constant intensity.

[^49]:    ${ }^{1}$ Hence, strictly speaking, quantization effects of the radiation field and "photons" (interpreted as elementary excitations of normal modes of the field) are not considered.
    ${ }^{2}$ Other properties of light-matter interaction such as angular momentum or helicity were also investigated in strong-field ionization (see for example Refs. [354, 355, 448, 449]).

[^50]:    ${ }^{3}$ Interestingly, the result was already found but not discussed in Refs. [466, 467].
    ${ }^{4}$ For linearly-polarized fields, two-dimensional simulations of the TDSE [153] and the Dirac equation [151, 471] already existed. However, targets with ionization potential $\mathrm{I}_{\mathrm{p}} \approx 9000$ a.u. are considered in Refs. [151, 471] and scattering phenomena dominate the dynamics in Ref. [153].

[^51]:    ${ }^{5}$ Note that this classical solution is known (see for example Ref. [177]).
    ${ }^{6}$ In principle, one additional condition is need (see for example Eq. (2.47) for adiabatic ionization conditions).
    ${ }^{7}$ Exceptions are Refs. [151, 471, 472] that study recollision-free ionization in linearly-polarized fields and consider the dependence of the nondipole shift on the momentum along the polarization direction.
    ${ }^{8}$ This observable was already introduced in my master thesis [160] and calculated for circular as well as bicircular fields. However, in Ref. [160], the physical interpretation was only barely considered. Here, we close this gap by presenting many additional numerical results and by exploring the underlying physics.

[^52]:    ${ }^{9}$ We only analyze $\left\langle\mathbf{p}_{z}\right\rangle\left(\mathbf{p}_{\perp}\right)$ in regions with sufficiently high probability. In the remaining part, $\left\langle\mathbf{p}_{z}\right\rangle\left(\mathbf{p}_{\perp}\right)$ is set to zero.
    ${ }^{10}$ For example at an intensity of $10^{15} \mathrm{~W} / \mathrm{cm}^{2}$, the point of minimal nondipole shift is at $p_{y} \approx 0.015 \mathrm{a}$.u. and the probability maximizes at $p_{y} \approx 0.276$ a.u.

[^53]:    ${ }^{11}$ The result for pure linear polarization was already given in Refs. [151, 471, 472]. However, in reality, the recollisions taking place in linearly-polarized fields prevent an observation of the recollision-free scenario (see Chapter 10).

[^54]:    ${ }^{12}$ To arrive at the second line, we wrote $\Delta \dot{\mathbf{r}}_{C}\left(\mathrm{t}, \mathrm{t}_{0}\right)=\Delta \mathbf{p}_{\mathrm{C}}+\left(\Delta \dot{\mathbf{r}}_{\mathrm{C}}\left(\mathrm{t}, \mathrm{t}_{0}\right)-\Delta \mathbf{p}_{\mathrm{C}}\right)$ in the integral. Afterwards, the integral over the first term proportional to $\Delta \mathbf{p}_{C}$ can be directly evaluated. For the second term, we applied an adiabatic approximation of the electric field $\mathbf{E}(\mathrm{t}) \approx \mathbf{E}\left(\mathrm{t}_{0}\right)$.
    ${ }^{13}$ The approximately two degrees offset from the potential-free estimate is likely to be caused by geometric effects as well as nonadiabatic effects. We expect that for larger field strength its relative importance decreases compared to the attoclock offset.

[^55]:    ${ }^{14}$ The parameter $\alpha$ can be derived by considering a generalized saddle-point approximation which takes the pole in the transition matrix element into account [194].

[^56]:    ${ }^{15}$ This observation is in contrast to the speculations in Ref. [435] about an additional ellipticity-dependent initial velocity in the light-propagation direction.
    ${ }^{16}$ This backpropagation result for elliptical polarization was kindly provided by Hongcheng Ni [474].

[^57]:    ${ }^{17}$ Note that this approximation does not properly consider the dynamics very close to the center of the potential. For an improved treatment, the WKB solution should be matched to the initial state (analogous to ARM theory [113]).

[^58]:    ${ }^{18}$ A similar approach was also earlier used in my master thesis [160] to disentangle electric and magnetic nondipole effects in the high-energy rescattering region.

[^59]:    ${ }^{19}$ For the discussion, the upper components of the vectors correspond to a basis vector $-\hat{\mathbf{A}}\left(\mathrm{t}_{0}\right)$, e.g., $v_{0, \perp}=-\mathbf{v}_{0} \cdot \hat{\mathbf{A}}\left(\mathrm{t}_{0}\right)$.

[^60]:    ${ }^{20}$ The "power method" [161] is applied to determine the peak position for each fixed momentum $p_{z}$.
    ${ }^{21}$ This observable was already considered for helium in my master thesis [160].
    ${ }^{22}$ The difference between the $\mathrm{p}_{+}$and $\mathrm{p}_{-}$states is on the order of $10^{-4}$ a.u.

[^61]:    ${ }^{23}$ An iterative procedure is used where the fit range is centered around the previous maximum's position with a width of one quarter of the previous standard deviation $\sigma$.

[^62]:    ${ }^{24}$ The slope is determined by means of a cubic fit to the $p_{z}$-range between -0.1 and 0.1 a.u.
    ${ }^{25}$ In principle, a second term of the form $\left(I_{p} p_{z}\right) /\left(A_{0} c\right)$ appears. However, compared to $A_{0} / c$, this term is on the order of $\gamma^{2}$, but our derivation is only consistent to first order in $\gamma$.

[^63]:    ${ }^{26}$ Note that even for a Keldysh parameter of one the deviations are smaller than $10 \%$.

[^64]:    ${ }^{27}$ The stated errors are statistical errors.
    ${ }^{28}$ For the experimentally-relevant intensities, the slope changes by less than $10 \%$.

[^65]:    ${ }^{1}$ At about the same time, the photon-momentum transfer in strong-field ionization of $\mathrm{H}_{2}^{+}$was also considered in Ref. [499]. There, however, the main focus was on the total momentum transfer in recollision-free ionization.

[^66]:    ${ }^{2}$ This is possible, because opposite points on the classical boundary with the same $p_{x}$ nearly belong to the same ellipse in the simple man's model and, hence, their corresponding ionization and return times hardly differ.

[^67]:    ${ }^{3}$ For short-range potentials, this expression is still exact for large times $t_{f}$ [497].

[^68]:    ${ }^{4}$ In general, the incoming and outgoing velocities have different magnitudes and the energy is not conserved during scattering.

[^69]:    ${ }^{5}$ To approximate the matrix element, we imitate the direct SFA of Eq. (6.16) and we use that the $p_{x}$ state can be written in the form $\tilde{\psi}(\mathbf{p})=p_{x} b\left(\mathbf{p}^{2}\right)$. We neglect the function $b$, because it is constant according to Eq. (9.26).
    ${ }^{6}$ For a Yukawa potential in 1BA, we found that the nondipole observables are only weakly influenced by these imaginary parts.
    ${ }^{7}$ For more complex orbitals such as in Ref. [70], this is not possible.

[^70]:    ${ }^{8}$ In the model, we use $v_{0, z}$ of Eq. (9.6) and insert the positions of the minima in the dipole approximation as momentum $\mathbf{p}$.

[^71]:    ${ }^{9}$ The use of the numerically-determined positions $p_{z}$ from the TDSE leads to similar results.

[^72]:    ${ }^{10}$ More precisely, the interference between the Coulomb scattering amplitude and the additional scattering amplitude due to the short-range potential may result in a nontrivial diffraction pattern (see also Eq. (A.15)).
    ${ }^{11}$ For simple comparability, we artificially use the same ionization potential $I_{p}=0.905$ a.u. for all simulations, i.e., only the scattering amplitudes are different.

[^73]:    ${ }^{12}$ To the best of my knowledge, the idea was first proposed by Reinhard Dörner. Here, it is worked out and discussed.

[^74]:    ${ }^{13}$ For the artificial scattering amplitude f , we use $\mathrm{f}=\exp \left(-(\cos \theta+1) / \theta_{w}\right)$ with a width $\theta_{w}=0.005$ corresponding to a FWHM in the angle $\theta$ of about $10^{\circ}$.

[^75]:    ${ }^{14}$ Qualitatively, this simple picture is also correct when considering the DCS for the Tong-Lin potential.

[^76]:    ${ }^{15}$ This is for example not fulfilled for helium or other possible model potentials for xenon.

[^77]:    ${ }^{1}$ It is conspicuous that the experimental values are systematically shifted up by $\approx 5 \times 10^{-4}$ a.u. compared to the TDSE results.

[^78]:    ${ }^{2}$ Chronologically, the model presented in Chapter 10 was developed before the model in the dipole approximation of Chapter 3. Hence, certain details in the actual implementation are different.

[^79]:    ${ }^{3}$ The choice $\operatorname{Im}\left(\mathbf{r}_{\mathrm{cl}}\left(\mathrm{t}_{\mathrm{r}}^{\prime}\right)\right)=0$ helps to avoid problems with branch cuts (see for example Refs. [205, 206]).
    ${ }^{4}$ This is only one possible choice. For example, in a more recent work [479], other initial conditions were used.

[^80]:    ${ }^{5}$ Equation (10.10) does not use a $1 / \mathrm{c}$ expansion.
    ${ }^{6}$ The PMDs are only weakly modified and the conclusions of this chapter are untouched, if the exit point and the time $t_{r}^{\prime}$ are also varied with the momentum $\tilde{\mathbf{p}}^{\prime}$ according to Eqs. (10.6) and (10.8).

[^81]:    ${ }^{7}$ The phase has the same form as the continuum part of the SFA action (2.41).

[^82]:    ${ }^{8}$ Strikingly speaking, trajectories with a single pass-by are also deflected to low energies and, hence, the interference structures visible in the PMD from TDSE are very complex.

[^83]:    ${ }^{9}$ Strictly speaking, there is also a caustic region in the position-space amplitude where this simple picture breaks down (see the discussion below).

[^84]:    ${ }^{10}$ The relation would be exact [229], if we had not assumed a correlation for the initial conditions.

[^85]:    ${ }^{11}$ The remaining phase variation at constant $r=r_{p_{\chi}}^{0}$ is smaller than $10^{-3}$ for all considered $p_{x}$.
    ${ }^{12}$ Strictly speaking, the prefactor $P$ is singular in the vicinity of $r=0$, but the factor $r$ in the integral of Eq. (10.32) strongly damps the integrand in this region. In addition, for larger lateral momenta $p_{\perp}^{\prime}$, the other branch of trajectories needs to be considered in the formation of the holographic pattern.

[^86]:    ${ }^{1}$ More precisely, the potential should fulfill $V(r)=\mathcal{O}\left(r^{-3}\right)$ for $r \rightarrow \infty$ and $V(r)=\mathcal{O}\left(r^{-3 / 2}\right)$ for $r \rightarrow 0$.

[^87]:    ${ }^{2}$ We use the open-source implementation by Schaeffer [527].
    ${ }^{3}$ For an efficient implementation of the matrix-vector multiplications, we use the ZSPMV routine of the Intel MKL library.

[^88]:    ${ }^{4}$ We use the open-source FFTW library which is parallelized via OpenMP or Intel MKL.

[^89]:    ${ }^{5}$ It is important that the corresponding coefficient $\mathrm{c}_{0}$ is nonzero.

[^90]:    ${ }^{6}$ Here, we identify the release time $t_{0}$ with the real part $t_{r}^{\prime}$ of the saddle-point time.
    ${ }^{7}$ Note that the used time and velocity scales differ by a factor of two compared to Section 5.3.1. In addition, we use $\dot{\mathbf{E}}=\mathbf{E}^{\prime}$.

[^91]:    ${ }^{8}$ For high intensities (with $|\mathbf{m}|<A_{0}$ ), the relevant parameter is given by $\omega / U_{p}$ whereas the relevant parameter is given by $\left(\omega / E_{\mathbf{m}}\right)\left(A_{0} /|\mathbf{m}|\right)$ for low intensities (with $\left.|\mathbf{m}|>A_{0}\right)$ [539].

