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A B S T R A C T

Optical clocks have demonstrated the lowest uncertainties among all
experimental devices with applications in time keeping as well as for
tests of fundamental physics. Their exceptional accuracy is realised by
referencing their frequency to an electronic transition in either neutral
or singly-charged atoms. The achieved uncertainties are often limited
by external perturbations shifting the measured transition frequency.
Highly charged ions (HCI) are intrinsically less sensitive to external-
field perturbations, making them interesting candidates for such an
application. The construction of a HCI-based optical clock was for
along time prohibited by the megakelvin temperatures at which HCI
are produced. Only in recent years, isolation and sympathetic cooling
of individual HCI in a Paul trap has been achieved, which enables the
application of quantum logic spectroscopy (QLS), resolving a narrow
transition with Hz-level accuracy.

In this thesis, the first optical clock based on a HCI is presented.
For this, QLS is used to coherently excite the 2P1/2-2P3/2 transition at
441 nm in Ar13+. The large charge-to-mass ratio mismatch between
the employed ions (40Ar13+, 9Be+), leads to challenges for cooling
of some of the motional modes. This is overcome by employing a
novel algorithmic cooling protocol, leading to the lowest temperature
reported for a HCI. A detailed evaluation of the experimental setup
yields a systematic uncertainty of 2 × 10−17 comparable to many
optical clocks in operation. A path to an uncertainty below 10−18

is discussed and can be achieved with technical improvements. An
optical clock comparison was performed and the derived absolute
frequency of the clock transition improves its uncertainty by eight
orders of magnitude. A nine orders of magnitude improvement of the
isotope shift (40Ar13+-36Ar13+) resolves the quantum electrodynamical
nuclear recoil, an effect not previously observed in a many-electron
system.

The Ar13+ clock is limited by its statistical uncertainty, which can
be overcome by employing species offering transitions with narrower
linewidth. However, their experimental determination remains chal-
lenging in the absence of data from fluorescence measurements. To aid
with this, an optical dipole force technique is demonstrated, which is
initial-state preserving and achieves broader linewidths than conven-
tional Rabi interrogation. This will allow a plethora of clock transitions
in HCI to be experimentally identified before employing them in opti-
cal clocks.

Keywords: optical atomic clock, systematic frequency shifts, highly
charged ion, frequency metrology, fundamental physics
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Z U S A M M E N FA S S U N G

Optische Uhren sind die Versuchsaufbauten mit der geringsten Unsi-
cherheit. Dadurch finden sie Anwendung sowohl in der Zeitmessung
als auch bei Test der Grundlagenphysik. Ihre außerordentliche Genau-
igkeit wird erreicht, in dem ihre Frequenz auf einen elektronischen
Übergang in neutralen oder einfach geladenen Atomen referenziert
wird. Die erzielten Ungenauigkeiten sind häufig limitiert durch exter-
ne Störungen, die die Übergangsfrequenz verschieben. Hochgeladene
Ionen (HCI) sind intrinsisch weniger sensitive auf Störungen durch
externe Felder, was sie zu interessanten Kandidaten für solche eine An-
wendung machen. Der Bau einer optischen Uhr basierend auf einem
HCI war lange nicht möglich, da sie bei Megakelvin Temperaturen er-
zeugt werden. Erst in den letzten Jahren, wurde die Isolation und das
sympathetische Kühlen einzelner HCI in einer Paul Falle erreicht, was
Quantenlogik Spektroskopie (QLS) mit Hz-Genauigkeit ermöglicht.

In dieser Arbeit wird die erste optische Uhr basierend auf einem
HCI präsentiert. Hierzu wurde QLS verwendet um den 2P1/2-2P3/2
Übergang bei 441 nm in Ar13+ koheränt anzuregen. Der große Un-
terschied im Ladungs-zu-Mass Verhältnis der verwendeten Ionen
(40Ar13+, 9Be+) führt zu Schwierigkeiten beim Kühlen bestimmter
Bewegungsmoden. Dies wird gelöst, in dem eine neue algorithmi-
sche Kühlmethode verwendet wird, wobei die niedrigste je berichtete
Temperatur für ein HCI erreicht wird. Eine detaillierte Untersuchung
des experimentellen Aufbaus liefert eine systematische Unsicherheit
von 2 × 10−17, was vergleichbar ist mit anderen optischen Uhren.
Ein Uhrenvergleich wurde durchgeführt und die daraus abgeleitede
Übergangsfrequenz verbessert deren Genauigkeit um acht Größenord-
nungen. Die Isotopieverschiebung (40Ar13+-36Ar13+) wird um neun
Größenordnungen genauer gemessen, was den quantenelektrodyna-
mischen Kernrückstoß auflöst, ein Effekt der zuvor nicht in einem
Mehrelektronen System beobachtet wurde.

Die Ar13+ Uhr ist limitiert durch ihre statistische Unsicherheit. Dies
kann überwunden werden in dem ein System mit einem Übergang mit
schmallerer Linienbreite verwendet wird. Deren experimenteller Nach-
weis bleibt schwiering solange keine Daten aus Fluroszensmessung
vorliegen. Um dies zu verbessern, wird eine optische Dipolkraft de-
monstriert, welche zustandserhaltend ist und eine größere Linienbreite
erreicht als konventionelle Rabi-Anregung. Dies ermöglichte es eine
Vielzahl von Uhrenübergängen in HCI experimentell zu identifizieren,
bevor sie in optischen Uhren genutzt werden.

Schlagworte: Optische Atomuhr, systematische Frequenverschiebun-
gen, hochgeladene Ionen, Frequenzmetrologie, fundamentale Physik
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3

1 I N T R O D U C T I O N

In the first section of the introductory chapter, the concept of optical
atomic clocks is introduced. The current state-of-the art among optical
clocks and inconsistencies in clock comparisons are discussed. In the
second section, highly charged ions (HCI) are addressed which are
interesting candidates for optical clocks and might help resolve open
issues.

1.1 optical atomic clocks

Time keeping is a fundamental feature of society and allows for co-
ordination and synchronisation of objectives and activities. The unit
of time is the second which was initially based on the average length
of the day or year though it was soon realised that these definitions
are not ideal due to the lack of reproducibility and a limited precision.
Instead atomic transitions were recognised as universal frequency
standards as they can be well controlled and reproduced anywhere.

In 1955, the first atomic frequency standard was realised in the
microwave-regime using the hyperfine-states in 133Cs (Essen et al.,
1955). It was immediately understood that their accuracy had the
potential to surpass the astronomical standards which were used to
define the second at this point (Bullard, 1955). The General Confer-
ence on Weights and Measures (French: Conférence Générale des
Poids et Mesures, CGPM) decided in 1967 to switch to an microwave,
atomic standard based on 133Cs. Since then the second is defined as
9 192 631 770 times the transition frequency of the hyperfine levels in
133Cs (CGPM, 1967). This defined the second unambiguously and the
knowledge of it became a matter of experimental uncertainty.

Contrary, to microwave clocks, optical clocks were not realised for a
long time as the oscillations of optical frequencies could not directly be
counted. The first direct measurements of optical frequencies required
long phase-locked frequency chains which reference optical light to an
radio-frequency (rf) signal (Schnatz et al., 1996). Building such a device
is expensive, impractical for everyday use, and needs to be tailored
to a specific wavelength. This was overcome by the invention of the
frequency comb, where a mode-locked laser allows downconversion
of optical frequencies directly to rf signals (Udem et al., 2002), making
optical clocks practical.

The working principle of an optical clock is illustrated in Fig. 1.1. A
local oscillator, in form of a laser, interrogates an atomic reference with
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a suitable optical transition. Based on the response of the reference,
the local oscillators frequency is steered towards the atomic resonance
and therefore stabilised to the reference. Its frequency is measured by
down converting it to an rf frequency using a frequency comb. The rf
signal can directly be counted and provides a time standard. These
devices have since become the experimental setups with the lowest
uncertainties across physics.

The uncertainty of an atomic clock can broadly be separated into
statistical and systematic uncertainty. The former is how well the
frequency can be estimated given a certain amount of measured fre-
quency data, which usually is limited by the amount of data that is
gathered. The latter is caused by perturbations of the atomic transition
which need to be estimated.

To assess the statistical uncertainty of a clock, it is compared to
another clock and their frequency ratio yi is averaged for a time
interval τ. By analysing the distribution of the gathered frequency
samples, their uncertainty and the dominant noise process at varying
averaging times τ can be estimated. Mathematically, this is expressed
by the so-called Allan deviation. It describes the frequency instability
σ for an averaging time τ through (Allan, 1987; Riley, 2008)

σ(τ) =

√√√√ 1
2(M − 1)

M−1

∑
i=1

[yi+1 − yi]
2 (1.1)

where M is the number of frequency samples yi. The averaging over a
time interval τ is performed in discrete sets for the standard Allan de-
viation, i.e. the underlying data for yi and yj (i ̸= j) is non-overlapping.
The estimated uncertainty on σ can be improved by allowing for over-
lap between the datasets which increase the sample size and yields
the so-called overlapping Allan deviation (OADEV). This increases
the confidence of the result (Riley, 2008) but introduces correlations
between the frequency samples, necessitating a more involved uncer-
tainty estimation (Howe et al., 1981)1.

The statistical uncertainty of atomic clocks is limited by quantum
projection noise (QPN) (Itano et al., 1993). This describes the quantum-
mechanical nature of the measurement process, where each measure-
ment projects the state into an eigenstate destroying any superposition.
Therefore, to estimate the excitation probability Pexc after interrogation,
N measurements are necessary to estimate the state distribution. For
uncorrelated measurements, the uncertainty from QPN is described
by

∆Pexc =

√
Pexc (1 − Pexc)

N
. (1.2)

1 All OADEVs within this thesis were calculated using Stable32 (Riley, 2016) which
provides an automatic error estimation.
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For a QPN-limited frequency measurement, the instability can be
written as (Riehle, 2004)

σ(τ) ∝
∆ν

ν0

1√
N

√
Tc

τ
(1.3)

where ν0 is the transition frequency, ∆ν its linewidth, Tc the total
cycle time needed to prepare and interrogate the atoms per frequency
sample.

Experimental progress for 133Cs microwave clocks yields instabilities
no better than 3 × 10−14/

√
τ (Guena et al., 2012; Heavner et al., 2014;

Levi et al., 2014; Szymaniec et al., 2016; Weyers et al., 2018). This is sig-
nificantly worse than what has been achieved for optical clocks, which
primarily gain through their four to five orders of magnitude higher
transition frequency ν0 (Eq. (1.3)). Their achievable instability depends
on the number of emitters and can be separated into two types of
systems. Firstly, ion clocks which interrogate a single ion trapped
in a Paul trap. This leads to instabilities of 1 × 10−15/

√
τ (Brewer

et al., 2019; Sanner et al., 2019). Secondly, optical lattice clocks employ
N = 104 neutral atoms (or more) trapped in an optical lattice. The
larger number of emitters permits instabilities down to 5 × 10−17/

√
τ

(Bothwell et al., 2019; Schwarz et al., 2020).
The systematic uncertainty of a clock is related to shifts of the

measured transition frequency relative to the unperturbed transition
frequency. There are various sources for this, e.g. external electro-
magnetic fields which couple to the internal states. Often these fields
are caused by lasers used for trapping and interrogation, or the black-
body radiation of the thermal environment. Other shifts are caused by
the atoms motion, which leads to a first- and second-order Doppler
shift, which are often relevant even for temperatures below 1 mK. The
uncertainties of those shifts are limited by incomplete knowledge of
the experimental setup, atomic state, or atomic parameters, fundamen-
tally limiting the precision of any given clock. The magnitude of the
shifts depends strongly on the employed atomic system and transition,
and it therefore needs to be chosen carefully.

For 133Cs microwave clocks, a state-of-the-art fractional systematic
uncertainties of mid to low 10−16 has been achieved (Guena et al., 2012;
Heavner et al., 2014; Levi et al., 2014; Szymaniec et al., 2016; Weyers
et al., 2018). While this already is among the most precise experimental
devices, they are behind what has been demonstrated for optical clocks.
Those have reached state-of-the-art systematic fractional uncertainties
at 10−18 (Huntemann et al., 2016; McGrew et al., 2018; Ushijima et al.,
2015) and below (Brewer et al., 2019).

Overall have optical clocks surpassed the 133Cs primary standard
in statistical and systematic uncertainty which poses the question if
an optical transition should become the primary standard (Gill, 2011;
Riehle, 2015).
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Figure 1.1: Principle of an optical clock. A local oscillator produces laser
light which is used to interrogate an atomic reference. The response of the
atomic reference is detected and used to stabilise the frequency of the local
oscillator. The stabilised frequency is down converted to a rf frequency using
a frequency comb. The oscillations of the rf frequency are counted and
provide a time standard. Some graphical components were adapted from
Franzen, 2006.

As a step towards a potential redefinition, it is imperative to demon-
strate consistency of optical clocks at the claimed systematic uncer-
tainties. This needs to be realised locally, i.e. within an institute, but
also across independent setups to verify the results. Various such
measurements at or below a fractional uncertainties of 5 × 10−18 need
to occur, which is two orders of magnitude below the uncertainty of
133Cs clocks (Riehle et al., 2018).

As a first step, frequency comparisons between the primary standard
and a state-of-the-art optical clock are performed. The primary stan-
dard is usually either a local 133Cs microwave clock or International
Atomic Time distributed via satellites, which derives its frequency
from multiple atomic clocks around the world. The measured abso-
lute frequency can easily be shared and compared between institutes.
This comes at the disadvantage that their uncertainty is limited to a
fractional uncertainty of 10−16 by the primary standard. At this level,
various measured transition frequencies showed good agreement in
independent setups for multiple atomic species (Lange et al., 2021; Mc-
Grew et al., 2019; Schwarz et al., 2020). Though in other systems large
deviations have been reported, beyond the statistical and systematic
uncertainties of the involved experimental setups (Huang et al., 2016;
Jian et al., 2022; Steinel et al., 2022).

More precise comparisons can be performed by directly comparing
optical clocks. In this way, claimed systematic fractional uncertainties
below 10−16 can be tested. In many cases, frequency ratio measure-
ments have been performed within an institute, where independent
setups employing the same atomic species were compared. Some of
these have shown consistency with the systematic uncertainty at a
fractional uncertainty of 10−17 (Chou et al., 2010a) and below (Huang
et al., 2022; Sanner et al., 2019; Ushijima et al., 2015; Zhiqiang et al.,
2022).
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Despite this, the two most precise interspecies comparisons per-
formed locally, showed frequency ratios that were less stable than
expected from the uncertainties of the involved clocks. In the measure-
ments of Dörscher et al., 2021, a 171Yb+ single ion clock and a 87Sr
lattice clock were compared with a combined evaluated systematic
uncertainty around 2 × 10−17. Repeated measurements over seven
years, showed an excess long term instability which corresponds to
an unknown uncertainty of 1.8 × 10−17 with no identified cause. In
another experiment, the BACON Collaboration, 2021 compared a 87Sr
lattice clock, a 171Yb lattice clock and a single ion 27Al+ clock with sys-
tematic uncertainties at and below 5× 10−18. The comparisons yielded
a similar statistical uncertainty, but found an excess uncertainty of
5 % − 20 % for the measured frequency ratios. It was not possible
to unambiguously decide which clock showed the excess instability,
due to the statistically limited amount of overlapping data from all
involved clocks (BACON Collaboration, 2021), leaving it also as an
open issue.

Remote comparisons of optical clocks at different institutes are of
interest as these setups are built by independent groups, where dif-
ferent approaches might be employed. The frequency transfer over
such distances (> 1000 km) is performed through satellite based tech-
niques (Droste et al., 2015; Hachisu et al., 2014; Piester et al., 2008)
or optical fibre links (Lisdat et al., 2016). The former are easier to
implement experimentally as it is based on already existing satellites.
This comes at the cost of a significant uncertainty contribution from
the frequency link itself. Such comparisons have shown agreement
at the low 10−16-level, though unexpected systematic uncertainties
have been discovered at this level as well (Riedel et al., 2020). The use
of optical fibre links provides a lower link uncertainty but requires
a direct fibre link of institutes, which is not available everywhere.
Nonetheless, it has been used to show an agreement at 5 × 10−17

between independent clocks (Lisdat et al., 2016).
To resolve discrepancies, additional optical clocks with systematic

uncertainties below 5 × 10−18 are helpful to allow for ring-closure
measurements. Employing atomic systems different from the so far
investigated ones, provides an appealing prospect, as they have other
properties and limiting uncertainties to the established neutral and
singly charged atoms. In particular, optical clocks based on the nuclear
transition in 229Th and HCIs have come to attention in recent years.

The candidate for a nuclear clock, 229Th, (Beeks et al., 2021; Peik et
al., 2003) has an unusually low transition energy of the isomeric state
229mTh with the corresponding wavelength close to 150 nm (Kraemer
et al., 2022; Seiferle et al., 2019; Sikorsky et al., 2020). This makes it
the only known nuclear transition in the laser accessible range. A
nuclear transition will in general exhibit very different properties then
the usually utilized electronic transitions. A particular advantage is
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the low sensitivity to external-field perturbations. For a 229Th clock
based on a single ion, a systematic uncertainty of 1 × 10−19 has been
estimated (Campbell et al., 2012), making it an interesting supplement
to established optical clocks.

1.2 highly charged ions

Highly charged ions (HCI) are ions where a significant amount of
electrons are missing. This leaves them strongly positively charged
and with the outer electrons experiencing large internal fields. Their
extreme properties makes them interesting candidates to test fun-
damental physics and as references for optical clocks (Kozlov et al.,
2018). In the following section, the availability of optical transitions in
HCI is discussed. In the second section, experimental challenges and
achievements paving the way towards an optical clock based on an
HCI are detailed.

1.2.1 Optical transitions

An effect of the high charge state is that the energy of electronic
transitions increases. Thus most transitions, including all electric-
dipole (E1) transitions, lie in the extreme ultraviolet (XUV) range
far outside the laser accessible range. Nonetheless, narrow optical
transitions can be found in HCI in certain cases. The first type of
optical transitions are based on fine-structure or hyperfine-structure
transitions which become optical for various charge states (Yudin
et al., 2014). The hyperfine-structure becomes optical in high charge
states, e.g. in Pb81+ at 1020 nm (Seelig et al., 1998). Such high charge
states, require large energies to be produced, due to the increasing
ionisation potential, which necessitates large, complex devices for
production (Knapp et al., 1993; Stöhlker et al., 1997). Alternatively,
fine-structure transitions can become optical for much lower charge
states Z ≈ 5 − 20, e.g. in Ar13+, Ca14+ or Ni12+ (Draganić et al., 2003;
Rehbehn et al., 2021; Yu et al., 2018). Such charge states require lower
energies to be produced which is possible in table-top devices (Micke
et al., 2018).

Another option for E1-forbidden optical transitions in HCI are
level crossings, which occur along an isoelectronic sequence when
the level ordering changes and electronic levels are almost degenerate
(Berengut et al., 2012a). Despite being rare, such transitions have been
proposed to be studied in optical clocks (Berengut et al., 2011; Porsev
et al., 2020). Recently, the first level crossing transition in the optical
regime has been experimentally identified in Pr9+ (Bekker et al., 2019)
paving the way for further studies. Level crossings transitions are
particularly interesting for their large sensitivity to variation of the
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Shift Scaling

Second-order Stark shift Za
−4

Polarisability Za
−4

Second-order Zeeman shift suppressed
Electric quadrupole shift Za

−2

Table 1.1: Scaling of some external-field shifts in HCI. Many frequency
shifts due the external field scale inversely with the effective charge state
Za. The effective charge is used instead of the charge state Z as it includes
the partial screening of the outer electron and it scales nearly linearly with
Z. The second-order Zeeman shift is in general suppressed though its size
depends on the specific level structure. Adapted from Berengut et al., 2012a.

fine-structure constant α, which can be orders of magnitudes larger
then transitions in neutral or singly charged atoms (Berengut et al.,
2011). Nonetheless, level crossings usually involve complex states and
theoretical predictions come with large uncertainties, which makes
experimental identification difficult.

Regardless of the chosen transition, a low sensitivity to external-
field perturbations has been predicted for an increasing charge state
(Berengut et al., 2012a; Gillaspy, 2001; Schiller, 2007). A summary of
some relevant shifts is given in Tab. 1.1. The decreased sensitivity
comes from the larger internal fields that the outer electrons expe-
riences, a compact wavefunction, and the sparsity of states in the
optical energy range. Many of these shifts are relevant for optical
clocks, making HCI interesting candidates for such an application.
In principle, this should enable lower uncertainties for external-field
perturbations and less stringent requirements when assessing the per-
turbing fields. Other shifts are not suppressed by the charge state, in
particular motional shifts, and require careful investigation.

Many optical transitions in HCI have been proposed to be used
in optical clocks (for a recent review see Kozlov et al., 2018), includ-
ing many of the above mentioned once. In some cases, systematic
uncertainties below 10−18 have been estimated (Barontini et al., 2022;
Derevianko et al., 2012). So far though, no experimental realisation
has been achieved.

1.2.2 Laboratory studies

Historically, HCI have been investigated in astronomical studies due
to their abundance in the universe. For example, many optical lines
in the Sun’s corona have been identified as transitions in HCI (Edlén,
1943; Grotian, 1939).

Laboratory studies of HCI have in the past mostly been performed
in storage rings or electron beam ion traps (EBIT) where the HCI
are stored in a plasma. There, transitions ranging from the optical



10 introduction

(e.g. Ullmann et al., 2017; Windberger et al., 2015) to the XUV regime
(e.g. Beiersdorfer et al., 1998; Epp et al., 2007) have been examined.
The uncertainty of optical transition frequencies measured in such an
environment is limited by the megakelvin (MK) temperatures within
the plasma to no better than 100 MHz (Draganić et al., 2003; Mäckel
et al., 2011). This is more than nine orders of magnitude worse than
what is achievable in optical clocks. Therefore, the first step towards
high-precision spectroscopy of HCI required isolation of single or few
HCI and transfer from a source, e.g. an EBIT, to a better controlled
environment like a Penning or Paul trap (Kozlov et al., 2018), where
some form of cooling needs to be employed.

A particular problem of HCI is the lack of optical E1 transitions
which makes direct laser cooling impossible. Therefore, direct cooling
is only possible with some form of electronic or evaporative cooling.
An alternative is to co-trap a second ion which can be laser cooled and
sympathetically cools the HCI. A refinement of this is quantum logic
spectroscopy (QLS) (Wineland et al., 2002), where the second ion, the
so-called logic ion (LI), is also used to detect the internal state. This
was first demonstrated for 27Al+ (Schmidt et al., 2005) and was shortly
after suggested to be used for HCI (Schiller, 2007). This technique is
also employed within this thesis, with additional information on QLS
given in Sec. 2.2.3.

The transfer of HCI to Penning traps has been achieved earlier than
to Paul traps (Schneider et al., 1994). In Penning traps, sympathetic
cooling using 9Be+ (Gruber et al., 2001), evaporative cooling (Hobein
et al., 2011), and negative feedback cooling (Egl et al., 2019) afforded
temperatures down to 1 K. Subsequent spectroscopy of an optical
transition has been demonstrated with an uncertainty of 6 MHz (Egl
et al., 2019). Fundamentally though, the application of ions trapped
in a Penning trap for high-precision spectroscopy is hindered by the
high magnetic field necessary for trapping. This does not allow for
systematic uncertainties similar to established optical clocks (Riehle,
2004).

The second option, Paul traps, are already in use for optical atomic
clocks and quantum information processing. This provides a large
toolbox of established techniques, including QLS, making it the pre-
ferred choice for high-precision spectroscopy of HCI. The injection
of individual HCI into a Paul trap has first been demonstrated by
Schmöger et al., 2015a. There, HCI are extracted from a plasma in an
EBIT and transferred through an ion-optical beamline to a cryogenic
linear Paul trap (Schwarz et al., 2012). After injection into the Paul
trap laser-cooled 9Be+ is used to sympathetically cool the HCI until
one or multiple co-crystallise reaching temperature in the mK regime
(Schmöger et al., 2015b). This corresponds to reduction of the HCI’s
temperature by nine orders of magnitude since production.
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In a new experimental setup at the Physikalisch-Technische Bun-
desanstalt (PTB) (Leopold et al., 2019; Micke et al., 2019) this was
repeated, based on the earlier gained experience. It was furthered by
reducing the amount of ions in the Paul trap to a Ar13+-9Be+ two-
ion crystal. Then, QLS was employed, enabling interrogation of the
HCI’s internal state through the 9Be+ (Micke et al., 2020). This yielded
linewidths of 50 Hz for an magnetic-dipole transition in Ar13+, making
it the best resolved optical line of any HCI by six orders of magni-
tude and bringing it into the regime where optical clock interrogation
becomes feasible.

In this work, it is built on this by establishing control over all mo-
tional degrees of freedom of Ar13+-9Be+ two-ion crystal in Chapter 4.
The systematic shifts of the system are investigated in detail in Chapter
5. This provides the first such experimental investigation for an HCI,
revealing a systematic uncertainty similar to many operational optical
clocks. The long-sought realisation of an optical clock based on a HCI
is demonstrated by stabilising a laser to the dipole-forbidden optical
transition in Ar13+ and comparing it to an established optical clock at
PTB in Chapter 6. To demonstrate the potential of HCI based optical
clocks, the isotope shift (40Ar13+ vs 36Ar13+) is measured and com-
pared to recently improved ab initio calculations. Further a technique
to ease searches for narrow optical lines in HCI is demonstrated in
Chapter 7. Finally, prospects of a HCI based optical clock with an un-
certainty competitive to the state-of-the art based on the experimental
findings are discussed.
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2 T H E O R Y

This chapter discusses the theoretical backgrounds for trapping, ma-
nipulation, and spectroscopy of ions. Section 2.1 introduces the motion
of a single ion trapped in a linear Paul trap, which is expanded to the
case of a two-ion crystal. Such a system is used for the most part in this
thesis. The following Sec. 2.2 discuss atom-light interaction of trapped
ions, which allows to manipulate their electronic and motional state. In
Sec. 2.3 laser-cooling protocols employed in this thesis are introduced.
The final Sec. 2.4 introduces the isotope shift, an atomic property that
can be calculated by theory and is measured for an optical transition
in Ar13+ within this thesis.

2.1 ion motion in a linear paul trap

The ions interrogated in this work were harmonically trapped using a
linear Paul trap. Understanding the motion of the ions in such a trap
is critical to control them and to assess motion-induced shifts. In the
following, a summary of the most important concepts of trapping a
single ion is introduced and the interaction of two co-trapped ions is
discussed.

2.1.1 Single ion motion

Ion trapping using pure static electric fields is not possible due to
Earnshaw’s theorem (Werth et al., 2009). It states that such fields are
associated with a potential φ that cannot have local extrema as this
would violet the Laplace equation ∇φ = 0. Therefore, a Paul trap uses
a combination of rf and static electric fields to trap ions. Extensive
information on the working principle and applications can be found
in the literature (e.g. Berkeland et al., 1998; Ghosh, 1995; Leibfried
et al., 2003; Wineland et al., 1998). Here only a short description will
be given.

A sketch of the electrode configuration for the linear Paul trap
used in this work is shown in Fig. 2.1. Within this thesis, two distinct
coordinate systems are used. Firstly x⃗ = (x, y, z) is aligned with the
electrodes of the Paul trap. Relative to this, the laboratory frame
x⃗lab = (xlab, ylab, zlab) is rotated by 45◦ around z (Fig. 2.1).

For trapping in radial (x and y) direction of a linear Paul trap,
an rf voltage is applied (Fig. 2.1(a)). This generates a quadrupole
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Figure 2.1: Sketch of segmented linear Paul trap. (a) Radial (x and y)
confinement is provided by a rf voltage applied to opposing blades, while
the other set of blades is kept at ground voltage leading to a quadrupole field.
The radial motional modes of a trapped ion are rotated by 45◦ with respect
to the laboratory frame, as detailed in the main text. (b) Along the axial (z)
direction, confinement is achieved by a segmentation of the dc blades. The
central segments are kept at ground voltage, while the outer electrodes are
at positive voltages, trapping the ions.

potential with vanishing rf electric field in its centre defining the axial
(z) axis. An additional direct current (dc) voltage is applied along the z-
direction for axial confinement (Fig. 2.1(b)), leading to a deconfinement
in radial direction. The corresponding electrical potential close to the
trap centre is given by

φ(x, y, z) =
Vac

2
cos (Ωrft)

[
1 +

x2 − y2

r2
0

]
+

κVdc

z2
0

[
z2 − 1

2
(
x2 + y2)]

(2.4)
where Ωrf is the trap drive frequency and VDC and VAC are the am-
plitude of the applied dc and rf voltage. The geometry of the trap
enters through z0 and r0, which are characteristic distances of the trap
electrodes and κ < 1 is a geometric factor (Berkeland et al., 1998).

The ion motion in the radial direction is then described by the
so-called Mathieu equations given by

d2u
dt2 +

Ωrf

4
(au − 2qu cos(Ωrft)) u = 0 u ∈ {x, y} (2.5)

with the so-called stability parameters given by

au = − 4κqVdc

z2
0mΩ2

rf
(2.6)

qu = ∓ 2qVac

r2
0mΩ2

rf
(2.7)

where q and m are the ion charge and ion mass of the trapped ion
respectively.
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In most cases, |au| ≪ |qu|2 ≪ 1 and the motion of a single ion is
solved from Eq. (2.5) to first order by

u(t) = Au cos(ωut + ϕu) [1 + qu cos(Ωrft)] (2.8)

where Au and ϕu are amplitude and phase, which depend on the
initial conditions, and

ωu =
Ωrf

2

√
au +

1
2

q2
u. (2.9)

The first term in the bracket of Eq. 2.8 describes the so-called secular
motion, which is a harmonic motion at frequency ωu. Thus, the ion
oscillates around the z-axis and is periodically exposed to the rf field
which only vanishes at z = 0. This leads to the second term describing
the so-called intrinsic micromotion (IMM), which is a driven motion at
frequency Ωrf. Importantly, the amplitude of IMM is directly linked to
the secular motions amplitude Au and therefore cooling of the secular
motion will also directly reduce the amplitude of IMM.

The confinement along the z-axis is provided by the dc voltages
applied as shown in Fig. 2.1(b). For this, the electrodes are segmented.
The central segment is kept at ground while the outer segments are set
to the voltage Vdc. This produces, to first order, a harmonic potential
with the motional frequency

ω2
z =

2κVdc

z2
0m

. (2.10)

For cooling of the motional modes, it is favourable to lift the degen-
eracy of the radial modes by breaking radial symmetry. Thus, the trap
used for the presented experiments differs from the general case as
the dc voltage is only applied on the blades lying along the x-axis,
instead of both blades. Simulations indicate that the dc voltage only
affects one of the radial modes, while the other is unaffected, which
is particular for our trap geometry. Experimentally, this is confirmed
as the motional frequency in x-direction (ωx) does not depend on
the applied dc potential. The motional frequency in this work is thus
given by (Leopold, 2018)

ω2
x = 2

(
qVac

r2
0mΩrf

)2

(2.11)

ω2
y = 2

(
qVac

r2
0mΩrf

)2

− 2κqVdc

z2
0m

.

where the dc blades lie along the x-direction and the rf blades lie along
the y-direction (Fig. 2.1). The geometric orientation of the defocused
motional mode with frequency ωy was previously incorrectly given to
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lie along the axis connecting the dc blades (Leopold et al., 2019; Micke,
2020).

2.1.2 Excess micromotion

In an ideal trap the rf electric field vanishes along z = 0. In real traps,
imperfections of the geometry produce a residual rf field at the ion
position which leads to a driven motion at frequency Ωrf. This is called
excess micromotion (EMM) which can partially be compensated by
moving the ion position with in the trapping potential but not in all
cases. The following discussion is based on Berkeland et al., 1998 and
Keller et al., 2015, where further informations on EMM can be found.

The velocity of EMM be given by v⃗(t) = v⃗EMM cos (Ωrft). Then, a
narrow laser at laser frequency ωl probing an internal transition of the
ion is modulated in the reference frame of the ion due to the Doppler
effect. The electric field E in this frame is described by

|E(ωl ± nΩrf)| ∝ Jn (β) n ∈ N0 (2.12)

where Jn is the Bessel function of the first kind, and β is the so-called
modulation index defined by

β =
k⃗l · v⃗EMM

Ωrf
, (2.13)

where k⃗l is the wavevector of the laser. Equation (2.12) shows that a
transition probed with the laser will have sidebands at frequencies at
multiples of Ωrf and with their strength depending on β. By measuring
the on-resonant Rabi frequencies of the carrier (ΩCar) and the first-
order sideband (ΩMM) (see Sec. 2.2) the modulation index can be
derived using

ΩMM

ΩCar
=

J1(β)

J0(β)
≈ β

2
. (2.14)

The given approximation holds for β ≪ 1. The measurement is useful
as it is directly relates to v⃗EMM and therefore estimates the related
kinetic energy and the induced second-order Doppler shift.

2.1.3 Two-ion crystal

Above the case of a single trapped ion has been discussed. In this
work, a two-ion crystal consisting of a single 9Be+ and a single Ar13+

is mainly used and investigated. When the two ions are trapped in a
linear Paul trap and cooled to sufficiently low temperatures, they are
described by two independent harmonic oscillators coupled by the
Coulomb interaction. The theoretical description is studied in various
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publications (e.g. James, 1998a; Kielpinski et al., 2000; Wübbena et al.,
2012). Here, a short summary of the important features is given.

The system consists of two ions with masses mi, and charge states
Zi that are harmonically trapped with a motional frequency ωu,i in
the three dimensions u ∈ {x, y, z} with i denoting one of the two ions.
The potential V for this system is given by

V = ∑
u=x,y,z

[
1
2

m1ω2
u,1u1(t)2 +

1
2

m2ω2
u,2u2(t)2

]
+

Z1Z2e2

4πϵ0

1
r

(2.15)

where the sum runs over the spatial dimensions, ui are the coordinates
of the two ions, ϵ0 is the dielectric constant, and e the elementary
charge. The bracketed term in the sum describes the harmonic trap-
ping of the two ions. The last term describes the Coulomb interaction
of the two ions which is related to the ion-ion distance

r =
√
(x1 − x2)

2 + (y1 − y2)
2 + (z1 − z2)

2. (2.16)

For sufficiently high trap frequencies in x- and y-directions and small
kinetic energy, the ions will align along the z-axis at the equilibrium
position u0

i which can be calculated by demanding ∂V/∂ui|u⃗0 = 0
(James, 1998a; Kielpinski et al., 2000) as,

x0
i = y0

i = 0 (2.17)

z0
1 = 3

√√√√ Z1Z2e2

4πϵ0m1ω2
z,1

(
1 + Z1

Z2

)2 (2.18)

z0
2 = − 3

√√√√ Z1Z2e2

4πϵ0m2ω2
z,2

(
1 + Z2

Z1

)2 . (2.19)

It is convenient to define the ion-ion distance at equilibrium

d =

√(
x0

1 − x0
2

)2
+
(
y0

1 − y0
2

)2
+
(
z0

1 − z0
2

)2. (2.20)

The dynamics of the systems when displaced from the equilibrium
position, can be derived from the Lagrangian,

L = ∑
u=x,y,z

[
1
2

m1u̇1(t)2 +
1
2

m2u̇2(t)2
]
− V . (2.21)

A particular problem of this formulation is the non-linear Coulomb
interaction term, which is ∝ 1/r. At equilibrium the first-order Taylor
expansion vanishes and therefore the dynamics, for a sufficiently
small amplitude, is described by the second order expansion (James,
1998a). Experimentally this is a good approximation if sufficiently low
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temperatures of the ions are reached. The Coulomb interaction can
then be approximated around the equilibrium position as

Z1Z2e2

4πϵ0

1
r
≈ Z1Z2e2

4πϵ0

[
1
d
− (x1 − x2)

2

2d3 − (y1 − y2)
2

2d3 . (2.22)

+
(z1 − z2)

2

d3 +O(u3)

]
.

The terms ∝ u2
i modify the harmonic potential of each ion, while terms

∝ u1u2 describe the coupling of the motional modes. The eigenmodes
of the system are thus not restricted to each ion but have contributions
from both ions.

To describe the motion of the ions, the motional eigenmodes of Eq.
(2.21) with the approximation in Eq. (2.22) can be found (Kielpinski
et al., 2000). This yields (Kozlov et al., 2018; Wübbena et al., 2012):

u1(t) =
[

AIPb1
IP sin (ωIPt + ϕIP) (2.23)

+AOPb1
OP sin (ωOPt + ϕOP)

] /√
m1

u2(t) =
[
AIPb2

IP sin (ωIPt + ϕIP) (2.24)

−AOPb2
OP sin (ωOPt + ϕOP)

] /√
m2.

The motion of each ion consists of an in-phase (IP) and an out-of-phase
(OP) component, where the phase refers to the relative phase of the
two ions motion. Each motional mode has an oscillation frequency
ωk, a phase ϕk (k ∈ IP, OP) and an amplitude Ak. The contribution
of each ion to the motion is described by the so-called eigenvector
of the system b⃗k = (b1

k , b2
k) with b⃗k · b⃗k = 1, which can be calculated

analytically or numerically based on the ion (Zi, mi) and trapping
(ωu,i) parameters (James, 1998a; Kielpinski et al., 2000).

In general, for similar charge-to-mass ratio of the two ions the
eigenvector components are similar in magnitude and the modes will
be considered strongly coupled. For a large mismatch like in an Ar13+-
9Be+ crystal, this is not necessarily the case and modes exist where
only of the two ions has a significant amplitude (Kozlov et al., 2018).
This has implications for cooling of specific modes, which requires a
significant amplitude of the cooled ion in that mode and is further
discussed in Chapter 4.

2.1.4 Quantum harmonic oscillator

At low temperatures, a classical description of the ion motion is
insufficient and needs to be replaced by a quantum mechanical one.



2.2 atom-light interaction 19

Each independent motional mode at frequency ωu is then described
by the Hamiltonian

Ĥ(m) =
p̂2

2m
+

1
2

mω2
u ẑ2 (2.25)

where the momentum operator p̂ and position operator ẑ are intro-
duced. It is convenient to rewrite the equation in terms of the creation
and annihilation operators (Cohen-Tannoudji et al., 1977)

â =

√
mωu

2h̄

(
ẑ +

i
mωu

p̂
)

(2.26)

â† =

√
mωu

2h̄

(
ẑ − i

mωu
p̂
)

(2.27)

such that
Ĥ(m) = h̄ωu(â† â +

1
2
). (2.28)

The energy eigenstates can be found by solving the corresponding
Schrödinger equation and are given by

E = h̄ωu

(
n +

1
2

)
n ∈ N0, (2.29)

where n is the so-called Fock state number. It is important to note
that the energy is quantised and can therefore be used for quantum
information applications, e.g. quantum logic spectroscopy (Schmidt
et al., 2005).

Another useful parameter is the extension of the wavefunction for a
Fock state |n⟩ given by

zn =
√
⟨n| ẑ2 |n⟩ =

√(
n +

1
2

)
h̄

mωu
. (2.30)

Notably, the extension of the ground-state wavefunction z0 is non-
vanishing.

2.2 atom-light interaction

Laser light is commonly used to address the internal state of an atom,
enabling spectroscopy. Further, it can couple to the ions motion which
allows for laser cooling with various techniques. In this section, a short
quantum-mechanical description of it is given (Leibfried et al., 2003;
Riehle, 2004; Wineland et al., 1998).

For the simplest approximation, assume the atoms internal state to
be a two-level system consisting of a ground state |g⟩ and an excited
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Figure 2.2: Two-level system. In many cases,
the atom-light interaction can be approximated
by a two-level system consisting of the ground
state |g⟩ and the excited state |e⟩ with an energy
difference of h̄ωe. A light field with frequency
ωl, which is detuned by ∆ = ωe − ωl couples
the states.

state |e⟩ separated by an energy h̄ωe (Fig. 2.2). The wave function of
the internal state is described by

Φ(t) = cg(t) |g⟩+ ce(t) |e⟩ (2.31)

where cg and ce are the (complex) population in |g⟩ and |e⟩ respec-
tively with the normalisation

∣∣cg
∣∣2 + |ce|2 = 1. Let this system be

interacting with a light field with frequency ωl, e.g. a narrow laser
which couples |g⟩ and |e⟩ (Fig. 2.2). Assuming the system is initially
prepared in the ground state |g⟩ (cg(0) = 1), yields the time evolution
of the excited-state population (Riehle, 2004)

|ce(t)| =
(

Ω
ΩR

)2

sin2
(

ΩRt
2

)
(2.32)

where Ω is the so-called on-resonant Rabi frequency which describes
the coupling strength for ωl = ωe. It depends on the transition type
and for a magnetic-dipole (M1) transition it is given by

Ω =

∣∣∣⟨e| ˆ⃗µ · B⃗ |g⟩
∣∣∣

h̄
(2.33)

where ˆ⃗µ is the magnetic dipole operator and B⃗ is the magnetic field
associated with the light field. The generalised Rabi frequency ΩR

is defined by ΩR =
√

Ω2 + ∆2 where ∆ is the laser detuning from
resonance ∆ = ωe − ωl. Equation 2.32 describes Rabi oscillations
between |g⟩ and |e⟩ and shows that for ∆ = 0 a full transfer of
population from the ground to the excited state is possible. This
occurs for an interaction time of tπ = π/Ω which is the interrogation
time to achieve a π rotation.

In spectroscopy experiments, rectangular pulses of length tp are
commonly used, and in this case, the excitation probability as a func-
tion of detuning ∆ is given by

|ce(t)| =
(

Ωtp

2

)2

sinc2
(

ΩRtp

2

)
(2.34)
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Figure 2.3: Rabi lineshape. Example for an ideal Rabi excitation with pulse
length tp = tπ = 10 ms. Notable are the sidelobes which lead to a significant
excitation probability even far from resonance.

with the unnormalised sinc function sinc(x) = sin(x)/x. The line-
shape is shown in Fig. 2.3 for tp = tπ where the linewidth is approxi-
mately given by

δνR ≈ 0.8
tπ

. (2.35)

The used two-level approximation is justified for real atomic sys-
tems if the detuning of the light from the transition ∆ = ωl − ωe

is small compared to the detuning to any other transition. Further,
Eq. (2.32) and (2.34) only hold under ideal condition. In real experi-
ments laser noise, finite temperature, excited-state lifetime and similar
imperfections lead to a reduced contrast and limited coherence time.

2.2.1 Coupling to motion

Besides coupling to the electronic state, atom-light-interaction can be
used to address the motional states of trapped ions. In the following,
assume a single ion harmonically trapped in a Paul trap with a two-
level system describing the internal electronic state. The wavevector of
the light k⃗ is chosen such that it aligns with the z-axis. The internal
state Hamiltonian is given by

Ĥ(e) =
1
2

h̄ωeσ̂z (2.36)

with σi (i ∈ {x, y, z}) being the Pauli matrices.
The total Hamiltonian is

Ĥ = Ĥ(m) + Ĥ(e) + Ĥ(i) (2.37)
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where Ĥ(m) describes the motion and is given in Eq. (2.28). The inter-
action Hamiltonian from the laser, which couple internal and motional
state is described by (Leibfried et al., 2003)

Ĥ(i) =
h̄Ω
2

(σ̂+ + σ̂−)
(

ei(kẑ−ωlt+ϕ) + e−i(kẑ−ωlt+ϕ)
)

(2.38)

where a phase ϕ and the operators σ̂± =
(
σ̂x ± σ̂y

)
/2 were introduced.

Transforming to the interaction picture and applying the rotating-wave
approximation yields the interaction Hamiltonian

Ĥint(t) =
h̄Ω
2

σ̂+ exp
(

i
{

ϕ + η
[

âe−iωzt + â†eiωzt
]
− ∆t

})
+ H.c.

(2.39)
where H.c. stands for the Hermitian conjugate and the Lamb-Dicke
parameter η = kz0 was introduced. Here, z0 =

√
h̄/2mωz is the

extension of the ground-state wavefunction of the particle (Eq. (2.30)).
The so-called Lamb-Dicke regime is defined as the regime where
the wave package of a motional state |Ψm⟩ is much smaller than the
wavelength, i.e.

⟨Ψm| k2ẑ2 |Ψm⟩ ≪ 1. (2.40)

For a specific Fock state |n⟩ this can be evaluated using Eq. (2.30),
yielding η

√
2n + 1 ≪ 1. In the Lamb-Dicke regime, Eq. (2.39) can be

expanded to first order in η:

Ĥint(t) ≈
h̄Ω
2

σ+
{

1 + iη
(

âe−iωzt + â†eiωzt
)}

ei(ϕ−∆t) + H.c. (2.41)

The first term describes the Carrier transition |g, n⟩ → |e, n⟩ at ∆ ≈ 0
where the motional mode remains unaffected. The other two terms
are called the first-order red-sideband (RSB) and blue-sideband (BSB),
which give rise to the transitions |g, n⟩ → |g, n − 1⟩ at ∆ ≈ −ωz and
|g, n⟩ → |e, n + 1⟩ at ∆ ≈ +ωz, respectively. The Rabi frequency of the
|g, n⟩ → |e, n ± 1⟩ is given by

Ωn,n±1 = Ωη
√

n> (2.42)

where n> is the larger value of n and n ± 1.
For large η and outside of the Lamb-Dicke regime, higher order

expansions in η become relevant. Terms appear that allow for higher-
order sideband transitions of the type |g, n⟩ → |e, n + l⟩ with l ∈ Z0

at ∆ ≈ lωz. The Rabi frequency for these is given by

Ωn,n+l = Ωn+l,n = Ωe−η2/2η|l|

√
n<!
n>!

L|l|
n<(η

2) (2.43)
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Figure 2.4: Scheme of a stimulated Raman transition. (a) Involved electronic
states and lasers. A transition between |↑⟩ and |↓⟩ can be driven by two
lasers at frequency ωi with their difference equaling the transition frequency
ωl = ω2 − ω1. It is mediated by an auxiliary state |aux⟩ which each laser
couples to with an on-resonant Rabi frequency Ωi. The detuning ∆Raman is
sufficiently large that the population in |aux⟩ is negligible. (b) The orientation
of the wavevectors k⃗i, the difference ∆⃗k = k⃗1 − k⃗2 and the direction of an
addressed motional mode z⃗ define the angles Θ and ϕ (Leopold, 2018). These
influence the Lamb-Dicke parameter (Eq. (2.47)).

where n> and n< stand for the larger and smaller value of n and n + l
respectively. The generalised Laguerre polynomial Lα

n(x) are described
by

Lα
n(x) =

n

∑
m=0

(−1)m (n + α)!
(n − m)!(α + m)!m!

xm. (2.44)

The appearance of Lα
n in Eq. (2.43) leads to zero-crossings of the Rabi

frequency for specific combinations of Fock states n and sideband
order l. This needs to be taken into account when addressing these
transitions for example for ground-state cooling of an ion (Wan et al.,
2015). Some ways of using the coupling to the motion for laser cooling
are addressed in Sec. 2.3.

2.2.2 Raman transition

Addressing of an individual motional sideband requires a transition
with a linewidth Γ ≪ ωz and a non-vanishing Lamb-Dicke parameter
η. In 9Be+, this is realised through a two-photon process coupling
long-lived hyperfine-structure states (see Sec. 3.1). A stimulated Ra-
man transition is used to drive this transition. In the following an
introduction to this is given following Leibfried et al., 2003.

The electronic states and lasers involved in a stimulated Raman
transition between the |↓⟩ and |↑⟩ are shown in Fig. 2.4(a). Two lasers
at frequencies ω1 and ω2 couple each state to an auxiliary state |aux⟩
with an on-resonant Rabi frequency Ω1,2. Their detuning ∆Raman is
chosen to be much larger than the linewidth of the transitions, leading
to negligible population in |aux⟩. By setting the frequency difference
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of the lasers to be equal to the transition frequency ωl = ω2 − ω1,
a stimulated Raman transition between |↓⟩ and |↑⟩ is driven. The
effective on-resonant Rabi frequency for this is

ΩRaman =
Ω1Ω2

4∆Raman
. (2.45)

To address a motional sideband, the Lamb-Dicke parameter η needs
to be non-vanishing (Sec. 2.2.1). For a stimulated Raman transition, it
can be identified that

η = ∆⃗k · z⃗z0 (2.46)

where z⃗ is the normalised vector describing the direction of the mo-
tional mode, z0 is the extension of the wavefunction (Eq. (2.30)), and
∆⃗k = k⃗1 − k⃗2 is the difference of the wavevectors k⃗1,2 of the two lasers.
The coupling therefore depends on the geometric alignment of the
beams relative to each other and relative to the motional mode. De-
note the angle between the wavevectors k⃗1 and k⃗2 as Θ, and the angle
between ∆⃗k and z⃗ as ϕ (Fig. 2.4(b)). Then, the Lamb-Dicke parameter
is expressed as (Leopold, 2018)

η = 2kz0 sin
(

Θ
2

)
cos (ϕ) , (2.47)

where it was assumed that ω1 ≈ ω2 and therefore k =
∣∣∣⃗k1

∣∣∣ ≈ ∣∣∣⃗k2

∣∣∣.
This is for example the case for the here employed transition in 9Be+

(Sec. 3.1). The angle dependence allows selectively addressing of
motional modes in one direction while being insensitive to others.
This is utilised in the experimental setup by using a combination of
Raman beams that only address the axial modes or radial modes (Sec.
3.6.4).

2.2.3 Quantum logic spectroscopy

To build an optical clock based on a single ion, a specific level structure
is required. It needs to provide the option of laser cooling, detection of
the internal state, and a narrow clock transition with all required laser
wavelengths within the technically accessible range. The combination
of these requirements is realised in only a few atomic systems, such
as the alkali-like ions (Be+, Mg+, Ca+, Sr+, Ba+, Ra+), Yb+ or Hg+.
To extend the range of ion species that can be used in an optical clock,
QLS was invented (Wineland et al., 2002). It combines two ions, the
so-called logic ion (LI) and the spectroscopy ion (SI), to provide all the
necessary tools for high-precision spectroscopy.

The LI is coolable and possesses two internal states which can ef-
ficiently be manipulated, detected and distinguished. Typically ions
that are well understood and often find applications in quantum in-
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Figure 2.5: Quantum logic spectroscopy (QLS) scheme. A logic ion (LI) and
spectroscopy ion (SI) are co-trapped in a harmonic potential. Through the
strong Coulomb interaction they have a shared motional mode |n⟩ given a
sufficiently low temperature. Both ions have an electronic ground state |↓⟩
and a long-lived excited state |↑⟩. For the LI, the two states can experimentally
be distinguished as being either bright or dark, respectively. For QLS, the
ions are prepared in the electronic and motional ground state. The SI is
interrogated on its |↓⟩SI → |↑⟩SI carrier transition. A RSB transition on the
SI is used to map the success of the initial interrogation onto the shared
motional mode. Then a RSB transition on the LI is used to map the motional
excitation to the electronic transition of the LI which is then detected. The
result (bright or dark) depends on the success of the initial interrogation of
the SI’s |↓⟩SI → |↑⟩SI transition (Schmidt et al., 2005).

formation processing such as 9Be+ (Micke et al., 2020; Schmidt et al.,
2005), Mg+ (Chou et al., 2010a; Wolf et al., 2016), or Ca+ (Hannig et al.,
2019; Lin et al., 2020) are used. The SI is chosen only for spectroscopic
interest and needs none of the other necessary features to be interro-
gated. After co-trapping, LI and SI are strongly coupled through the
Coulomb force, which allows for sympathetic cooling of the SI using
the LI.

The scheme for QLS is depicted in Fig. 2.5. After preparing the
two-ions in their shared motional ground state and the individual
electronic ground states, the SI is interrogated. A series of laser pulses
is then applied to transfer internal state information from the SI to
the LI through the quantised motional state (Fig. 2.5). The transferred
information can then efficiently be detected on the LI.

The initial use of QLS was to perform spectroscopy of optical transi-
tions in otherwise inaccessible systems (Wineland et al., 2002). It was
first demonstrated for 27Al+ (Schmidt et al., 2005) and the subsequent
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optical clock based on 27Al+ is the first to reach a fractional uncer-
tainty below 10−18 (Brewer et al., 2019). Recently, QLS of an HCI was
demonstrated in the here presented setup, where a dipole-forbidden
transition was resolved with a linewidth of 50 Hz (Micke et al., 2020).
This paved the way to build an optical clock based on a HCI using
many of the established techniques employed for 27Al+.

Besides spectroscopy, QLS has also found more general applications.
For example optical pumping of internal states (Chou et al., 2017;
Micke et al., 2020) or cooling of inaccessible motional modes (King
et al., 2021 and Sec. 4.2), making it a versatile tool.

2.3 laser cooling

The first step to control individual atoms is to efficiently cool them. In
this work, two well-known techniques are applied to the 9Be+ ion to
cool the trapped Ar13+-9Be+ crystal. In a first step, Doppler cooling is
used which is very efficient even for high ion temperatures. However,
the achievable temperature (≈ mK) is limited by the stochastic nature
of the dissipation process. Further cooling to the motional state is
performed using resolved sideband cooling, which allows to reach
the motional ground state. Details are introduced in the following
sections.

2.3.1 Doppler cooling

Doppler cooling is a well established method to cool atoms. It uses
that an atom’s motion leads to a Doppler shift, allowing for a velocity
depended absorption. This is followed by spontaneous emission dissi-
pating the energy. Here, Doppler cooling will be discussed following
Leibfried et al., 2003. Further details can be found in the literature (e.g.
Lett et al., 1989; Wineland et al., 1987).

For simplicity, consider a trapped ion in one dimension, which
moves harmonically with a motional frequency ωz and possesses
an internal transition with linewidth Γ. Classically, the ions velocity
is described by v = v0 cos(ωzt). A laser with wavevector k and a
detuning of ∆ from resonance of the internal state is applied along the
direction of motion. Due to the first-order Doppler shift, the effective
detuning is given by ∆ − kv and absorption happens predominantly
when ∆ ≈ kv. Each absorption event leads to a momentum transfer
of ∆p = h̄k and excites the electronic state. The excited state can then
decay spontaneously which in general is an isotropic process and
therefore does not transfer momentum when averaged over many
absorption-emission cycles.

In the case ωz ≪ Γ, the ion will absorb and emit many photons per
oscillation period and the interaction can be described by an effective
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force. The rate of absorption-emission events is the product of the
excited state probability ρee and the decay rate, which is equal to the
linewidth Γ. The average force is then described by

F ≈ h̄kΓρee (2.48)

with
ρee =

s/2
1 + s + (2(∆ − kv)/Γ)2 . (2.49)

where s = 2|Ω|2/Γ2 is the saturation parameter, and Ω is the on-
resonant Rabi frequency.

For small velocities, i.e. |kv| ≪ ∆ and |kv| ≪ Γ, Eq. (2.48) can be
linearised in v and is given by

F ≈ h̄kΓs/2
1 + s + (2∆/Γ)2

(
1 +

8k∆/Γ2

1 + s + (2∆/Γ)2 v
)

. (2.50)

Equation (2.50) consists of a velocity independent term, which dis-
places the ion from the trap centre and does not directly affect the
dynamics. Neglecting this, the force can be written as

F ≈ −βv (2.51)

with

β =
−4h̄k2s∆/Γ

((1 + s) + (2∆/Γ)2)2 . (2.52)

For ∆ < 0, this describes a frictional force which cools the ion. Within
the used approximations, no bound to the achievable temperature
is apparent. In reality though, the absorption-emission cycles do not
cease for v = 0 as ρee(v = 0) ̸= 0. Therefore while ⟨∆p⟩ = 0, there is a
diffusion process ⟨∆p2⟩ ̸= 0, where ⟨·⟩ denotes the time average. The
minimal attainable temperature due to this is

Tmin =
h̄Γ

√
1 + s

4kB
(1 + ξ) (2.53)

where kB is the Boltzmann constant. The factor ξ = O(1) was intro-
duced to account for the emission pattern of the transition, which is
not necessarily isotropic, as typically electric dipole transitions are
used for Doppler cooling.

Giving the Doppler limit as a temperature requires a definition of the
temperature of a single ion. For this, the temperature of the ion after
cooling is understood as being in thermal equilibrium with a reservoir
at temperature T (Stenholm, 1986). Then, the probability to find it
in a Fock state |n⟩ follows a Boltzmann distribution. To determine
the temperature, a single experimental realisation of the system is
insufficient. Instead, the ion is repeatedly allowed to thermalise with
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Figure 2.6: Scheme for
resolved-sideband cooling.
The trapped atom has the
electronic states |g⟩ and |e⟩.
The trapping adds the Fock
states |n⟩as an additional
dimension. A coherent RSB
transition is used to map
motional excitation to the
electronic excitation. The elec-
tronic excitation is dissipated
through spontaneous emission,
effectively removing a phonon.
This process can be repeated
until the motional ground state
is reached.

its reservoir and each time the Fock state |n⟩ is determined, yielding
the mean phonon number n̄. The associated temperature is

T =
h̄ωz

kB ln
( n̄+1

n̄

) . (2.54)

Therefore, the temperature is to be understood as an ensemble average
of a mixed state where the population distribution follows

P(n, n̄) =
1

1 + n̄

(
n̄

1 + n̄

)n

. (2.55)

Doppler cooling is often used as a first step of cooling since the
cooling efficiency can easily be adjusted by varying ∆. This allows
to cool atoms even with high initial temperatures and to bring them
close to Tmin by successively lowering ∆ and s. In ion trapping, this
typically leads to a mean phonon number n̄ ≈ 1 − 20 with a thermal
distribution (Stenholm, 1986). Such temperatures are sufficiently low
to further employ resolved-sideband cooling (or other techniques) to
cool the ions to the motional ground state, which is discussed in the
following section.

2.3.2 Resolved-sideband cooling

Cooling of ions beyond the Doppler limit is required for QLS and to
reduce the second-order Doppler shift of the optical clock. One method
for this is resolved-sideband cooling (Itano et al., 1995; Monroe et al.,
1995) where a narrow optical transition is used to drive transitions
between different Fock states. This allows it to map motional excitation
onto the electronic state where it is dissipated through spontaneous
emission.
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The scheme for pulsed resolved-sideband cooling is shown in Fig.
2.6. The trapped atom consists of the internal electronic ground (|g⟩)
and excited (|e⟩) state. Additionally, the Fock states |n⟩ span a second
dimension with an energy spacing much smaller than the electronic
transition. By applying a RSB transition, the motional excitation is
mapped onto the electronic excitation via |g, n⟩ → |e, n − 1⟩. By pump-
ing the |e⟩ population to a fast-decaying state, spontaneous emission
to |g⟩ can occur making the process irreversible. For a sufficiently
small Lamb-Dicke parameter η, the decay happens pre-dominantly
on the |e, n⟩ → |g, n⟩ transition, dissipating the motional energy. Re-
peating these steps reduces the mean phonon number until n̄ ≈ 0 is
reached where the RSB can not be driven again. Various processes
can limit the achievable temperature, e.g. decoherence, off-resonant
scattering and heating rates.

A problem of this method is that the on-resonant Rabi frequency Ω
depends on the motional state |n⟩ which has zero-crossings (see Eq.
(2.43)). There population can become trapped. Higher-order sidebands
can be employed to mitigate this (Che et al., 2017; Wan et al., 2015)
though it can still lead to non-thermal distributions which are difficult
to assess (Chen et al., 2017; Rasmusson et al., 2021). Nonetheless, with
resolved-sideband cooling n̄ ≪ 1 has been achieved for single ions
(Diedrich et al., 1989; Leopold, 2018) and two-ion crystals (Chen et al.,
2017; Wan et al., 2015).

For efficient resolved-sideband cooling, a small Lamb-Dicke param-
eter η is necessary to suppress the recoil of the spontaneous decay
used for dissipation (Wan et al., 2015). Though, if η is nearly vanishing,
resolved-sideband cooling becomes impractical as the Rabi frequency
of the RSB transition vanishes (Eq. (2.42)), requiring impractical laser
powers to counteract this. Such a situation occurs in two-ion crystals
with a large charge-to-mass ratio mismatch like the Ar13+-9Be+ crys-
tal investigated in this thesis. For some motional modes, one of the
two ions has a vanishing amplitude (Sec. 2.1.3). Thus, as resolved-
sideband cooling is only possible on the logic ion 9Be+, some motional
modes cannot be cooled this way. Therefore, other cooling protocols
are necessary, which is further discussed in Chapter 4.

2.4 isotope shift

The isotope shift describes the shift of the transition frequency for a
given transition on the probed isotope. It occurs due to the dependence
of the electronic wavefunction on the mass of the nucleus M, and its
finite charge radius R (Breit, 1958; King, 1963). Through this, it is used
to gain experimental access to nuclear parameters. Further, theoretical
calculations achieve a much higher precision for the isotope shift
than for the transition frequency itself. This allows probing of the
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underlying theories. Few-electron systems, like HCI, are particularly
appealing, as their calculation is less complicated, which enables
accurate predictions (Soria Orts et al., 2006).

The transition frequency difference between two isotopes A and B
is denoted by the isotope shift ∆νA,B. To first-order it can be described
by (Yerokhin et al., 2020)

∆νA,B =

(
me

MA
− me

MB

)
K +

(
R2

A

λ̄2
C
− R2

B

λ̄C
2

)
F, (2.56)

where me is the electron mass and λ̄C = h̄/mec is the reduced Comp-
ton wavelength. The dimensionless mass shift (K) and field shift (F)
constants depend only on the element and the transition but not the
isotope. This assumes that higher-order contributions, which scale
with (me/M)2 and (R/λ̄)4, are negligible. For a light atom (like Argon)
the isotope shift is dominated by the mass shift component, while the
field shift contributes less. In heavy atoms this is reversed and the
field shift is dominant.

The calculation of the mass shift constant K is usually performed
up to order (Znα)4 within the so-called Breit approximation. Here, α

is the fine-structure constant and Zn is the nuclear charge state. In
this approximation the mass shift is induced by the relativistic recoil
operator given by (Yerokhin et al., 2020)

Ĥrec =
1
2 ∑

i,j

 ˆ⃗pi · ˆ⃗pj −
Znα

ri

α̂i +

(
α⃗i · ˆ⃗ri

)
ˆ⃗ri

r2
i

 · ˆ⃗pj

 (2.57)

where i and j denote the electrons, ˆ⃗p is the momentum operator, ˆ⃗r is the
position operator, and α⃗ is the vector of Dirac matrices. As common in
literature, relativistic units (h̄ = 1, c = 1) are used in this section. This
allows to calculate the relativistic mass shift constant as the expectation
value K = ⟨Ĥrec⟩ using the Dirac wavefunction. Corrections to K in
higher orders of Znα occur due to quantum-electrodynamical (QED)
effects (King et al., 2022; Shabaev, 1998). This correction is therefore
called QED nuclear recoil, which so far has only been observed in He
(Delaunay et al., 2017a) and hydrogen-like Ne9+ (Sailer et al., 2022).

The field shift constant F is calculated as the expectation value of
the derivative of the nuclear charge potential Vnuc with respect to the
nuclear charge radius (Zubova et al., 2016):

F =

〈
∑

i

dVnuc(ri)

d(R/λ̄)2

〉
, (2.58)

where i sums over all electrons. Similar to the mass shift constant,
QED corrections to F are necessary to achieve accurate results (King
et al., 2022; Zubova et al., 2016).
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In this thesis, the isotope shift in Ar13+ is measured (Chapter 6),
which is dominated by the mass shift. This allows to test theoretical
predictions and to resolve the QED nuclear recoil for the first time in
a many-electron system.
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3 E X P E R I M E N TA L S E T U P

In this work two ions are used: 9Be+ is used as the logic ion (LI)
which possesses a well-controllable electronic structure. As the spec-
troscopy ion (SI), Ar13+ is investigated, which is a well-studied HCI
and therefore an ideal test bed.

In the first two sections of this chapter the level structures of the two
ion species is introduced. In Sec. 3.3 the scheme for HCI production
and transfer to a linear Paul trap are shortly described. Then, the
cryogenic environment of the linear Paul trap and improvements to the
HCI lifetime are discussed in Sec. 3.4. The magnetic field stabilisation
is introduced in Sec. 3.5 and the laser systems necessary to control the
two ions are described in Sec. 3.6. The final section address the newly
implemented experimental control scheme.

The experimental setup has been described in detail in previous
theses (Leopold, 2018 and Micke, 2020) as well as various publications
(Leopold et al., 2019; Micke et al., 2018, 2019). This chapter will only
give a short introduction of the most relevant parts and changes that
have been implemented compared to previous descriptions.

3.1 logic ion 9be+

The employed LI is 9Be+, which is a well studied and commonly
used ion in quantum information processing. The level structure
composes of a 2S1/2 ground state and the 2P1/2 and 2P3/2 excited
states and is shown in Fig. 3.1. All states are split due to a hyper-
fine interaction with the nuclear spin (I = 3/2). Notable features
are a closed, fast cycling transition between

∣∣2S1/2, F = 2, mF = 2
〉

(de-
noted as |↓⟩) and

∣∣2P3/2, F = 3, mF = 3
〉
, and the long-lived qubit state∣∣2S1/2, F = 1, mF = 1

〉
(denoted as |↑⟩).

The |↓⟩→
∣∣2P3/2, F = 3, mF = 3

〉
transition, the cooling transition, is

a closed, E1-allowed transition which is used for Doppler cooling by
driving it with a σ+-polarised beam. Due to imperfections of the polar-
isation, decay from the excited state to |↑⟩ and

∣∣2S1/2, F = 2, mF = 1
〉

is possible which are dark to the cooling laser. This is avoided by
applying a repumper laser coupling them to

∣∣2P1/2, F = 2, mF = 2
〉
.

From there spontaneous decay to |↓⟩ is possible, closing the cooling
cycle. Repumping through the 2P1/2 state is preferred over the 2P3/2
state as it has a lower off-resonant excitation rate from the cooling
transitions when the ion is in |↓⟩. Additionally, it avoids the so-called
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Figure 3.1: Level scheme of 9Be+ and addressed transitions. The Doppler
cooling transition is used for cooling and state detection of ion where the∣∣2S1/2, F = 2, mF = 2

〉
:= |↓⟩ appears bright while

∣∣2S1/2, F = 1, mF = 1
〉

:=
|↑⟩ appears dark. The |↑⟩ → |↓⟩ transition is driven through a Raman
transition. Repumping of the |↑⟩ to the |↓⟩ is performed via the 2P1/2 state.
Details are given in the main text.

coherent population trapping where
∣∣2P3/2, F = 3, mF = 3

〉
is a dark

state if the transition amplitude from the cooling and repumper laser
interfere destructively (Morigi, 2003). Therefore, repumping through
the 2P1/2 state allows the |↓⟩ to be prepared with higher fidelity and
improves resolved-sideband cooling (Leopold, 2018).

The qubit transition |↑⟩→|↓⟩ can be driven by a microwave at
1.25 GHz, which can be used to measure the magnetic field strength.
Alternatively, it is driven by a stimulated Raman transition (Sec. 2.2.2).
This allows for addressing of motional sidebands and therefore is
used for ground-state cooling and quantum logic operations (see
2.2.1). The detuning of the Raman beams from the 2P3/2 and 2P1/2
state is chosen to be roughly equally detuned from both states to
minimise off-resonant scattering and to allow for cancelling of the a.c.
Stark shift by adjusting the polarisation of the Raman beams (Leopold,
2018).

State detection, which discriminates |↑⟩ and |↓⟩, is performed on
the cooling transition where |↑⟩ corresponds to the dark and |↓⟩ to the
bright state. For this, the Doppler transition is driven for about 200 µs
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Figure 3.2: Simplified level structure of Ar13+. The
interrogated magnetic-dipole transition at 441 nm is
between the fine-structure states 2P1/2 and 2P3/2. The
excited-state lifetime of 9.6 ms (Lapierre et al., 2006)
corresponds to a natural linewidth of around 17 Hz.

with no repumper applied and the scattered photons are detected
with a photomultiplier tube (PMT). A threshold discrimination is used
to assign 0 and 1 photons to the dark state, while > 1 photons are
considered to be the bright state (Leopold, 2018). As mentioned above,
this transition is not fully closed when the repumper is not applied
due to polarisation impurities, limiting the state detection efficiency
of the bright state to ≈ 99.5 %. The detection efficiency of the dark
state is limited to ≈ 98 % by off-resonant scattering of the 2P3/2 state
(Leopold, 2018).

3.2 boron-like argon

The HCI of interest is Ar13+, which has previously been investigated in
this experimental setup. It is a five-electron system and has therefore
a Boron-like electronic structure shown in Fig. 3.2. The ground state
is 2P1/2 (1s22s22p) with the lowest lying excited state 2P3/2 connected
to it by a M1 transition at 441 nm. The excited-state lifetime is 9.6 ms
(Lapierre et al., 2006). The next lowest lying transitions from either
of these low-lying states states have wavelengths of less than 50 nm.
Within this thesis, only even isotopes, 40Ar and 36Ar, with no nuclear
spin (I = 0) are studied. This system was chosen due to its simple
electronic structure and because the optical transition is one of the
most accurately known in HCI. This reduced the time needed to find
the transition when scanning with a narrow laser (Micke et al., 2020).

The optical transition in 40Ar13+ has historically been studied in plas-
mas using an EBIT where grating spectroscopy (Draganić et al., 2003;
Soria Orts et al., 2007) and laser spectroscopy (Mäckel et al., 2011, 2013)
reached an uncertainty of about 150 MHz. This was predominantly
limited by the megakelvin temperature in a plasma leading to large
Doppler broadening. In a recent experiment, 40Ar13+ was trapped
in a Penning trap and cooled using negative-feedback and adiabatic
cooling, reaching temperatures down to about 1 K. By applying the
continuous Stern-Gerlach effect, the optical transition frequency was
measured with an uncertainty of about 6 MHz (Egl et al., 2019), mak-
ing it by far the best known optical transition in a HCI.

The simple electronic structure of Ar13+ allows for accurate ab initio
atomic structure calculations, yielding theoretical predictions with
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uncertainties beyond what is possible in atomic systems with more
electrons. The ground-state g-factor has been measured with a relative
uncertainty of 1.4 × 10−9 in a Penning trap, while calculations reach
a relative uncertainty of 9 × 10−7 where electron correlation, nuclear
effects, and quantum electrodynamics (QED) contributions were taken
into account (Arapoglou et al., 2019). The excited-state g-factor has
previously been measured in the system of this work with a relative
uncertainty of 4 × 10−6 (Micke et al., 2020) while independently being
calculated with a relative uncertainty of 1 × 10−6 (Agababaev et al.,
2019). Another interesting property is the 40Ar13+-36Ar13+ isotope shift
which was experimentally determined with an uncertainty of 100 MHz
using an EBIT (Soria Orts et al., 2006), while theoretical predictions
reached an uncertainty of 11 MHz (Zubova et al., 2016).

In parallel with the here presented work, improvements of the
predicted isotope shift reached an uncertainty of 4 MHz (King et
al., 2022). These calculations were performed blind to the presented
experiments and resolve for the first time the QED nuclear recoil in
Ar13+ (see Sec. 2.4). This makes the QED nuclear recoil experimentally
accessible in a many-electron system.

3.3 highly charged ion production and
transfer

A compact EBIT is employed for production and initial storage of HCI
(Micke et al., 2018). It features an electron beam of about 10 mA which
ionises injected atoms through electron impact ionisation. The beam
is focused using a magnetic field with a flux density of about 0.86 T
at the trap centre. The negative space charge of the electron beam as
well as the magnetic field provide confinement to the ionised HCI in
the directions transverse to the electron beam. Static dc fields are used
to confine the ions in direction of the electron beam. The generated
plasma has a typical temperature of around 1 MK.

From there HCI can be extracted and are transferred through an
ion-optical beamline to a linear Paul (Schmöger et al., 2015a). The
extracted ion beam is steered by multiple electro-optical elements and
a pulsed drift tube is used to decelerate the ion bunch (Schmöger,
2013). In the beamline different charge-to-mass ratios separate in
time-of-flight, which allows for selection of a specific charge state by
switching a single electrode at the correct timing. When reaching the
Paul trap the ions have a residual energy of about 130 V/charge. This
requires the Paul trap to be put on an elevated ground of similar value
leaving the ions at a residual energy of 5–10 eV per charge. In the trap
approximately 100 laser-cooled 9Be+ are present and the entering HCI
collides with the 9Be+ crystal until enough energy is dissipated for co-
crystallisation (Micke et al., 2020; Schmöger et al., 2015b). Following
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this, excess 9Be+ is removed by switching off the Doppler cooling
laser and applying parametric excitation. To implement the parametric
excitation, the trap drive frequency is modulated at the single 9Be+

ion axial motional frequency (≈ 500 kHz) which selectively removes
9Be+ until only a single 9Be+ and a single HCI are left (Micke et al.,
2020).

In this thesis, 40Ar13+ and 36Ar13+ were investigated. 40Ar13+ has
a natural abundance of 99.6 % and is obtained from a Argon gas
source with this abundance through a leak valve into the trap centre
of the EBIT. The natural abundance of 36Ar13+ is only 0.33 % and
it is therefore an isotopically enriched source is used which has a
dedicated injection system. The difference in mass between the two
isotopes necessitates small changes to the timings of the switched
electrodes to slow and trap the desired HCI.

3.4 cryogenic paul trap

The Paul trap used within this thesis has previously been described
in Leopold et al., 2019 and Leopold, 2018. It is a segmented linear
Paul trap, with a sketch of the geometry given in Fig. 2.1. In the radial
directions (x and y) a quadrupole field is generated by applying an rf
voltage to opposing electrodes while keeping the dc blades on a fixed
voltage. The dc electrodes are segmented in axial (z) direction, allowing
for confinement by applying a dc voltage to the outer electrodes while
keeping the central electrode at ground voltage. The degeneracy of
the radial motional frequencies is broken by applying dc voltage only
on the pair of electrodes in x-direction (Leopold, 2018).

The Paul trap is installed in a cryogenic system (Micke et al., 2019)
which keeps the trap and the surrounding area at a temperature
close to 4 K. This reduces the background gas pressure because most
gases freeze and the large surfaces cryogenically pump impinging
gas particles. It allows for extended storage lifetime of HCI which are
susceptible to charge exchange collisions. For optical access and HCI
injection, various ports of the room temperature vacuum chamber to
the 4 K stage are available. Compared to the previous descriptions
(Micke et al., 2019), eight of these optical ports were additionally
closed by installing windows on the 4 K stage (see Fig. 3.3). The
windows are coated with standard antireflective coatings1 to increase
light transmission efficiency. The installed windows are wedged 0.5◦

to prevent etaloning within the individual windows which could affect
interrogation of the ions.

The window installation reduces the in-flux of atoms from the room
temperature stage. This decreases ion loss from ballistic gas, which
passes through the optical ports that lead directly to the trap centre. It

1 A and UV-coating from Thorlabs Inc.
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zlab
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Paul trap

Helical
resonator

HCI

Electrical
feedthrough
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Figure 3.3: Windows installed into optical ports at 4 K from top view. The
4 K stage (dark green) contains the Paul trap and is mounted inside the
40 K stage (light green) which itself is mounted inside a room temperature
vacuum chamber (grey). The protruding tubes are for optical access of the
trap centre and were previously open. The red markings indicate newly
installed wedged windows which improve isolation of the 4 K stage from
the room temperature vacuum chamber. Of the in-plane ports, only the axial
ports for HCI injection and the port for the electrical feedthrough remained
open. There are four additional out-of plane ports at an angle of ±15◦ where
only one is closed by a mirror previously used for vibration measurements
(Micke et al., 2019). The blue marked port is closed by a similar mirror.
Details are given in the main text.

also reduces the intake of H2 which accumulates and slowly degrades
the vacuum as H2 is the dominant background gas at 4 K (Micke et al.,
2019). If the ion lifetimes are significantly reduced, a so-called warm
up is performed where the cryocooler is turned off and the 4 K stage
is allowed to warm up by about 20 K to degas H2 (Leopold, 2018).

To assess the change in residual pressure, charge exchange collisions
of HCI with background gas particles are used. For this, the lifetime
of 235 HCI was recorded when performing various experiments. The
distribution of lifetimes after installation of the windows is shown
in Fig. 3.4(a) with all data being taken during the first four weeks
following a warm up. The observed 1/e lifetime is 84(8)min, which
is about double the previously measured value of 43(4)min (Micke
et al., 2019). This is consistent with the approximately 57 % reduction
in solid angle of the room temperature stage visible to the trap centre.
Figure 3.4(b) shows the lifetimes of all recorded HCI as well as the
mean lifetime as a function of time since the last warm up. The ion
lifetime steadily decreases for the first three weeks, before a step-like
decrease in the fourth week. This is attributed to in-flux of H2 which
saturates the surfaces of the cold stage at cryogenic temperatures. To
counteracted this, a warm up can be performed after three to four
weeks of operation.
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Figure 3.4: Lifetime of Ar13+ after installation of windows in the cold
stage. (a) Recorded lifetime of 235 HCI binned in 30 min intervals. The red
curve is an unweighted fit of an exponential function with time constant
τ =84(8)min. This is an improvement by about a factor of two compared to
results obtained without windows (Micke et al., 2019). (b) Individual lifetime
of all recorded HCI (shaded black) as well as their mean (red) as a function
of weeks since the last warm up. A steady decline of the lifetime is visible for
the initial three weeks with a sharper drop in the fourth week. The estimated
lifetimes in both graphs are likely to be underestimated due to the way the
data was recorded (see main text).

Recording of HCI lifetimes was performed in parallel with other
experimental measurements leading to biases. Ions that lived for long
time were often removed from the trap at the end of the day when
shutting down the experiment. Thus the lifetime of these ions is
truncated and then recorded, leading to an underestimation of the
lifetime. Another issue is that it takes several minutes from successful
loading and trapping of an HCI to unambiguous detection of the
charge state through the motional mode frequency. This means that
lifetimes below a few minutes cannot be unambiguously recorded.
For example, Ar12+ was detected in rare cases after loading, and it
is possible that this resulted from a short-lived Ar13+. Such events
are not included in the presented data. Other issues, like accidental
dumping of the ions from the trap due to laser or electrical issues
might also bias the data.

A downside of the window installation was that the laser polari-
sation at the ion position became strongly dependent on the beam
alignment. This is attributed to birefringence of the wedged windows.
This could be further amplified by additional stress during cooldown
which induces a position dependent birefringence. This made addi-
tional polarising components necessary. A time dependence of the
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laser polarisation was also observed (see Sec. 5.2.5) though this was
not unambiguously attributed to the windows.

3.5 magnetic field

A magnetic field is used to define the quantisation axis and to lift the
degeneracy of the Zeeman sub-states. It has a magnetic flux density
of around 23 µT, which is smaller than the previously used 160 µT.
The reduction improved the separation of the carrier and sideband
transitions from the various Zeeman components of Ar13+ and 9Be+,
reducing the off-resonant excitation rate. Experimentally an approxi-
mately 10 % improvement of contrast for spectroscopic signals of an
Ar13+-9Be+ two-ion crystals was observed.

The magnetic field is generated by three pairs of orthogonal coils
and the setup is described in detail by (Leopold et al., 2019). The coils
are passively driven and stabilised by a scheme similar to Merkel
et al., 2019. For the active stabilisation, a sensing resistor in series
is used to measure the current and an error signal is derived from
the voltage drop by comparing it to a reference voltage. A control
loop shunts parts of the current through a transistor in parallel with
the coils, stabilising the current through the coil. Furthermore, an
additional, larger set of coils is used for active stabilisation. For this,
a magnetic field sensor outside of the vacuum is used as a reference
with a resolution of 150 pT. Finally, at the trap centre, the magnetic
field is additionally passively stabilised by the surrounding copper
from the cryogenic system, which acts as a low pass filter with a
cutoff frequency at or below 0.3 Hz for all directions (Leopold et al.,
2019). From data taken during the clock campaign, the magnetic field
stability can be estimated, and it was found to be below 200 pT for up
to several 1000 s (see Sec. 5.2.4).

3.6 laser systems

The control of motional and internal degrees of freedom of trapped
ions is achieved through various laser systems. The necessary laser
systems for 9Be+ and Ar13+ and their delivery to the trapped ions is
described in the following section.

3.6.1 Laser systems for 9Be+

The laser systems to generate, cool, and address the 9Be+ consist of a
photoionisation (PI) laser, Doppler cooling laser, a repumper, and a Ra-
man laser system. In this thesis, these remained unchanged compared
to previous descriptions in Hahn, 2019 and Leopold, 2018. Thus it will
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not be repeated here. Nevertheless, a modification to the repumper
was performed and for parts of the presented experiments, the PI laser
and repumper laser have been replaced, which are described here.

Previously, the two repumper laser (see Fig. 3.1) were generated
from a single self-injected distributed Bragg reflector (DBR) diode at
626 nm (King et al., 2018) which was frequency doubled to 313 nm
using intracavity second harmonic generation (SHG). This was split
50 : 50 using a beam splitter to generate the two required repumper.
The two beams were then shifted using accusto-optical modulators
(AOM) to generate the necessary 1.25 GHz frequency difference before
being overlapped again. The usage of two beam splitters for separa-
tion and recombination led to a significant power reduction. This is
avoided here, by replacing the setup with an electro-optic modulator,
which phase modulates the initial laser beam and directly produces
sidebands at the required frequency. For switching, two AOMs are
employed to turn the laser off with high extinction. This setup was
used for all presented experiments.

The employed DBR diodes showed a lifetime of only a few thousand
hours. Then they needed to be replaced. This made the system less
reliable and only provides a limited amount of laser power. Therefore,
a sum frequency generation (SFG) system was setup which is an ex-
tension to the SFG already in use for the Doppler cooling and Raman
lasers (Hahn, 2019). The complete setup is shown in Fig. 3.5. The
previously described Raman and Doppler cooling laser are derived
from a single 1050 nm laser which is sent through two separate peri-
odically poled Potassium titanyl phosphate (PPKTP) crystals where
it is combined with two individual 1550 nm lasers for SFG of 626 nm
light (Hahn, 2019). For the new repumper, the 1050 nm is again recy-
cled and sent through a third PPKTP crystal where another, separate
1550 nm is overlapped for SFG. This third stage achieved an output
power of about 120 mW with an input of 2 W at 1050 nm and 5 W at
1550 nm. The low conversion efficiency is mostly due to a deformed
beam profile of the 1050 nm beam after the first two SFG stages. The
repumper is frequency stabilised by measuring its wavelength with a
wavemeter2 and giving feedback to the piezo of the 1550 nm laser.

The old PI laser was based on a laser diode at 940 nm which was
twice frequency doubled. There the power after the first frequency
doubling was split between two experiments (Hahn, 2019). To make
the laboratories more independent, it was replaced by a laser diode
at 470 nm which only requires a single doubling stage, reducing the
work for maintenance. The new setups for PI and repumper laser
were used for measurements involving 36Ar13+ in Chapter 6 and the
measurements in Chapter 7. All other data was taken with the old
setups.

2 High Finesse WS-7-30 wavemeter
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Figure 3.5: Sum frequency generation (SFG) setup. Light from high-power
fibre lasers at 1050 nm and 1550 nm is overlapped inside PPKTP crystals for
SFG of 626 nm light. Independent 1550 nm lasers at different frequencies
are used for the Raman, Doppler cooling and repumper laser, while only
a single 1050 nm laser is repeatedly employed. The light from the Raman
and Doppler cooling laser are split between the HCI laboratory and another
experiment, while the repumper laser is only used by the former. The Doppler
cooling laser frequency is stabilised to an absorption line in iodine-127
by giving feedback to the 1050 nm laser (Stepanova, 2014). The repumper
laser is frequency stabilised by measuring its frequency with a commercial
wavemeter and by giving feedback to its 1550 nm laser. Various optical
components were omitted. The setup for the Doppler cooling and Raman
laser has previously been described in detail in Hahn, 2019. Abbreviations:
DM: dichroic mirror, PBS: polarising beam splitter, PPKTP: periodically poled
Potassium titanyl phosphate, PZT: piezo. Some graphical components were
adapted from Franzen, 2006.

3.6.2 Ar13+ clock laser setup

Previously (Micke et al., 2020), the clock laser for interrogation of
Ar13+ was only delivered along the symmetry axis of the trap to have
optimal coupling to the axial motional modes. While this is sufficient
to interrogate the HCI and perform quantum logic, it is not enough to
fully characterise the system. Therefore, additional laser paths were
built to deliver light to other ports. The increased power demand is
met by using an injection-locked slave laser.

The clock laser is based on a 882 nm laser diode which is frequency
doubled to generate the required 441 nm light for interrogation of the
clock transition in Ar13+. A schematic drawing is shown in Fig. 3.6. The
master laser provides about 55 mW entering into a SHG cavity (Hannig
et al., 2018) which produces about 15 mW of frequency-doubled light
for clock interrogation. Most of the light is passed through a double-
pass AOM which allows for frequency shifting. The light is then sent
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Figure 3.6: Sketch of the laser system used to address Ar13+. The master
laser is a diode laser at 882 nm which is stabilised with a scheme described in
Sec. 3.6.3. The stabilised light is frequency doubled using intracavity second
harmonic generation (SHG), and AOM and beamsplitters are separate the
light for the two clock ports. Parts of the setup are built on the optical table
fixed to the vacuum chamber to avoid differential movement. The length of
the fibre transferring light between the tables is actively stabilised. For this,
parts of the light is retro-reflected after passing the fibre and the phase noise
is detected in a self-heterodyne measurement (Ma et al., 1994). Part of the
frequency-doubled light is sent to a slave laser diode for injection locking.
The injection lock is monitored with a grating and a photodiode (PD), which
is sensitive to the level of injection. Light from the slave lasers is sent to three
different ports of the vacuum chamber which can be switched separately. It
is only used to perform logic operations with high Rabi frequencies. Various
elements were omitted for clarity. Abbreviations: DSM: D-shaped mirror,
AOM: accusto-optical modulator, BS: beam sampler, DDS: direct digital
synthesizer, FNC: fibre noise cancellation, PBS: polarising beam splitter, PD:
photodiode . Some graphical components were adapted from Franzen, 2006.

through a fibre to a second optical table, which has a rigid connection
to the vacuum chamber and the in-vacuum Paul trap. Differential
movement of these tables lead to non-negligible Doppler shifts and
active fibre length stabilisation is employed to mitigate this (Ma et al.,
1994). On the trap optical table, the light is split into two beams and
then sent separately to the two counter-propagating optical ports for
interrogation.
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This setup is sufficient to interrogate the HCI’s optical clock transi-
tion. Higher power is required for motional sidebands addressing with
sufficiently high on-resonant Rabi frequency. For this, a slave diode
with a free running wavelength around 440 nm at 30 ◦C is used. Its
frequency is stabilised by injection-locking it to the master laser (see
e.g. Hosoya et al., 2015; Pagett et al., 2016). Around 100 µW of light
after the doubling cavity are picked off and injecting it into the slave
diode through the rejection port of an optical isolator. The injection is
monitored through a grating spectrometer which reflects light onto a
photodiode with a signal depending on the injection level. While light
from the slave laser is injection locked to the master and is therefore
phase coherent, there remains a phase offset, which depends on the
free-running and master frequency as well as their power (Siegman,
1986). If these parameters drift, a phase offset leads to an offset of the
injected laser frequency from the measured master laser frequency. Ad-
ditionally, it cannot be excluded that residual amplified spontaneous
emission leads to an impure spectral profile. To avoid such issues
having any effect on the measured transition frequency, the slave laser
light is only used for logic operations addressing sidebands. The logic
path includes various AOMs in double and single pass configurations
to allow sending of light, to the axial, radial, and vertical ports (see
Fig. 3.8).

3.6.3 Ar13+ clock laser stabilisation

Interrogation of the clock transition in Ar13+ necessitates a narrow
laser, ideally with a linewidth below the natural linewidth of 16 Hz.
For this, part of the fundamental light at 882 nm light is picked off
(Fig. 3.6). It is sent to an optical cavity and a frequency comb for
stabilisation, leading to a laser linewidth sufficiently narrow to probe
the clock transition.

The stabilisation scheme is illustrated in Fig. 3.7. In the first step
the laser is locked to a local pre-stabilisation cavity. This cavity has a
finesse of ≈ 1000 which suppresses high frequency noise and narrows
the laser linewidth to about 4 kHz. To further stabilise the laser, part
of the light is sent through an optical fibre to a frequency comb. The
optical path length of the fibre is actively stabilised by retro-reflecting
a part of the light after passage and producing a beat signal with
a reflection reference at the fibre input for phase stabilization (Ma
et al., 1994). At the frequency comb, a beat signal νBeat between the
laser and a comb tooth is generated. To improve the signal-to-noise
ratio, a tracking oscillator3 amplifies the beat signal. To transfer the
beat from the frequency comb laboratory to the HCI laboratory, the
beat signal is mixed with a fixed rf frequency to generate a 10.76 MHz
signal. This is frequency mixed with a reference frequency νRef to

3 Design from Department 4.3 Quantum Optics and Unit of Length at PTB.
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Figure 3.7: Scheme for stabilisation of the Ar13+ clock laser. The HCI
clock is situated in the Laue Bau at PTB. On short time scales, the clock
laser is stabilised to a pre-stabilisation cavity, removing high-frequency noise.
For further stabilisation, light is sent to another building (Paschen Bau) at
PTB. Part of the light sent through the fibre is retro-reflected to stabilise
the fibre phase noise (Ma et al., 1994). There, a frequency comb locked to
a laser stabilised to the ultra stable Si2 cavity (Matei et al., 2017) provides
stabilisation at intermittent timescales. The such stabilised laser is employed
to interrogate the individual Zeeman components. For clock operation, the
laser frequency is steered to the interrogated Zeeman components using
the so-called Zeeman AOMs. Additionally, the frequency measured on the
frequency comb is steered towards the mean frequency by steering the offset
between frequency comb and clock laser (Chapter 6). The given frequencies
in the rf chain are typical values but various values were used during this
work. Details are given in the main text. Abbreviations: AOM: accusto-optical
modulator, DDS: direct digital synthesizer, FNC: fibre noise cancellation, IR:
infrared, PD: photodiode, PMT: photomultiplier tube, SHG: second harmonic
generation. Some graphical components were adapted from Franzen, 2006.
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generate an error signal. Feedback is given to the drive frequency
of the AOM denoted as IR AOM in-between the laser head and the
pre-stabilisation cavity, stabilising νBeat (see Fig. 3.7). This phase lock
loop (PLL) has a bandwidth of about 10 kHz. The repetition rate of the
frequency comb itself is stabilised to the cryogenic silicon cavity Si2
(Matei et al., 2017) by another PLL. The combination of locks transfers
the Si2 stability to the Ar13+ clock laser, suppressing laser frequency
drifts to tens of Hz per day. The achieved laser linewidth for short
timescales has not directly been measured which would necessitate
another ultrastable laser for comparison. Data from clock comparison,
and another similarly stabilised laser indicate that a linewidth of
around 10 Hz at the ion position is plausible (see Appendix C). The
stabilised laser is sufficient to interrogate the clock transition of Ar13+

with a natural linewidth of around 17 Hz.
For clock operation (Chapter 6), a frequency lock to the individual

Zeeman components is performed. The derived mean frequency of
the Zeeman components is used to steer the reference frequency νR.
The time constant of this steering is much larger then the first two
stabilisation steps and therefore does not interfere with the interroga-
tion of the atomic transitions. It is implemented as part of the clock
sequence and is described in Chapter 6.

3.6.4 Laser arrangement

The geometry of the laser delivery is critical to be able to perform all
the required operations on the 9Be+ and the Ar13+. The geometry rel-
ative to the laboratory frame x⃗lab is shown in Fig. 3.8. Most beams are
delivered in the xlab − ylab plane, which also contains the quantisation
axis defined by the magnetic field. In this plane, the beam angles are
restricted by the vacuum chamber to multiples of 30◦ relative to the
symmetry axis of the trap.

The 9Be+ can be addressed by the Doppler cooling beam and the
repumper, which are delivered along the quantisation axis. This is
required to allow for pure σ+ polarisation to have a closed transition
for efficient Doppler cooling, repumping and state detection (see Fig.
3.1). Coherent operations on the 9Be+ are performed using the red
and blue Raman beams to drive a stimulated Raman transition on
the qubit. Two different blue Raman beams are used to either address
the axial or the radial motional modes by only having an effective
k-vector along either axis when combined with the red Raman (Eq.
2.47). Imaging and fluorescence detection of ions is realised through a
set of lenses in ylab direction. More details on the orientation of the
beams used for control of 9Be+ can be found in Leopold, 2018.

Interrogation of the Ar13+ is performed by beams aligned with
the coordinate system of the laboratory. Clock interrogation occurs
along the xlab where beams can be delivered in counter-propagating
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Figure 3.8: Laser orientations relative to the Paul trap. (a) Top view of
the Paul trap along −ylab. Most beams are delivered in the xlab − zlab plane
under various angles constrained by the vacuum chamber. The inset shows
the orientation of a Ar13+-9Be+ two-ion crystal along the symmetry axis. The
magnetic field defines the quantisation axis. (b) Side view of the Paul trap
along xlab. Imaging and fluorescence detection of the ions is implemented
in ylab direction. To interrogate the HCI from outside the xlab − zlab plane, a
laser is sent backwards through the imaging system. Alternatively, a tipped
beam which has angle of 15◦ with respect to the xlab − zlab is available.
Details are given in the main text. Some graphical components were adapted
from Franzen, 2006.

directions, dubbed normal and counter clock in Fig. 3.8. Separate beam
paths are used for so-called logic operations which address motional
sidebands. Firstly, an axial logic beam is used for coupling the HCI’s
internal state to the axial motional modes for QLS. Secondly, a radial
logic beam is used to address the weakly-coupled radial modes to per-
form algorithmic ground-state cooling and temperature measurements
of these modes (see Sec. 4.2). Both beams are also used to measure
micromotion (MM). To fully characterise MM in three dimensions, an
out-of-plane beam is required, which is delivered to the trap centre
through the imaging system along ylab and is dubbed vertical logic.

Characterisation of MM requires knowledge of the laser angles and
their uncertainties (Brewer et al., 2019). For the axial and radial logic
beams an angle uncertainty of 3◦ is estimated based on geometrical
constraints of the vacuum chamber and cryogenic system. The vertical
beam passes through two lenses and in particular the imaging lens
close to the trap has a high numerical aperture. This allows the beam
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to be in principle focused onto the ion with significant angles of up
to ≈ 23◦ where it is limited by the aperture of the imaging lens. To
assesses the angle of the vertical beam, a test setup including all the
out-of-vacuum parts and a spare imaging lens was set up after the
measurements concluded. The beam position on the imaging lens
was measured for possible positions of the involved components
within their tolerances. It was found that the beam was displaced in
xlab direction. From the known distance between ions and imaging
lens, the estimated incident angles onto the ion of ϕ = 75(7)◦ and
θ = 90(7)◦ in spherical coordinates4 were deduced.

3.7 experimental control system

An experimental control system is critical for an optical clock as the
dead time needs to be kept at a minimum while requiring flexible pro-
gramming. During this work a new experimental control system has
been implemented, called ARTIQ (Advanced Real-Time Infrastructure
for Quantum physics) (Bourdeauducq et al., 2021).

ARTIQ provides accurate timing control through a field-
programmable gate array (FPGA), which controls additional devices,
like direct digital synthesizer (DDS), digital in- and output (DIO),
and analog-digital converter (ADC). The DDS are primarily used
to drive AOMs to shift laser frequencies. Switching of AOMs is
achieved with external rf switches5, which are triggered by the DIOs.
The external rf switches provide an attenuation of at least 68 dB
when switched off. Two types of DDS are available using either the
AD9910 chip or the AD9912 chip6. The first one provides the option
to amplitude or frequency modulate the pulses, at the cost of a limit
frequency resolution of about 0.25 Hz. This type is primarily used for
quantum logic operations performed on the 9Be+ and for high-power,
logic operations on the HCI as typical linewidths are much larger
then the resolution. The AD9912 on the other hand provides a
frequency resolution of about 8 µHz, but without the option of pulse
shaping. All AOM involved in generation of the laser pulses used
for clock interrogation are driven by these high-resolution DDSs
to avoid aliasing effects. ADCs are used to monitor various system
parameters, like the status of the laser stabilisation, cavity locks, and
laser frequencies. The ARTIQ system’s internal clock is running at
125 MHz which is disciplined by a 10 MHz signal generated by a
Cs-fountain stabilised maser (Bauch et al., 2012).

Sequences are written in a programming language resembling
Python, which is compiled on a host computer and then sent to

4 The spherical coordinates follow the convention that ϕ = 0◦ and θ = 90◦ corresponds
to the xLab-axis, while ϕ = 90◦ and θ = 90◦ corresponds to the yLab-axis.

5 Mini-Circuits, ZASWA-2-50DRA+
6 https://github.com/sinara-hw/Urukul/wiki

https://github.com/sinara-hw/Urukul/wiki
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Figure 3.9: Comparison of excitation with a rectangular or Blackman-
shaped pulse. The rectangular pulse shape shows the Rabi lineshape with
the characteristic sidelobes, shown as the blue dots. These sidelobes are not
present for the Blackman pulse shown as orange dots. The probed transition
is the axial OP mode of a Ar13+-9Be+ two-ion crystal after ground-state
cooling. It is interrogated through a stimulated Raman transition on the 9Be+.
The inset shows the corresponding ideal laser pulse shapes.

the kernel device (FPGA) where it is executed. Data gathered dur-
ing experiments is sent to the host computer asynchronously to the
sequence and is saved without interrupting the sequence.

The laser power of the Raman beams used for 9Be+ and the high
power logic beams used for Ar13+ is actively stabilised to achieve
consistent Rabi frequencies. The laser power is measured on a pulse-
by-pulse basis and fed to a modified STEMlab (formerly: Red Pitaya)
system in sample-and-hold configuration (Hannig et al., 2018). The
integrated proportional–integral–derivative (PID) controller gives feed-
back to amplifiers providing the rf for driving the AOMs.

3.7.1 Pulse shaping

Coherent operations on transitions are commonly performed using
"rectangular" pulses which sharply turn on and off and have a constant
laser power in between. This leads to the well-known Rabi lineshape
which has a non-vanishing excitation probability even far from reso-
nance (see Fig. 2.3). This can lead to far off-resonant driving of other
transitions and sidebands, reducing fidelity. To suppress this, pulse
shaping can be employed where the incident laser power P is tempo-
rally modulated. Here we use the so-called Blackman shape where the
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Figure 3.10: Typical experimental se-
quence. A typical experimental se-
quence interrogating the HCI consists
of preparation of the 9Be+, followed
by preparation of the HCI. Finally, a
transition is interrogated and read-
out using QLS. Timings are typical
values that vary, in particular due to
laser power changes. Details are given
in the main text. Abbreviations: GSC:
ground-state cooling, QLS: Quantum
logic spectroscopy.

Rabi frequency Ω ∝
√

P of the pulses is modulated following (Harris,
1978)

Ω(n)
Ω0

=

[
1 − α

2
− 1

2
cos

(
2πn

M − 1

)
+

α

2
cos

(
4πn

M − 1

)]
(3.59)

with α = 0.16, M the number of discrete steps, n ∈ {0, 1, ..., M − 1} is
the current step, and Ω0 being the maximal Rabi frequency. Typically
M = 100 is used to describe the waveform for pulse lengths between
5 µs and 100 µs. An example of the different excitation profiles for a
rectangular pulse and a Blackman-shaped pulse is shown in Fig. 3.9
for the case of stimulated Raman transition of 9Be+ in a 40Ar13+-9Be+

crystal. For stimulated Raman transitions, only the blue Raman beam
(see Sec. 3.6.1) is temporally shaped, while the red Raman remains
rectangular. The wings of the Rabi lineshape are clearly visible for
rectangular pulses while no such feature appears for the shaped pulse.

The downside of pulse shaping is that for a given peak laser power,
the pulse length needs to be increased to achieve a π-rotation. Empiri-
cally, a 2.5 times longer pulse length was found to be optimal. To keep
the additional time needed low, Blackman pulses are only employed
for first-order sideband pulses of the stimulated Raman transition of
the 9Be+ and for first-order axial motional sidebands of the HCI. This
led to a significant reduction of the achieved temperature as well as a
slight increase in cooling rate when using resolved-sideband cooling
due to lower off-resonant scattering rates. Additionally, it increased
the fidelity of QLS operations.

3.7.2 Sequence

The experimental sequence varies depending on the performed exper-
iments. In the case of an Ar13+-9Be+ crystal it typically follows the
scheme shown in Fig. 3.10. An experimental cycle starts by Doppler
cooling the 9Be+, then PMT counts are measured with the repumper
enabled to check if an ion is present. The system is again Doppler
cooled with decreasing power to reach a temperature close to the
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Doppler limit. Then the 9Be+ is prepared in |↓⟩ by using the repumper
laser before resolved-sideband cooling on the 9Be+ Raman transi-
tion cools the axial motional modes close to the ground state. First-,
second- and third-order sidebands are used to avoid population trap-
ping in Fock states with nearly vanishing Rabi frequency, due to the
large Lamb-Dicke parameter (ηax ≈ 0.5) (Leopold et al., 2019). The
employed sequence is described in Micke, 2020.

In the next step, the internal state of Ar13+ is prepared by optically
pumping it to the desired electronic ground state using a quantum-
logic like sequence of laser pulses (Micke et al., 2020). Optionally, in
a final preparation step algorithmic ground-state cooling is applied
to cool the radial IP modes (see Sec. 4.2). After the motional and
electronic states are prepared, the desired transition, e.g. the clock
transition is interrogated using QLS. The result of the interrogation
is detected on the cycling transition of the 9Be+ by detecting photons
scattered (Leopold, 2018). Cooling, optical pumping and detection
take a combined time of around 26 ms with additional time needed
for algorithmic ground-state cooling (Sec. 4.2) and interrogation. The
experiments are usually repeated 100 times to reduce quantum projec-
tion noise (Itano et al., 1993).

3.7.3 Monitoring

Monitoring of the experimental setup is integrated into the sequence.
The first check that is performed, is the measurement of fluorescence of
the 9Be+ by performing state detection after preparing the bright state.
To avoid scattering into the dark state due to polarisation impurities,
the repumper is applied simultaneously. If no fluorescence is detected,
an error is raised. This can for example indicate a loss of ion due to
charge exchange collisions.

Furthermore, the status of various lasers and the trap drive stabilisa-
tion is monitored at the beginning and end of each experimental cycle
by reading in various voltages using the ADC. A list of the monitored
parameters is given in Tab. 3.1 separated for algorithmic ground-state
cooling (Chapter 4) and clock comparison (Chapter 6). For the optical
dipole force measurements (Chapter 7), the monitoring was kept the
same as during the clock comparison. If any measured value is outside
a specified range, an error is raised. If any error is raised, the result
of the experimental cycle is discarded and the cycle is repeated. After
100 successively invalid cycles, the sequence is terminated with an
error message displayed.
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Algo. GSC Clock comp.
9Be+ laser systems

Raman laser SHG cavity lock X X
Raman laser SHG cavity power X X
Red Raman laser power X X
Blue Raman laser power X X
Doppler cooling laser SHG cavity power X X
Repumper laser SHG cavity power X
Repumper laser frequency X X

Ar13+ laser systems

Pre-stabilisation cavity lock X X
Slave diode injection level X X
Axial logic laser power X X
Radial logic laser power X X

Miscellaneous

Trap drive stabilisation X

Table 3.1: Monitored systems and values during experimental cycles. Elec-
tronic signals indicating the status of the listed systems were read in using an
ADC of the control system. Some parameters were added to the monitoring
in between measurements of the algorithmic ground-state cooling (Chapter
4) and the clock comparison (Chapter 6).
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4 R A D I A L I N - P H A S E M O D E S

The motional modes of the two-ion crystal are described by a coupled
system, as explained in Sec. 2.1.3, where the energy of each motional
mode is distributed between the two ions. The coupled motional
modes are derived from the single ion motional modes which interact
through the Coulomb interaction. The coupling strength depends on
the ion’s properties in the form of the ion charge q and ion mass m
as well as the trapping potential characterised through the single ion
motional frequency. In the case of similar charge-to-mass ratios, the
motional modes are strongly coupled and both ions exhibit consider-
able motion in all motional modes. In the combination of 9Be+ and an
HCI (e.g Ar13+), this can be violated and some motional modes are
only weakly coupled (Kozlov et al., 2018; Wübbena et al., 2012), i.e.
there exist modes where only one of the two ions moves for practical
purposes. This decoupling happens predominantly in radial direction
which is more sensitive to the charge-to-mass ratio. This can be seen
from the single ion motional frequency which in the radial directions
scales with ωx/y ∝ q/m (Eq. 2.11), while in axial direction it scales
with ωz ∝

√
q/m (Eq. 2.10).

The mode coupling is characterised by the eigenvector b⃗k, which
describes the relative contribution of each ion to the total energy of a
motional mode (Sec. 2.1.3). It is illustrated for one radial mode (x) and
the strongly coupled axial modes in Fig. 4.1 for a Ar13+-9Be+ crystal,
showing that the 9Be+ has only a negligible contribution to the x IP
mode. Correspondingly the velocity of the 9Be+ in this mode is small
which leads to weak Doppler cooling (Eq. 2.51). This leads to a long
time of Doppler cooling time being needed to reach the Doppler limit
as is shown in Sec. 4.2. The small eigenvector components also lead to
vanishing Lamb-Dicke parameters. To counteract this impractical high
laser power would be necessary, making Raman sideband cooling on
the 9Be+ infeasible. To solve this problem, other methods to cool down
the weakly-coupled radial (WCR) modes need to be employed.

In the first section of this chapter, simulations are presented which
investigate methods which use static or rf electric fields to increase
the cooling rate. These showed an insufficient increase in cooling rate.
Thus, in the second section a quantum algorithm, dubbed algorithmic
ground-state cooling, is demonstrated, which allows for ground-state
cooling of WCR modes.
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Figure 4.1: Eigenvector b⃗ components for the axial and one radial direction
for typical experimental parameters. In the axial direction the two com-
ponents are similar in size, i.e. the motional modes are strongly coupled.
The strongly differing charge and mass, leads in the radial direction to a
weak coupling between the ions and correspondingly low cooling rates for
the x IP mode. The 9Be+ single ion frequencies are ωx/2π =1.6 MHz and
ωz/2π =0.78 MHz, the coupled motional mode frequencies are given in the
figure.

4.1 simulation

Various options for cooling the WCR modes are investigated using a
classical simulation of a Ar13+-9Be+ two-ion crystal’s motion. The sim-
ulations are performed using a Fourth-Order Runge-Kutta integrator
on the classical equations of motion, which is implemented using cus-
tom C++ code. It allows for simulations within the pseudo-potential
approximation as well as simulations including the rf field and MM.
Unless otherwise stated, the pseudo-potential approximation is used.

The simulations are initialised with a single 9Be+ and a single
40Ar13+ positioned randomly within a region of 100 µm of the trap
centre. To find the equilibrium, the ions are moved along the force
vector (Eq. (2.15)) with overdamping. This relaxes the ions slowly to
their equilibrium positions and is continued until the residual forces
reach a threshold of below 1× 10−30 N. At the equilibrium position, the
ions possess no potential energy. Therefore, to add a finite energy their
velocity is set such that the corresponding kinetic energy is 10 times
the Doppler limit. Doppler cooling is implemented as a frictional force
acting only on the 9Be+ (Eq. (2.51)), with β ≈ 6× 10−21, corresponding
to a value of the saturation parameter of s ≈ 0.4 and a laser detuning
∆ = 0.5Γ with the linewidth Γ. The cooling force is projected onto the
different axes using the experimental laser angle (Sec. 3.6.4).
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Figure 4.2: Extraction of the cooling rate γ from simulations. The peak
amplitude (umax) for each oscillation is extracted from the simulations for
each ion separately. This is converted to an energy (E ∝ u2

max) where the
energy of the WCR mode is mostly stored in the Ar13+ while the energy of
the OP mode is in the motion of the 9Be+. Laser cooling of the 9Be+ reduces
the energy of the Ar13+ slowly, as its total energy is dominated by the energy
in the WCR mode. The energy of the 9Be+ decays quickly, with the small
residual energy coming from the WCR mode. A linear fit is used to describe
the Ar13+ data, where the slope is taken as the cooling rate γ of the WCR
mode. For illustrative purposes only the average energy of 50 successive
oscillations is shown.

The simulations use a timestep of 1 ns for the pseudo-potential
approximation and 0.1 ns when including the full rf potential. To
check for convergence, various simulations are run with 10 times
smaller timesteps and only negligible differences were observed in
the extracted results. Trapping parameters were chosen such that
they correspond to typical experimental values as given in Tab. 5.1.
The simulated trajectories are written to an external file during the
simulation. To reduce the filesize only every 10th nanosecond is saved.

Cooling rates are estimated by automatically detecting the peak
amplitude of each oscillation of each ion. The motional amplitude
(u2

max) is converted to an energy (E ∝ u2
max) and an example is shown

in Fig. 4.2. The WCR mode dominates the residual motion after a short
amount of time and a linear fit to the kinetic energy of the Ar13+ is
performed where the slope is taken as a cooling rate γ of the WCR
mode. The observed cooling rates are small compared to the simulated
timescales allowing for the linearisation. In the case where the full rf
field is simulated, the same procedure is used with the result including
contributions from IMM. This does not affect the conclusions as only
the relative change of the cooling rate is relevant.
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Figure 4.3: Fourier transformation of simulated Ar13+-9Be+ crystal motion.
Shown is the result for 40Ar13+ (orange) and for 9Be+ (blue) for the (a) x-
direction and (b) z-direction. The dominant peaks are the secular motional
eigenmodes. Additional mixture terms appear due to higher-order expan-
sions of the Coulomb interaction (see Appendix B).

4.1.1 Motional spectrum

As a test, the motion of a Ar13+-9Be+ two-ion crystal is simulated
with no cooling applied. A fast Fourier transform is applied to the
simulated trajectory, with the spectrum shown in Fig. 4.3 for the x- and
z-axis. The largest amplitude in both directions are the frequencies
of the coupled secular motion which come from the second-order
expansion of the Coulomb interaction (see Sec. 2.1.3). Additional
peaks are visible where some can be identified as coming from third-
order terms of the Coulomb interaction (see Appendix B), which
mix different dimensions. Further peaks can likely be attributed to
higher-order terms.

4.1.2 Crystal tilting

Tilting of a crystal can be achieved by applying a transverse electric
field. This changes the motional eigenmodes such that an increased
cooling efficiency of the WCR modes can be achieved and has been
used in the case of a 9Be+-27Al+ two-ion crystal (Rosenband et al.,
2008). Here, simulations are performed to investigate this approach
for the 9Be+-40Ar13+ two-ion crystal.

Assume an electric field in x-direction being applied to an axially
(z) aligned two-ion crystal. Due to the different charges and masses
of the two ions, they are displaced differently and the crystal will be
tilted with respect to the initial configuration (see Fig. 4.4). Then the
two ions are separated in z-direction by a distance ∆z and by ∆x in
x-direction. In the following, calculations are given to estimate the
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Figure 4.4: Sketch of a tilted ion
crystal. By applying an electric
field Ex in x-direction, the crystal is
tilted by an angle ϑ with respect to
the z-axis. The resulting motional
mode mixing increases the cool-
ing rate of the WCR mode in x di-
rection. Only the displacement of
9Be+ is shown, while the smaller
displacement of Ar13+ is omitted
for clarity.

increase in cooling efficiency, where only the relative scalings are of
interest.

The coupling between the two ions is given by the Coulomb interac-
tion. In the new ion positions, the coupling can be expanded similarly
to Eq. (2.22) and yields

1
r
≈ 1

d
+

(3∆x2 − d2)(xBe − xAr)
2

2d3 − (yBe − yAr)
2

2d3

+
(3∆z2 − d2)(zBe − zAr)

2

2d5

+
3∆x∆z(xBezBe + xArzAr − xBezBe − zBexAr)

d5 . (4.60)

The total distance between the ions is d =
√

∆x2 + ∆z2. It is useful
to define the angle between the crystal axis and the z-axis ϑ, and
tan(ϑ) = ∆x/∆z. The distances ∆x and ∆z can be extracted from
simulations. It is found that d ≈ const. for 0 ≤ ϑ < π.

The additional coupling terms in Eq. (4.60) scaling with ∆x∆z and
3∆x2 − d2 correspond to axial-radial and radial-radial coupling respec-
tively. They are treated as perturbations because the radial modes are
weakly coupled in the very beginning and can be rewritten in terms
of d and ϑ as

∆x∆z =
d2

2
sin(2ϑ) (4.61)(

3∆x2 − d2) = d2

2
(1 − 3 cos(2ϑ)) . (4.62)

The cooling rate γ is quadratic in the motional amplitude (Wübbena
et al., 2012), and therefore the expected scaling as a function of the
angle ϑ is

γxz ∝ sin2(2ϑ) (4.63)

γxx ∝ (1 − 3 cos(2ϑ))2 . (4.64)

This shows that tilting the crystal angle will increase γ by a factor
O(1) within the assumed approximations. Note that this implicitly
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Figure 4.5: Cooling rate γ as a function of tilting angle ϑ. The cooling laser
is either along the z-axis (orange), x-direction (green) or the experimentally
used direction (blue) (Fig. 3.8). The cooling rates were rescaled such that the
individual directions are comparable. Points show results from simulations
while the lines are a single parameter fit of Eq. (4.63) and (4.64).

assumes that there is no resonantly enhanced coupling between axial
and WCR modes, based on ωIP/OP

z ≪ ωIP
x

1.
To investigate this with simulations, a two-ion crystal is prepared

as described above with a varying electric field in x-direction to tilt
the crystal angle. Then cooling is applied either along x-, z- or the
experimentally used direction (see Fig. 3.8). The achieved cooling rate
as a function of ϑ is extracted and the result is shown in Fig. 4.5.

To describe the data, Eq. (4.63) and (4.64) with only the amplitude
factor as degree of freedom are used to fit the data for the individual
cooling directions. The weighted sum of the equations is used for the
experimental cooling direction with the weights given by the relative
angle. The fits agree reasonably well within the used approximations.
The maximal cooling of the radial direction is achieved for ≈ 53◦,
where a cooling rate increase of ≈ 5.5 is achieved. This is significantly
smaller then the required factor of ≈ 100 which is needed to reach the
Doppler cooling limit in a reasonable time with the current setup (see
Sec. 4.2.1).

4.1.3 Parametric excitation

Parametric excitation is a process where trapping parameters are
varied such that they can excite motion. It can also lead to mixture
of different motional modes if the variation happens at the difference

1 In the case that ωIP
x ≈ ωIP/OP

z much larger coupling between these motional modes
where observed in simulations. This makes it applicable in a 27Al+-9Be+ two-ion
crystal and might make it useful in certain 9Be+-HCI systems. Further investigated
was not performed here.
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frequency of two motional modes allowing, in principle, for cooling
of WCR modes by coupling them to other modes. In the following,
the option of modulating the dc confinement or the rf trap drive to
improve the cooling of the WCR modes are discussed.

4.1.3.1 DC modulation

The first option for parametric excitation is to apply an rf drive to
a dc electrode to modulate the trapping potential. If the rf drive
has a frequency equal to the frequency difference of two motional
eigenmodes, phonons can be swapped between them. By ground-state
cooling one of the motional modes while the mixing drive is applied,
the other one will also be cooled. This has already been experimentally
demonstrated for a single 40Ca+ trapped in a surface trap by Gorman
et al., 2014. The following discussion regarding the application here is
based on their findings. Recently, application to a 9Be+-25Mg+-9Be+

mixed ion crystal was also demonstrated (Hou et al., 2022).
When applying the rf voltage at frequency ω to a dc electrode it

will primarly generate an electric field E⃗ which leads to a driven
motion at frequency ω, similar to MM. The driven motion is detri-
mental to the cooling, as it modulates the cooling laser frequency and
introduces heating effects. Secondarily, field gradients of the form
∂Eu/∂v (u, v ∈ x, y, z) are generated, which lead to a coupling of
motional modes of direction u and v. An important quantity is the
ratio of E⃗ to ∂Eu/∂v which is effectively the ratio of driven motion
to mode coupling. It depends strongly on the geometry of the trap
and is expected to be more favourable in surface traps due to the
small ion-electrode distance. In larger traps, like the blade trap used
here, the electric fields are expected to be more homogeneous. Sim-
ulations2 of the electric potentials of the employed trap showed that
of all available electrodes the optimal one is the central segment with
Er/ (∂Er/∂r) ≈ 2500 m−1 where r ∈ {x, y}.

A problem of this technique stems from the ≈ 3 MHz frequencies
that need to be applied to the electrode. This is much higher then the
cut-off frequency of the low-pass filters on the central (34 Hz), inner
(34 Hz), and outer endcap (34 kHz) electrodes (Leopold, 2018). With
this filtering, an electric field Er = 0.2 V m−1 at the ion position is
achievable for a peak input voltage of 100 V. Much higher voltages are
omitted by the voltage rating of the in-vacuum wires. A reduction of
the filtering is possible but also allows noise at megahertz to enter the
trap. This will potentially increase anomalous heating rates Γh which
is particularly harmful for HCI because Γh ∝ Z2 (Brownnutt et al.,
2015).

For simulations, the effect of the driven motion was neglected, and
only the coupling field was included. Even in this favourable case, an

2 Based on simulations from Jan-Christoph Heip. Software: COMSOL Multiphysics
from COMSOL Inc.
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Figure 4.6: Normalised cooling rate as a function of rf modulation depth.
The points show simulation results for varying modulation depth ϵ. The line
is a guide to the eye. The modulation frequency is the difference frequency of
the x-modes allowing for cooling of the x WCR through the strongly cooled
x-OP mode. In the experimentally accessible range ϵ < 10−3 only a small
increase can be achieved.

electric field gradient 1000 times larger then currently possible was
needed to achieve a fivefold increase in cooling rate and drops of
for smaller electric field gradients, being negligible for experimental
achievable parameters. This makes it unlikely to be an approach with
sufficient coupling strength, thus no experimental implementation
was pursued here.

4.1.3.2 Trap drive modulation

Alternatively, exchange of energy through parametric excitation can
be achieved by modulating the rf drive at a frequency which is equal
to the frequency difference. This only allows for coupling of x- and y-
modes as the z-modes are not affected by the trap drive field. The main
limitation of this method is the narrow bandwidth helical resonator
used to generate high voltage rf signal for ion trapping (Leopold,
2018).

To simulate the effect, the rf amplitude is modulated by an oscil-
latory term with amplitude ϵ and with difference frequency of the
x-modes δ/2π ≈ 3.3 MHz. This requires the simulation to fully simu-
late the rf voltage instead of the pseudo-potential approximation. The
rf voltage is described by

Vrf = V0 [1 − ϵ cos(δt)] cos(Ωrft) (4.65)

where Ωrf is the trap drive frequency, and V0 is its peak amplitude.
The simulation result of the cooling rate as a function of ϵ is shown
in Fig. 4.6. The currently employed helical resonator has a bandwidth
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of ≈ 100 kHz leading to a maximum modulation depth of around
ϵ ≈ 10−3 at δ. This means that cooling is only marginally increased for
the experimental accessible values of ϵ < 10−3. Larger ϵ would require
a smaller quality factor (Q) for the helical resonator which potentially
increases heating rates due to worse suppression of high frequency
noise. A lower Q would also require higher input power to achieve
the same voltage amplitude and therefore more dissipated power in
the cryogenic system, leading to an elevated temperature and worse
vacuum conditions. No experimental implementation was pursued
here.

4.2 algorithmic ground-state cooling

Another approach to control the WCR modes is to use coherent oper-
ations on the 40Ar13+ to transfer energy from the radial mode to the
axial modes then dissipate it through the 9Be+. This is the method
employed during clock operation. This technique falls in the category
of algorithmic cooling, where energy is transferred from one qubit to
another to dissipate it there (Boykin et al., 2002). The results presented
in the following have also been published in King et al., 2021.

The protocol is schematically shown in Fig. 4.7 (a). It is similar to
QLS and starts by preparing the HCI and 9Be+ in their electronic
ground states and the motional ground states of the axial modes. A
pair of RSB pulses is used to transfer the excitation of one of the
WCR modes to the axial OP mode via the HCI’s electronic state. Then,
the energy from the WCR modes can be dissipated from the shared
axial OP mode through Raman sideband cooling on 9Be+. This can
be achieved because 9Be+ possesses a significant amplitude in both
axial motional modes. By applying such a cycle, one phonon can be
removed from a WCR mode while returning the HCI to its electronic
ground state. It is important to note that the small amplitude of
the 9Be+ ion for the WCR modes suppresses reheating of this mode
during the dissipation process (scattering of photons during sideband
cooling).

The experimental implementation is illustrated in Fig. 4.7. To fully
ground-state cool the WCR modes, initial Doppler-cooling for 200 ms
is needed to bring the WCR modes close to the Doppler limit. Then
the axial modes are ground-state cooled using resolved Raman side-
band cooling (Sec. 2.3.2) and the internal state of the HCI is optically
pumped to the required ground state (Micke et al., 2020). Then eight
algorithmic cooling cycles are applied to each WCR mode in an in-
terleaved fashion. The optimal pulse length for the WCR mode RSB
population transfer increases as the mean phonon number is lowered
with each cooling cycle (Wineland et al., 1998). Therefore, the pulse
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Figure 4.7: Algorithmic ground-state cooling sequence. (a) Scheme of
algorithmic ground-state cooling. (1) The motional excitation of one of the
WCR modes (r = x, y) is mapped onto the HCI’s electronic state through a
red-sideband (RSB) transition. (2) The electronic excitation is transferred to
one of the axial (z) modes through another RSB transition. (3-4) Resolved
sideband cooling on the 9Be+ is used to remove the transferred motional
energy and returns the 9Be+ back to the electronic ground state. Dissipation
is achieved by spontaneous decay of the short-lived auxiliary state |aux⟩.
In total, the ions are returned to their electronic ground states and a single
phonon was removed from one of the WCR modes. This is repeated multiple
times to reach the motional ground state of the WCR modes. (b) Experimental
sequence to apply algorithmic ground-state cooling to the WCR and cool
it to the ground state. Doppler cooling, axial ground-state cooling and
optical pumping prepare the two ions’ internal and motional states. The long
Doppler cooling time of 200 ms is necessary to achieve a temperature close
to the Doppler limit for the WCR modes. Algorithmic ground-state cooling
is applied eight times per mode with the two modes being interleaved. Parts
of the figure are adapted from King et al., 2021.

length slowly increases from 0.5tπ ,0 to tπ ,0 during the cooling3, where
tπ ,0 is the optimal time for the lowest achieved temperature calibrated
through Rabi oscillations after ground-state cooling.

As a demonstration of the reduction in mean phonon number due
to algorithmic ground-state cooling, frequency scans over the side-
bands are performed with 200 ms for only Doppler cooling which
is compared to the result with additional algorithmic ground-state
cooling. The experimental result is shown in Fig. 4.8. For the Doppler
cooled case (blue), a small asymmetry between RSB and BSB is visible,
which is caused by a small fraction of the population being in |n = 0⟩.

3 With in this section the relative pulse lengths (0.5, 0.6, 0.7, 0.8, 1, 1, 1, 1) are used. This
was later numerically optimised to (0.4, 0.4, 0.5, 0.5, 0.6, 0.7, 0.8, 1.) which showed only
an insignificant improvement.
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After algorithmic ground-state cooling (orange), a significant part of
the population is moved to |n = 0⟩, leading to a strong suppression of
the RSB.

To estimate the mean phonon number, sideband thermometry is
employed (Turchette et al., 2000). For this, the kth order RSB and BSB
are probed and, assuming a thermal distribution, n̄ is given by

n̄ =
r1/k

1 − r1/k (4.66)

where r is the ratio of the measured excitation probability of RSB
and BSB. Equation (4.66) is valid for all sideband orders with the
highest sensitivity reached for k close to n̄. Therefore, for n̄ close to the
ground-state, k = 1 is optimal while for Doppler-cooled modes (n̄ ≈
5 − 20) larger k are employed to achieve lower uncertainties (see Sec.
5.1.2). The assumption of a thermal distribution neglects that resolved
sideband cooling can produce non-thermal distributions leading to an
underestimated temperature (Chen et al., 2017; Rasmusson et al., 2021).
This is not the main topic of this chapter and will be discussed in
more detail in Sec. 5.1.2. For the temperature measurements presented
in the section below, the sidebands are probed on resonance with a
probe time length chosen to give the largest contrast of both RSB and
BSB excitation.

In the case of Fig. 4.8, the line centre is first estimated by fitting to
the data. In the Doppler-cooled case, a thermal distribution of Fock
states is occupied and a sinc2-function is used for the fitting. After
ground-state cooling, most of the population is in the ground state
and the data is well fitted by the Rabi lineshape (Eq. (2.34)). For the
sideband excitation probability, the experimental value closest to the
fitted line centres is used, which is consistent with other temperature
measurements in this thesis. This yields an n̄ after Doppler cooling
for the x- and y-mode of 3.1(13) and 3.3(13) respectively. This value
is consistent with the expected Doppler limit of n̄ ≈ 3. After ground-
state cooling the estimated mean phonon number is n̄x = 0.39(15)
and n̄y = 0.21(8), showing its clear reduction. This corresponds to
a temperature of T = 174(38)µK and T = 121(22)µK, assuming a
thermal distribution (Eq. (2.54)). This, combined with the simultaneous
axial ground-state cooling, makes these the coldest HCI ever reported.

Additionally, Rabi excitation was performed with a varying probe
time on the BSB of each of the two WCR modes with and without
applying algorithmic ground-state cooling. In such a measurement,
all occupied Fock states contribute to the signal with a varying on-
resonant Rabi frequency (Eq. (2.43)). For high temperatures, many
Fock states are occupied which quickly dephase. Near the ground-
state, the signal is dominated by |n = 0⟩, suppressing this effect. The
experimental result is given in Fig. 4.9 and shows the expected reduc-
tion in dephasing after algorithmic ground-state cooling. For fitting
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Figure 4.8: Frequency scan over the weakly coupled radial modes. After
sufficiently long time of Doppler cooling (blue), a small asymmetry between
red and blue sideband (RSB and BSB) is visible. With algorithmic ground-
state cooling (orange), a significant population transfer to the ground state
is achieved, which is indicated by the vanishing red sideband. From the
asymmetry, the mean phonon numbers are estimated to be n̄x = 0.39(15)
and n̄y = 0.21(8). Differences in linewidths are caused by different probe
time lengths. Details are given in the main text.

of the data we assume a thermal state for each WCR mode with the
population in each Fock state |n⟩ given by Eq. (2.55).

The effective Rabi frequency of the transition depends on the initial
and the final motional state even if the motional state is not changed
(Eq. (2.43)). This is called the Debye-Waller effect (Wineland et al., 1998)
and thus both motional modes need to be included in the excitation
probability P↑ detected on the 9Be+. For the BSB transition of one of
the WCR modes, the excitation probability P↑ takes the form

P↑(t) = A ∑
n,m

P(n, n̄)P(m, m̄) sin2 (Ωn→n+1,m→mt) (4.67)

where A is the maximal contrast, and the sum runs over the Fock
states of the two modes with mean phonon number n̄ and m̄. The
population distribution P(n, n̄) is assumed to be thermal (Eq. (2.55)).
The Rabi frequency Ωn→n+1,m→m describes the coupling strength of the
transition |g, n, m⟩ → |e, n + 1, m⟩, where |g⟩ and |e⟩ are the electronic
states (Eq. (2.43)). In general, Ωn→n+1,m→m depends only weakly on
m. Therefore, to reduce the fitting parameters the constraint n̄ = m̄ is
used and decoherence effects are neglected. Furthermore, the number
of Fock states was limited to n, m = 0, ..., 50, which includes ≫ 99 %
of the population and requires reasonable computational time.

Fits to experimental data using Eq. (4.67) are shown in Fig. 4.9 with
the free fitting parameters A, n̄, and Ω. For the ground-state cooled
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Figure 4.9: Rabi excitation of the WCR modes. The excitation probability
is given for varying probe time interrogating the blue sideband of the (a) x-
WCR mode and (b) y-WCR mode. An decrease in dephasing is clearly visible
when comparing the Doppler cooled case (blue) to the algorithmic ground-
state cooled case (orange). The solid lines are theory fits and functions are
given in the main text.

case, we obtain n̄x = 0.34(3) and n̄y = 0.21(2), consistent with the
results from the sideband thermometry above. For the Doppler-cooled
case, n̄x = 6.9(8) and n̄y = 7.0(10) are extracted from the simulation
with Eq. (4.67). It is noticed this value is different from the sideband
ratio method result. This is mainly because the excitation probability
becomes less sensitive to the n̄ when the temperature is high. When
fitting, this leads to a higher correlation between Rabi frequency and
n̄. Additionally, experimental uncertainties and decoherence effects
are not included in Eq. (4.67). Nonetheless, the data still demonstrates
the effectiveness of algorithmic cooling for the WCR modes.

The so-far described experimental implementation of algorithmic
ground-state cooling requires a cooling time of several hundred mil-
liseconds per experimental cycle. This is far too long to be used during
clock operation, where the dead time needs to be minimised. There-
fore, in the following sections, the heating mechanisms of the WCR
modes are investigated and counteracted to reduce the cooling time.

4.2.1 Doppler heating of the WCR modes

The first heating mechanism of the WCR modes is the Doppler cooling
applied to the 9Be+, which drives the temperature of any given mode
to the Doppler limit. For a ground-state cooled motional mode, this
leads to a heating effect, dubbed Doppler heating. To demonstrate
the weak coupling of the WCR modes, Doppler heating is performed
where the effect on the y WCR mode is measured.

Firstly, the two WCR modes are prepared close to the ground state
using algorithmic cooling. Then the Doppler cooling laser is applied
with a saturation parameter of s ≈ 0.3 (Sec. (2.3.1)) and the repumper
laser is used to prevent pumping 9Be+ to a dark state. A Lamb-Dicke
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Figure 4.10: Heating of the y WCR mode due to Doppler cooling of the
9Be+. The ground-state cooled motional mode is slowly heated by applying
the Doppler cooling and repumper laser to the 9Be+. The mean phonon
number n̄ approaches the Doppler limit for long interaction time of several
hundred milliseconds due to the weak coupling. The curve is a fit of a
semi-classical model, with details given in the main text.

parameter-dependent fraction of the photons scattered by the 9Be+

during the cooling lead to transitions on the motional sidebands.
This leads for the WCR modes to a small heating effect where the
temperature asymptotically approaches the Doppler limit slowly.

To describe n̄ as a function of interaction time t, a semi-classical
model is used (Eschner et al., 2003; Stenholm, 1986):

n̄(t) = n̄0 exp (−(A− − A+)t) + n̄D [1 − exp(−(A− − A+))] (4.68)

with the rate coefficients

A± =
Ω2

Γ
η2 (cos2(Θ)W(∆ ∓ ν) + αdW(∆)

)
(4.69)

where
W(∆) =

1
4∆2/Γ2 + 1

. (4.70)

Thus, the mean phonon number n̄ depends on the cooling laser de-
tuning ∆/2π =−9 MHz, and the on-resonant Rabi frequency Ω =

γ
√
(s/2) with the linewidth γ/2π ≈ 18 MHz. Geometrically the an-

gle between laser and addressed motional mode Θ ≈ 69.3◦ enters as
well as αd = 0.3125 which takes into account the dipole emission pat-
tern of the transition (Itano et al., 1982). Further, the frequency of the
WCR mode is given by ωy/2π =4.41 MHz and η is the corresponding
Lamb-Dicke parameter. For fitting, the initial mean Fock state number
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n̄0, the asymptotic Doppler limit n̄D, and Lamb-Dicke parameter η are
kept as free parameters.

The experimental result with a fit of Eq. (4.68) is shown in Fig. 4.10.
The anomalous heating rate is subtracted from the experimental data
based on its independently measured value (Appendix A). A heating
from the ground state is clearly visible where it takes hundreds of
milliseconds to reach equilibrium. The fit describes the data well
and yields η = 3.7(4)× 10−3 cos(Θ) as a measure for the scattering
rate. This is consistent with the calculated theory value of η = 3.3 ×
10−3 cos(Θ). The given uncertainty comes only from the fit uncertainty
and does not include errors of the experimental parameters.

4.2.2 Continuous ground-state cooling

In an experimental cycle, a total of 1–2 ms of Doppler cooling, repump-
ing and state detection are performed. In particular, at the beginning
of an experimental cycle, 400 µs of Doppler cooling are used to get all
the motional modes, excluding the WCR modes, close to the Doppler
limit. Due to the small Lamb-Dicke parameter, the WCR modes are
negligibly affected by this and the state at the beginning of the ex-
perimental cycle depends on the state it was left in after the previous
cycle. This is used to keep the motional mode close to the ground state
over many experimental cycles by applying algorithmic ground-state
cooling once and then suppressing the dominant anomalous heating
by individual cooling pulses.

To demonstrate this, 200 ms of Doppler cooling are applied and
then algorithmic ground-state cooling is preformed, bringing the
WCR modes close to the ground states. A varying number of "normal"
experimental cycles, as used during clock operation, are performed
with a duration of about 32 ms each, which includes axial ground-state
cooling, optical pumping of the HCI and a 1 ms clock interrogation
with quantum logic. Finally, an additional cycle is used to measure the
temperature of one of the WCR modes using sideband thermometry.
The temperature of the x-WCR mode is shown in Fig. 4.11 in blue
as an example due to its higher heating rate being the worse case.
The observed temperature increase is consistent with the anomalous
heating rate Γh = 10.2(9) s−1 measured in the Appendix A for which
no laser pulses were applied during the wait time. This confirms that
most operations performed during a clock cycle have a negligible
effect on the WCR mode temperature.

To counteract the heating rate, a single algorithmic cooling cycle is
applied during each clock cycle, increasing the cycle time from 32 ms to
41 ms. This leads to the n̄ shown in orange in Fig. 4.11, demonstrating
that the heating rate is effectively suppressed and that n̄ remains close
to the ground state across many experimental cycles with the minimal
overhead of 9 ms.
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Figure 4.11: Mean phonon number (n̄) of the x-WCR mode as a function of
experimental cycles. Blue dots are experimental data of n̄ without interleaved
algorithmic ground-state cooling, and orange points are data when one
algorithmic cooling cycle is added per experimental cycle. The dashed lines
are linear fits, whose slope shows the respective heating rate of 8.9(16) s−1

and 0.18(15) s−1. The heating rate without applied cooling is consistent with
the anomalous heating rate (Appendix A). The experimental cycle time with
and without interleaved cooling are 41 ms and 32 ms respectively.

The limitation of this technique is the amount of cooling that a
single algorithmic cooling sequence provides. For the cycle time of
42 ms used here, a maximum ≈ 25 s−1 is possible which must be larger
then the heating rate. This bound can be raised by applying multiple
cooling sequences per experimental cycle at the cost of an increased
cycle time up to a cooling rate of about ≈ 100 s−1. While the heating
rate does not pose a limitation in this system, it might be relevant in
other apparatuses investigating HCI due to its scaling quadratically in
the charge state.

4.3 summary

Cooling of the WCR modes has been investigated. Simulations indicate
that tilting and parametric excitation of the Ar13+-9Be+ crystal would
not provide sufficient increase in cooling rate to be experimentally
profitable. Instead, a quantum protocol, algorithmic ground-state cool-
ing, was developed which coherently transfers energy from the WCR
modes to the axial modes where it can be efficiently dissipated. With
this method, a mean phonon number close to the ground state was
achieved. It was also shown that the WCR modes are only marginally
affected by Doppler cooling process on the 9Be+. This allows to keep
the WCR modes close to the ground state for extended periods of
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time where only the anomalous heating rate needs to be counteracted.
When this method is applied to clock operations, it only contributes
a dead time of 9 ms of the total state preparation time of 40 ms per
experimental cycle, making it suitable for practical applications.
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5 S Y S T E M AT I C S H I F T S

An optical clock uses an electronic transition as a frequency reference
which is perturbed by the atom’s environment and the atom’s motion.
To correct for this, the perturbations are assessed and corrected yield-
ing a universal frequency standard that can be reproduced anywhere.
The shifts for the Ar13+ clock and their uncertainty are estimated in
the following chapter for the two investigated isotopes, 40Ar13+ and
36Ar13+, separately.

In Sec. 5.1, frequency shifts induced by the ion’s motion are in-
vestigated. This is followed by Sec. 5.2 discussing the shifts due to
external fields. In the subsequent sections, the collisional shift, the
accusto-optical modulator phase shift, the servo error and line pulling
effects are evaluated. Finally, the gravitational redshift from the height
difference of the clocks involved in the clock comparison (Chapter 6)
is estimated. Most of the presented results have been published in
King et al., 2022.

5.1 motional shifts

The motion of the ion relative to a probing laser leads to a Doppler shift
depending on the ion’s velocity. The measured frequency ν, relative to
the unperturbed frequency ν0, is relativistically described by

ν

ν0
= γ

(
1 − v cos(θ)

c

)
(5.71)

where c is the speed of light, v the ion’s velocity and θ the angle
between v and the laser. The Lorentz factor γ is defined by γ−1 =√
(1 − v2/c2). A laser-cooled, trapped ion has a velocity which is

much smaller than c and Eq. 5.71 can be expanded in v/c to yield
(Chou et al., 2010b)

ν

ν0
≈ 1 − ⟨v⟩ cos(θ)

c
+

⟨v2⟩
2c2 − ⟨v⟩2 cos2(θ)

c2 +O
(

v3

c3

)
(5.72)

where ⟨·⟩ denotes the time averaged value over the interrogation time
of tp = 15 ms. The dominant motion of trapped ion is harmonic (Sec.
2.1) and therefore ⟨v⟩ = 0, assuming that the oscillation period is much
shorter than the interrogation time. Therefore, it will only lead to a
second-order Doppler shift. In some cases, additional linear motion
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can occur with v < 1 nm s−1, which is sufficiently small to neglect the
fourth term but not the second term.

5.1.1 First-order Doppler shift

A first order Doppler shift can arise by a constant motion of the ion
relative to the interrogating laser, for example if the ion trap relaxes
slowly over time along the beam direction, e.g. due to a long time
constant for thermalisation of the cryogenic system. Also, charging
of surfaces due to UV lasers has been observed to lead to motion
correlated with the clock interrogation (Brewer et al., 2019). This might
also be the case here due to the 313 nm light needed to control 9Be+,
though likely to be less severe than in Brewer et al., 2019, where the
laser light was around 267–280 nm.

To mitigate this effect, the ion is probed with two counter-
propagating lasers independently, dubbed normal and counter
directions. The beams are delivered via two separate fibres and each
beam is back-coupled into the opposite fibre to maximise overlap of
the beams and minimize the relative angle. From data taken during a
clock comparison (Chapter 6), the observed transition frequency of
the normal (νn) and counter (νc) interrogating laser can be compared.
This yielded the difference ∆νFD = νn − νc for the two investigated
isotopes:

∆νFD

(
40Ar13+

)
= −0.05(11) Hz (5.73)

∆νFD

(
36Ar13+

)
= −0.13(13) Hz. (5.74)

Both cases are consistent with no first-order Doppler shift within the
statistical uncertainty. Any first-order Doppler shift below that level is
suppressed by the averaging of the two directions making it negligible.

A slight misalignment of the counter-propagating beams cannot
be excluded, which leads to an unbounded uncertainty along any
potential bisector (Brewer et al., 2019). To put an upper bound on this,
the velocity is estimated from typical position changes of the 9Be+

on the CCD camera and from changes in EMM over the course of a
day. Both methods yield a velocity ≪1 nm s−1 which corresponds to a
fractional frequency shift < 10−18 rendering it negligible.

Another effect is the thermal expansion of the experimental ap-
paratus around the HCI, which would not be detected through the
counter-propagating beams. The temperature of the laboratory is sta-
bilised to ±0.25 K and the distance between the fibre coupler of the
clock laser and ion is about 1 m. Using the thermal expansion coef-
ficient of steel, a maximal fractional frequency shift of 5 × 10−19 is
calculated for a dataset of 10 h which is further suppressed for longer
datasets.
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A relevant first-order Doppler shift also arises from motion with an
oscillation period longer than the interrogation time, e.g. the pulse tube
cryocooler induces a vibration at a frequency of 1.7 Hz (Leopold et al.,
2019). This does not lead to a shift of the measured frequency as long as
it is not temporally correlated with the clock interrogation and many of
its oscillation periods are averaged over. Nonetheless, low-frequency
vibration can lead to line broadening effects. For the cryocooler, a
fractional frequency shift around 10−16 has been measured (Leopold et
al., 2019). This is much narrower than the fractional natural linewidth
of the clock transition (2.5 × 10−14) and thus negligible.

5.1.2 Secular motion

The secular motion is the harmonic motion at a specific motional
frequency, typically ωu ≈ 1 MHz, in each degree of freedom (Sec. 2.1).
It contributes to the Doppler shift only in second order, since its period
is much smaller than the probe time. The shift is described by

∆νSM

ν
= − h̄

2mc2 ∑
u

b2
uξuωu

(
n̄u +

1
2

)
(5.75)

where u sums over all motional modes (see Tab. 5.1), bu is the eigen-
vector component of the HCI (Sec. 2.1.3), and n̄u is the mean phonon
number. To account for IMM ξx,y = 2 and ξz = 1 is included (Sec. 2.1).
A factor of 1/2 accounts for the virial theorem stating that the energy
of the quantum harmonic oscillator is equally split between potential
and kinetic energy.

The mean phonon number n̄ during the probe time tp consists of
the initial phonon number n̄0 at t = 0 and a contribution from the
anomalous heating rate Γh:

n̄ = n̄0 + Γh
tp

2
. (5.76)

The experimentally determined values of n̄0 and Γh are summarised
in Tab. 5.1 with details on the measurement methods given in the
following.

Measurements of n̄ were performed using the sideband ratio method
(Eq. (4.66)). This technique is valid for thermal phonon distributions
and it has been shown that the kinetic energy can be significantly
underestimated for non-thermal distributions (Chen et al., 2017; Ras-
musson et al., 2021). These are often a side effect of resolved sideband
cooling when working far outside the Lamb-Dicke regime (Chen et al.,
2017). The estimated effect of non-thermal distributions are discussed
below for different motional modes individually, though no experi-
ments were performed to assess it. In the future, further experimental
data is necessary to test those estimations.
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Motional ω/2π n̄0 Γh Ar13+ amplitude
Mode / MHz / phonons / phonons/s / nm

36Ar13+

xIP 5.26 0.8(3) 11.1(10) 5.2
xOP 1.29 10.8(6) 1.57(12) 0.12
yIP 5.05 0.12(7) 1.65(13) 5.3
yOP 1.05 21(6) 0.54(9) 0.14
zIP 1.18 0.1(3) 12.4(6) 5.9
zOP 1.63 0.1(6) 7.7(5) 7.8

40Ar13+

xIP 4.62 0.9(8) 9.9(10) 5.2
xOP 1.29 15(2) 1.6(3) 0.13
yIP 4.42 0.2(2) 2.0(2) 5.4
yOP 1.03 21(3) 0.31(4) 0.15
zIP 1.16 0.03(20) 10.8(5) 6.3
zOP 1.57 0.04(20) 4.8(3) 7.2

Table 5.1: Motional modes of 36Ar13+ and 40Ar13+. Given are the mode
frequency ω, the mean Fock state at the beginning of the clock interrogation
n̄0, the heating rate Γh, and the mode amplitude of Ar13+. Details are given
in the main text and the Appendix A. Abbreviations: IP - in-phase, OP-out-
of-phase.
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The heating rate Γh was measured by initially cooling the motional
mode of interest close to the ground state and then measuring n̄ as
a function of a variable wait time during which the system heats
up (Turchette et al., 2000). This heating quickly drives the Fock state
distribution towards a thermal distribution (Chen et al., 2017; James,
1998b) allowing the use of the sideband ratio method. A summary of
the heating rate measurements is given in the Appendix A. For HCI,
heating rates are of particular concern as (Brownnutt et al., 2015)

Γh ∝
Z2

m
. (5.77)

This necessitates a lower electric field noise than for singly-charged
ions to achieve a similar fractional frequency shift for the same ion
mass m.

The influence of the heating rate in the presented work is small
due to the short interrogation time of 15 ms and a small value of the
heating rate. With a different HCI species and a longer interrogation
time this might become a dominant source of uncertainty.

5.1.2.1 Axial modes

The axial motional modes are ground-state cooled using resolved-
sideband cooling on the Raman transition of the 9Be+ as a pre-requisite
for QLS. The estimation of n̄0 for these motional modes with sideband
thermometry is likely inaccurate as they possess a large Lamb-Dicke
parameter η ≈ 0.5 for the Raman transitions. This leads to zero-
crossings of the Rabi frequency of the RSB transition at non-negligible
Fock states n (Chen et al., 2017; Wan et al., 2015). To counteract this,
second and third order RSB transitions are employed which have zero-
crossings at different Fock states than the first-order RSB transitions
(Leopold et al., 2019). To investigate the remaining Fock state popu-
lation, simulations based on the employed sequence were performed
following the formalism by Rasmusson et al., 2021. This showed that
n̄ measured using sideband thermometry can be underestimated by
up to a factor of five. With this added as an uncertainty (Tab. 5.1), the
shift and its uncertainty are around 10−19, which is negligible.

In the future, the axial motional modes can actively be ground-state
cooled using the 9Be+ during clock interrogation to counteract heating
rates. This does not affect the clock transition if the polarisability is
sufficiently small, which is the case for many HCI species.

5.1.2.2 Radial out-of-phase modes

The HCI only has a negligible motional amplitude in the radial OP
modes (Chapter 4) leading to a suppressed shift. Ground-state cooling
using resolved sideband cooling on the 9Be+ can be achieved in a
similar manner to the axial modes due to similar trapping frequencies
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and Lamb-Dicke parameters. Simultaneous cooling of axial modes
and radial OP modes can be achieved by interleaved cooling of all
four motional modes and was experimentally achieved. Due to the
high recoil heating when repumping (Leopold, 2018), this requires
cooling times four times longer than if only the axial modes were
cooled. This makes it impractical to ground-state cool the OP modes
for clock operation.

Therefore, during clock operation the radial OP modes are only
Doppler cooled leaving them at a temperature of about n̄0 ≈ 10 − 20
(Tab. 5.1) with a thermal Fock state distribution (Stenholm, 1986). To
measure n̄0, sideband thermometry on fourth or fifth order RSB is
used as they are more sensitive for larger n̄ than the first order RSB
(Turchette et al., 2000). The combined fractional frequency shift on the
clock transition from both motional modes combined is below 10−20,
rendering it negligible.

5.1.2.3 Radial in-phase modes

The radial IP mode, also called WCR in Chapter 4, are the secular
motion with the largest contribution to the second-order Doppler shift
due to their higher frequency and difficulty in cooling. For cooling
of the IP modes, algorithmic ground-state cooling is used (Sec. 4.2).
Experimentally, variations of the achieved temperature were observed
due to fluctuating laser parameters and motional mode frequencies.
To accurately assess the temperature during clock operation, it is
measured in parallel to clock interrogation.

Similar to what has been shown in Sec. 4.2, the ions are Doppler
cooled for 200 ms before algorithmic ground-state cooling is applied
to the radial IP mode. Then only interleaved cooling pulses are used
to keep it close to the ground state. The Fock state distribution is
expected to be mostly thermal due to the relatively small Lamb-Dicke
parameter (η ≈ 0.1) and large contribution from heating rates which
drives to a thermal distribution (James, 1998b). Measurements of the
RSB and BSB of both modes are interleaved with clock operation to
estimate the temperature (see Sec. 6.1).

The data is evaluated on a day by day basis. Within each day the
statistical uncertainty from QPN as well as drifts in the temperature are
taken into account. The estimated fractional shift and its uncertainty
for 40Ar13+ are shown in Fig. 5.1. Across all measurement days, the
combined fractional shift of the radial IP modes is estimated to be

∆νIP
SM

ν

(
40Ar13+

)
= 1.2(4)× 10−18 (5.78)

∆νIP
SM

ν

(
36Ar13+

)
= 1.3(2)× 10−18 (5.79)
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Figure 5.1: Fractional frequency shift from the radial IP modes for 40Ar13+.
The temperature is measured in parallel to clock operation revealing temporal
variations due to fluctuating experimental parameters. The data shows the
day-by-day fractional second-order Doppler shift of both modes combined.
The solid line indicates the mean and the shaded area the estimated 1σ
uncertainty.

The lower uncertainty of 36Ar13+ is attributed to the lower total mea-
surement time as well as the replacement of the repumper laser (see
Sec. 3.6.1) improving state preparation.

The measured n̄ of the x mode is higher than what has been achieved
in Sec. 4.2. This is attributed to a longer experimental cycle time (42 ms
to 52 ms) during clock operation and an larger amount of experimental
cycles than have been measured in Sec. 4.2. This leads to a larger
influence from heating and a overall higher temperature.

5.1.3 Excess micromotion

Excess micromotion (EMM) is a driven motion at the trap drive fre-
quency caused by exposure of the ion to residual rf electric field which
has not or cannot be compensated (Sec. 2.1.2). This motion causes a
second-order Doppler shift and is by far the dominant and limiting
uncertainty in the presented system. In particular, in the axial direc-
tion an unexpectedly large component is observed, which only weakly
depends on the axial position (Leopold et al., 2019).

The EMM-induced shift is measured using sideband spectroscopy
and Eq. (2.14) is used to derive the modulation index β. In most
cases, EMM is small, meaning β ≪ 1 and the approximation given
in Eq. (2.14) holds. In the experiments presented here, β ≈ 1.2 was
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observed in the axial direction. In such a case Eq. (2.14) must be further
expanded in β yielding (Leopold et al., 2019)

ΩMM

ΩCar
=

J1(β)

J0(β)
=

β

2
+

β3

16
+

β5

96
+

17β7

9216
+ .... (5.80)

Higher order terms beyond β7 can also be calculated, but do not
influence the results significantly. Using Eq. (5.80), the modulation
index β can be calculated numerically from measurements of the
on-resonant Rabi frequencies of the carrier transition ΩCar and the
MM sideband ΩMM. For this, on-resonant Rabi excitation is used to
measure the interaction time for a π-rotation , tπ, and by using that
ΩRabi = π/tπ (Sec. 2.2).

The fractional frequency shift of the clock transition is related to β

by (Berkeland et al., 1998; Keller et al., 2016)

∆νEMM

ν
= −

(
Ωrf

ωl

β

2

)2

(5.81)

where Ωrf/2π and ωl/2π are the frequency of the trap drive and
clock transition, respectively. The laser power used for probing the
carrier transition and the MM sideband varies due to variations in
the AOMs diffraction efficiency. To account for this the laser power is
measured with a photodiode and the signal is recorded at the end of
each experimental cycle by generating an additional laser pulse. The
Rabi frequency is then corrected for laser power differences assuming
a linear response of the used photodiodes.

Measurements of the EMM are performed from three nearly orthog-
onal directions (Sec. 3.6.4). For perfectly orthogonal beams the results
from each direction can be treated independently. Since this is not
the case here, the relative angle and its uncertainty needs to be taken
into account. Additionally, a phase ambiguity between the different
directions needs to be included for non-orthogonal beams. For this,
an analysis similar to what has been employed by Brewer et al., 2019
is performed.

From the measurements of each beam, a projected velocity vEMM,i

along the probe laser wavevector k⃗i is calculated following Eq. (5.80)
and (2.13) where i denotes one of the three probe directions. The veloc-
ity in the laboratory frame is written as the vector v⃗lab. It is calculated
from the measurements through the coordinate transformation

v⃗lab = k−1

 vEMM,1

±vEMM,2

±vEMM,3

 (5.82)
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Figure 5.2: Measured excess micromotion velocity amplitude in the labo-
ratory frame. The data was taken over the course of 11 h during the clock
measurement of 36Ar13+. The given time corresponds to the time when the
measurement started, needing around 5 min to complete. The EMM is pre-
dominantly defined by a large component along the zlab direction. The xlab
and ylab direction show much smaller amplitudes.

where ± indicates the phase ambiguity between the different direction
which is taken to be either 0 or π as the worst case scenario. The
matrix k is defined by

k =

k⃗T
1 /|⃗k1|

k⃗T
2 /|⃗k2|

k⃗T
3 /|⃗k3|

 , (5.83)

where k⃗T denotes the transpose of the vector. The necessary matrix
inversion includes the angle uncertainty and is in general non-trivial.
Therefore, the error estimation is performed using a Monte-Carlo
simulation, where the probe angle, the relative phase, and the value
for vEMM,i are randomly chosen following a normal distribution with
standard deviation equal to their uncertainties. Typically 10 000 such
samples are drawn and their resulting set of v⃗lab is found to closely
resemble a normal distribution. The 68 % confidence interval is calcu-
lated and used as its uncertainty.

An example of the measured velocity v⃗lab over the course of multiple
hours is given in Fig. 5.2. It shows the large velocity in zlab-direction
producing the dominant shift and uncertainty due to δνEMM ∝ v2. The
xlab- and ylab- direction show small velocities with their uncertainty
predominantly limited by the angle uncertainty, leading to a finite
projection onto the zlab-direction.



82 systematic shifts

0 5 10 15 20 25
6.0

5.8

5.6

5.4

5.2

Fr
ac

tio
na

l f
re

qu
en

cy
 sh

ift
 / 

10
16

0 10 20 30 40 50 60
Measurement No.

5.0

4.8

4.6

4.4

4.2

Fr
ac

tio
na

l f
re

qu
en

cy
 sh

ift
 / 

10
16

Figure 5.3: Excess micromotion induced frequency shift. Data taken during
the clock measurements of 36Ar13+ (top) and 40Ar13+ (bottom). The solid line
indicates the mean value and the shaded area the estimated 1σ uncertainty.
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During the clock operation, the EMM was measured about once per
hour and the measured fractional frequency shifts are shown in Fig.
5.3. The resulting shift is estimated to be

∆νEMM

ν

(
40Ar13+

)
= −4.43(22)× 10−16 (5.84)

∆νEMM

ν

(
36Ar13+

)
= −5.50(21)× 10−16. (5.85)

The error is based on a combination of single measurement uncertainty
and the observed scatter. The ratio of the two isotopes is 0.81(5)
which is consistent with the expected inverse scaling with the mass
(36/40)2 = 0.81 given that the same rf fields were applied. This is by
far the largest shift of the system and limits its accuracy. The source
of the EMM along the symmetry axis has not unambiguously been
identified though it had been suggested to be caused by misalignment
of the blade electrodes (Leopold et al., 2019; Leopold, 2018).

While this is by far the dominant shift and uncertainty, it is not
related to the high charge state of the HCI. This is because both the
EMM and the radial trap frequencies depend only on the charge-to-
mass ratio, instead of mass and/or charge separately. Therefore, the
higher charge state allows to apply smaller rf electric fields to achieve
sufficiently high trapping frequencies. This counteracts the increased
sensitivity of the HCI to residual rf field inducing EMM.

5.2 external-field shifts

External electric and magnetic fields and their gradients perturb elec-
tronic states and therefore influence transition frequencies (Itano, 2000).
Sources can be static electric and magnetic fields as well as dynamic
fields from the rf trap drive, laser photons or black-body radiation.
For these shifts, the choice of interrogated Zeeman components is
important due to many shifts depending on the magnetic quantum
number mJ . The transitions interrogated here are illustrated in Fig.
5.4 and consist of four of the six available Zeeman components. The
average of the chosen transitions is free of the first-order Zeeman
shift as well as the quadrupole shift, making it the preferred choice as
described below.

In general, HCI are expected to exhibit small sensitivities to external-
field shifts due to the high charge state and correspondingly strong
internal fields (Berengut et al., 2012a). This makes many shifts that
need to be precisely assessed in other optical clocks negligible. A
detailed discussion of the relevant external field shifts for Ar13+ is
given in the following section.
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Figure 5.4: Zeeman tran-
sitions of Ar13+ interro-
gated during clock oper-
ation. The choice of tran-
sition is such that their
mean frequency is free of
linear Zeeman shift and
quadrupole shift. Details
are given in the main text.

5.2.1 A.c. Stark shift

Atom-light interaction can often be approximated using a two-level
system for the driven electronic states, when all other transitions
are far detuned from the perturbing field. The corrections to this
approximation come from far-off resonant coupling which leads to
mixture of states.

The response of an atomic state to an electric field at frequency ω is
to first-order described by the scalar polarisability (Rosenband et al.,
2006):

αsc =
e2

me
∑

i

fi

ω2
i − ω2

(5.86)

where the sum runs over all transitions connecting to the electronic
state, fi describes their oscillator strength and ωi is the resonance
frequency. The shift of an electronic transition is described by the
differential scalar polarisability ∆αsc = αsc

e − αsc
g where αsc

e and αsc
g are

the scalar polarisabilities of the excited and ground state respectively.
In the case of the Ar13+ clock transition, this is suppressed because
the lowest lying transitions from each state involved in the clock
transition are at wavelengths below 50 nm (Kramida et al., 2021) and
are therefore much further detuned than what is found in neutral or
singly-charged atoms.

For radiation with a frequency far below any electronic transition,
resonant effects can be neglected and the induced a.c. Stark shift
becomes frequency independent and is described by (Baynham et al.,
2018a; Rosenband et al., 2006)

∆νACS = −
∆αsc

dc
2h

⟨E2⟩ (5.87)

where ⟨E2⟩ is the mean squared electric field. The so-called static
differential polarisability ∆αdc has been calculated for Ar13+ to be
∆αsc

dc = −3 × 10−45 J m2 V−2 (Yu et al., 2019), leading to negligible
shifts in many cases. For example, the residual rf field estimated from
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EMM is Erf ≈ 100 V m−1, yielding a fractional second-order Stark shift
below 10−22.

Additionally to above discussed scalar polarisability, a tensor po-
larisability of the 2P3/2 state is present. Its static value is αdc

ten =

6 × 10−44 J m2 V−2, which is 20 times larger than ∆αsc
dc (Yu et al., 2019).

It has the same mJ dependence as the quadrupole shift (see Eq. (5.90)),
and is thus suppressed by the averaging technique used to cancel that
(Sec. 5.2.3). This makes it negligible.

The differential polarisability of Ar13+ is significantly smaller than
in other systems. For example, 27Al+ has one of the smallest values of
all operational optical clocks with ∆αAl+ ≈ 7 × 10−42 J m2 V−2 (Brewer
et al., 2019), which is more then three orders of magnitudes larger. The
smallest value for any operational clock is in 176Lu+ with ∆αLu+ ≈ 3×
10−43 J m2 V−2 (Arnold et al., 2018), which is two orders of magnitudes
larger.

5.2.2 Blackbody radiation shift

A body at a finite temperature emits blackbody radiation (BBR) with
a temperature-dependent spectrum. This couples to E1 and M1 transi-
tions, leading to an a.c. Stark and an a.c. Zeeman shift respectively. The
polarisability of HCI is expected to be small as it scales with the effec-
tive charge state like Za

−4 (Berengut et al., 2012a). The effective charge
state Za is the screened potential that the outer electron experiences
and is a nearly linear function in Z.

At room temperature the peak wavelength of BBR is λ ≈ 10 µm,
which is much smaller than any relevant transition frequency in Ar13+

and the induced a.c. Stark shift is well described by Eq. (5.87). The
mean squared electric field at a temperature T is given by ⟨E2⟩ =

(831.9 V/m)2(T/300 K)4. With this the fractional shift at T = 300 K is
2.5× 10−21. A secondary component is the a.c. Zeeman shift from BBR.
This has been calculated to yield a fractional shift of −1.1 × 10−21 at
300 K (Yu et al., 2019).

Within the cryogenic system only about 10−3 of the 4π solid angle
visible to the ion are at room temperature. The majority of the surfaces
are close to 4 K which suppresses the shift further due the T−4 of the
emitted power following the Stefan-Boltzmann law. Overall this makes
the shift negligible.

5.2.3 Electric quadrupole shift

Electronic states with an angular momentum J ≥ 1 posses a
quadrupole moment Θ which couples to electric field gradients and
shifts the states depending on their m2

J . In HCI, Θ is expected to be
suppressed due to scaling with the effective charge state like Za

−2

(Berengut et al., 2012a).
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The electric field gradient can be calculated from the experimen-
tally accessible trap frequencies and consists of two contributions.
The primary part comes from the static electric field applied for trap-
ping along the z-axis (Sec. 2.1). This field is described by the electric
potential

φ(x, y, z) =
1
2

dEz

dz
(
y2 − y2) . (5.88)

The lack of x-dependence is specific to the geometry of the employed
trap (Eq. (2.11)).

The electric field gradient can thus be calculated from the axial
motional frequency ωz of a single ion with charge q and mass m
through

dEz

dz
=

m
q

ω2
z . (5.89)

A secondary contribution comes from the potential of the 9Be+ (or
other) ion (Akerman et al., 2018; Roos et al., 2006). Compared to a
two-ion crystal composed of singly-charged ions, this is suppressed in
an Ar13+-9Be+ crystal due to the large ion-ion separation. For typical
trap parameters used in the presented experiments, this leads in total
to dEz/dz = 2 V mm−2.

The quadrupole shift for a electric potential given by Eq. (5.88) is
described by (Itano, 2000)

∆νQS
(
m2

J
)
=

Θ
4h

dEz

dz
J (J + 1)− 3m2

J

J (2J − 1)
(
3 cos2 β − 1 + sin2 β cos(2α)

)
,

(5.90)
where β=30(5)◦ is the angle between quantisation axis and the z-axis
and α=45(5)◦ the angle between the y-axis and the plane spanned by
the z-axis and the quantisation axis.

For the Ar13+ clock transition, only the 2P3/2 excited state is affected
by this shift. Theoretical calculations predict Θ = 0.025 ea2

0 for this state
(Müller, 2021; Yu et al., 2019) which leads to a shift of about ±8 mHz
for each Zeeman component of the excited state. This is significantly
smaller then the achieved statistical uncertainty and therefore not
resolved.

Additionally, the shift is averaged to zero by the choice of in-
terrogated Zeeman component which are such that each excited
state is interrogated equally (Fig. 5.4). According to Eq. (5.90), the
mean is then free of the quadrupole shift, since ∆νQS

(
(±3/2)2) =

−∆νQS
(
(±1/2)2). With this averaging technique a suppression of

more than four orders of magnitude has been achieved in other ex-
periments, e.g. employing 88Sr+ (Dubé et al., 2013). Here only a sup-
pression by a factor 20 is necessary to achieve a fractional shift below
10−18 making it negligible.
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Figure 5.5: Overlapping Allan deviation of the magnetic field. A 6 h dataset
from the clock campaign with minor gaps is used as the basis. The magnetic
field is calculated from the most sensitive transitions (transition 1 and 4 in
Fig. 5.4) using Eq. (5.91). Averaging time beyond the servo time constant of
30 s show a magnetic field stability below 0.2 nT up to 1000 s.

5.2.4 Magnetic field

The interrogated Zeeman states are highly sensitive to magnetic field
changes due to a linear Zeeman shift. The most sensitive transitions
change by about 23 Hz nT−1 compared to the linewidth of around
50 Hz. Therefore the magnetic field needs to be much more stable
than 2 nT during the interrogation time to avoid line broadening.
Additionally, the magnetic field shift has to be more stable than the
servo instability of ≈ 30 Hz at the servo time constant of 30 s (For
details see Chapter 6). This corresponds to a 1 nT stability in order to
avoid additional instability when locking to these transitions.

The setup for generating the magnetic field is described in Sec. 3.5.
In short, three pair of passively-driven coils generate the magnetic
field in x-,y-, and z-direction. For active stabilisation an out-of-vacuum
magnetic field sensor is used to give feedback to additional coils
in x- and z-direction. The stability of the magnetic field is directly
characterised using the first order Zeeman effect of the clock states. For
this, the frequency difference between the outer Zeeman components
is calculated (see Eq. (5.92) below):

ν4 − ν1 = (3g3/2 − g1/2) µBB (5.91)

where gJ is the Landé-factor, µB is the Bohr magneton and B is the
magnetic flux density. The OADEV for a 6 h dataset from clock com-
parison of ν1 and ν4 with minor gaps is given in Fig. 5.5. At short
timescales, the response is dominated by the atomic servo response
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locking to the clock transition. After the servo time constant of around
30 s, a magnetic field stability of <200 pT up to times of 1000 s is
observed. The stability is limited by the resolution of the employed
magnetic field sensor for stabilisation. This is sufficiently stable such
that it does not influence clock operation (Chapter 6). Over the course
of a day, variations of a few nT are observed for the magnetic field.
Shorter timescales, like the typical interrogation time of 15 ms cannot
be resolved due to the limited atomic servo response time. Nonethe-
less, no additional line broadening attributed to the magnetic field was
observed, making it sufficiently stable for the presented experiments
(see also Appendix C).

5.2.4.1 First-order Zeeman shift

In a magnetic field, states with mJ ̸= 0 are shifted due to a first-order
Zeeman shift following

∆ν
(1)
Z (mJ) =

mJ gJ

h
µBB. (5.92)

For Ar13+ this affects all states of the clock transition with a summary
of the shift given in Tab. 5.2 for the employed magnetic bias field
of 23 µT. This shift is not suppressed in HCI and is the largest shift
affecting the Zeeman substates. It is suppressed by using the symmetry
of Eq. (5.92) which is ∆ν

(1)
Z (mJ) = −∆ν

(1)
Z (−mJ). The choice of probed

transitions (Fig. 5.4) are such that the mean frequency is free of the
linear Zeeman shift. Further, the probe order of the transitions is
pseudo-randomised to suppress any shift that can come from a drift
of the magnetic field between the measurements.

5.2.4.2 Second-order Zeeman shift

A second-order Zeeman shift is caused by the mixture of different
electronic states due to the externally applied magnetic field. This
scales inversely with the energy difference of the involved states and
is therefore suppressed in HCI (Berengut et al., 2012a) similar to the
a.c. Stark shift (Sec. 5.2.1).

The induced second-order Zeeman shift is described by

∆ν
(2)
Z (mJ) =

g(2)J (mJ)

h
(µBB)2

mec2 (5.93)

where g(2)J (mJ) is a dimensionless expansion factor which fulfils the

symmetry relationship g(2)J (mJ) = g(2)J (−mJ). For Ar13+, g(2)J (mJ) was
calculated using perturbation theory and the most precise published
calculations achieve an uncertainty of about 1 % (Lindenfels, 2015). A
summary of these values is given in Tab. 5.2 alongside the expected
shift for each state given our employed magnetic field of about 23 µT.
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gJ ∆ν
(1)
Z / kHz g(2)J / 103 ∆ν

(2)
Z / µHz

2P1/2

mJ = 1/2 0.663 107 −39.66 −33
mJ = −1/2 0.663 −107 −39.66 −33
2P3/2

mJ = 3/2 1.332 644 1.007 0.8
mJ = 1/2 1.332 215 41.20 35
mJ = −1/2 1.332 −215 41.20 35
mJ = −3/2 1.332 −644 1.007 0.8

Table 5.2: First- and second-order Zeeman shift of the Ar13+ clock tran-
sition. The experimentally used magnetic field strength of 23 µT is used
for the calculations. The first-order Zeeman shift ∆ν

(1)
Z is the largest shift

of individual transitions but can be cancelled by averaging Zeeman compo-
nents. The second-order Zeeman shift ∆ν

(2)
Z cannot easily be cancelled but is

negligible. Details are given in the main text. Uncertainties are smaller then
the presented values and have been omitted for clarity. Values for gJ and g(2)J
are taken from Lindenfels, 2015.

The estimated fractional shift is about 10−19 with an even smaller
uncertainty rendering it negligible.

The second-order Zeeman shift in Ar13+ is much smaller than what
is found in other optical clock systems. For example, 199Hg has the
smallest second-order Zeeman shift of any employed atomic system
and is one order of magnitude larger than that for Ar13+. This is due
to the mentioned sparsity of low-lying states, such that the dominant
contributions in Ar13+ comes from coupling between the ground state
2P1/2 and the excited state 2P3/2, while higher lying states can be
neglected (Lindenfels et al., 2013).

5.2.4.3 Trap drive magnetic field

An additional source for a magnetic field are the currents induced
by the rf voltages applied to the trap blades. This leads to an a.c.
magnetic field at the trap drive frequency Ωrf which adds to the
quadratic Zeeman effect (Chou et al., 2010a; Gan et al., 2018).

The magnetic field from the trap drive can be measured by com-
paring microwave transitions in the 9Be+ with different magnetic
field sensitivity and was bounded to < 3 µT2 along the quantisation
axis for the trap in use (Leopold et al., 2019). This measurement was
performed for almost up to 2.5 times larger rf voltages than used
here. This means that the bound for the presented measurements is
expected to be lower. Due to the geometry of the trap, the transverse
components of the magnetic field are assumed to be at a similar level.
The coefficient of the second-order Zeeman shift (Tab. 5.2) yields a
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Figure 5.6: Probe laser-induced
a.c. Zeeman shift. As an ex-
ample the interrogation of the∣∣2P1/2,−1/2

〉
→

∣∣2P3/2,−3/2
〉

transition is shown. It is driven
by the σ−-polarised component of
the light (full line). Additional po-
larisation components (σ−, π) off-
resonantly couple to other Zeeman
components (dashed lines) and in-
duce an a.c. Zeeman shift.

fractional shift below 10−21 where 3 µT2 was taken as a conservative
bound for each magnetic field component. While this is negligible for
the transition frequency, it does affect the g-factor measurement by
coupling different Zeeman substates within a manifold (see Sec. 6.3.1).
For the future, a direct measurement of the transverse components
of the trap drive magnetic field is desirable to confirm the here made
assumption based on symmetry (Gan et al., 2018).

5.2.5 Probe laser-induced shift

The small differential polarisability of Ar13+ leads to a negligible a.c.
Stark shift from the probe light (see Sec. 5.2.1). A remaining shift
comes from an a.c. Zeeman shift of the probe light off-resonantly
coupling the different Zeeman components of the clock transition (Fig.
5.6). A theoretical description of this effect has recently been given in
an unrelated publication (Yudin et al., 2023).

During clock operation, the Rabi frequency of all interrogated com-
ponents is equalised to achieve the optimal statistical uncertainty. This
is achieved by adjusting the laser power for each transition to achieve
similar Rabi frequencies as the achievable polarisation purity is tech-
nically limited. The induced a.c. Zeeman shift is linear in laser power
analogous to the a.c. Stark shift (Kien et al., 2004). Thus, the shifted
frequency νi of each Zeeman component i is described by

νi = νi,0 + κAZ,iΩ2
i (5.94)

where νi,0 is the unperturbed frequency, κAZ,i is a coupling constant
describing the shift and Ωi is the on-resonant Rabi frequency. In this
description, Ωi is used as a measure for the laser power P in the polari-
sation component required to drive transition i, as P ∝ Ω2. To estimate
the effect, νi is measured at three different laser powers (denoted in
the following with k) and is extrapolated to the Rabi frequency used
during clock operation. The used laser powers are much larger than
the ones used during clock operation, amplifying the shift. Experimen-
tally, the on-resonant Rabi frequency is accessed through measuring
the π-time tπ = π/Ω by performing Rabi oscillations (Sec. 2.2).
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Figure 5.7: Measurement of the probe laser-induced a.c. Zeeman shift. (a)
Example measurement of the shift of the mean frequency from high to low
laser power for the two directions normal (blue) and counter (orange). The
slope is the only degree of freedom for the linear fit. Further explanations
are given in the main text. (b) Estimated a.c. Zeeman shift by extrapolation to
tπ =15 ms for 40Ar13+ (circles) and 36Ar13+ (triangles) as a function of date.
The shaded area shows the estimated 1σ uncertainty based on the scatter
and uncertainties of the single measurements.

The measured νi at the lowest power is used as a reference to
eliminate νi,0 by taking the difference to the other two measured
values:

∆νk = νk − ν0 = κAZ

(
π

tπ,k
− π

tπ,0

)
k ∈ {1, 2}. (5.95)

where k ∈ {1, 2} denotes the laser power setting and i is omitted for
clarity. This gives two differences from the three performed measure-
ments which can be fitted using a single fit parameter κAZ as shown
in Fig. 5.7 (a). Extrapolation to tπ =15(1)ms yields the shift during
clock operation.

The measurement is performed, similar to clock operation (Chapter
6), by locking simultaneously to the required Zeeman components
with different laser powers and corresponding probe time tπ. By
measuring all the transitions in parallel, common mode noise from the
magnetic field and laser frequency drift is rejected through a cycle-by-
cycle evaluation. Either the shift of each Zeeman component or just the
mean frequency can be analysed. Both analysis were performed with
a negligible difference in shift and uncertainty of the mean frequency
which is the relevant result for clock operation.

Over time, changes of the probe laser-induced shift were observed
where the reason has not been identified. It could be caused by tem-
perature variations in the laboratory affecting the waveplates used to
control the polarisation, changes in the birefringence of the in-vacuum
windows due to varying mounting stress, or due to variations in
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beam pointing combined with a gradient of the birefringence of the
in-vacuum windows.

To estimate the variation, measurements were performed before and
after each clock run for both interrogation directions independently.
The results of all measurements are shown in Fig. 5.7(b). Based on the
measured variation, the fractional shift is estimated to be

∆νPL

ν
= (0 ± 2.2)× 10−18. (5.96)

The uncertainty of the shift is the second largest uncertainty of the
system though it is an order of magnitude smaller than the dominant
uncertainty from EMM (Sec. 5.1.3). In the future, the shift can be
suppressed by employing generalised Ramsey interrogation schemes
which suppress it (Hobson et al., 2016; Huntemann et al., 2012; Sanner
et al., 2018; Yudin et al., 2010).

5.3 collisional shift

Collisions of the interrogated ions with background gas affect the
measured transition frequency in two ways. Firstly, a collision adds
kinetic energy to the system and therefore changes the second-order
Doppler shift and also affects state readout with QLS. Secondly, a
phase shift of the interrogated state can occur (Hankin et al., 2019).

The collisional shift scales linearly with the background gas pressure
(Davis et al., 2019) and is fractionally at or below 1 × 10−18 in room
temperature experiments (Hankin et al., 2019 and references therein).
The background pressure in the presented system had been estimated
to be below 1.3 pPa from the estimated lifetime of Ar13+ limited by
charge exchange collisions (Micke et al., 2019). Since then the lifetime
has approximately been doubled (see Sec. 3.4) corresponding to a
reduced pressure below 0.7 pPa. With this, the pressure is around four
orders of magnitude lower than what is commonly achieved in room
temperature setups. Additionally, collisions with HCI are typically
catastrophic as they lead to charge-exchange which is easily detected
as the clock transition cannot be excited anymore. The collisional shift
is negligible due to these reasons.

5.4 accusto-optical modulator phase shift

Accusto-optical modulators (AOM) are used for fast switching of light
pulses and can introduce cycle-synchronous phase shifts in two ways:
For short pulses of about 1 µs, ringing of the AOM electric circuit leads
to a phase shift at the beginning and end of the pulse (Degenhardt
et al., 2005). This effect is negligible for the pulse length of 15 ms used



5.5 servo error 93

here. A second effect is the thermal expansion through heating of
the AOM due to the applied rf voltage and linearly depends on the
applied rf power and increases for longer pulses (Degenhardt et al.,
2005; Rosenband et al., 2008).

Interferometric measurements by Rosenband et al., 2008 found a
frequency shift of less than 0.2 Hz at a drive power of 1 W for clock
lasers for 199Hg+ and 27Al+ at 282 nm and 267 nm respectively. A
measurement for a clock laser of 171Yb+ at 467 nm by Kazda et al., 2016
found a shift of about 0.6 mHz for 50 mW drive power. In the present
experiments drive powers below 5 µW are used. This is possible as the
Ar13+ clock transition is broader than most transitions used in optical
clocks and therefore requires lower laser light intensities to achieve
the same line broadening for clock operation. The shift is expected
to be correspondingly smaller by several orders of magnitude and
therefore negligible.

5.5 servo error

Offsets of the digital control loop (servo) from the actual line centres are
counteracted in several ways. First, a second-order integrator is part
of the control loop (Sec. 6.1) and allows for suppression of linear drifts
of the clock laser and magnetic field (Peik et al., 2006), though, higher-
order drifts are not suppressed by this. Additionally, the probe order
of the probe points is pseudo-randomised which further suppresses
linear drifts.

The first source of higher order drifts is the Si2 cavity which is
used to stabilise the clock laser (Sec. 3.6.3). This is negligible though,
due to its small linear drift of only tens of Hz d−1 with even smaller
higher-order drifts.

The second, dominant source are variations of the magnetic field
which leads to line shifts of the most sensitive Zeeman components
of ≈ 100 Hz over the course of a day. To investigate this, the error
signals were checked to be consistent with zero. Further, simplified
simulations were performed with a linear (2 pT s−1) and quadratic
drift (2 fT s−2) of the magnetic field. Both values lead to a the magnetic
field instability on timescales >1000 s which is at least one order of
magnitude larger than what is experimentally observed. The simu-
lations were performed 1000 times with a length corresponding to
85 000 s. This yielded a frequency shift of ±1 mHz for the individual
Zeeman components and 0.0(2)mHz for the mean frequency where
the effect on opposing Zeeman components cancels to a high degree.
Therefore the fractional shift is expected to be below 10−18 and thus
negligible.
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5.6 line pulling

5.6.1 Overlapping transitions

The Rabi lineshape (see Eq. (2.34) and Fig. 2.3) leads to a finite excita-
tion probability far from resonance. When probing any given Zeeman
components, these contributions from other transitions can lead to line
distortions. The first contributions comes from other carrier transitions
where the detuning is about 200 kHz compared to typical linewidths of
50 Hz. Using this, the maximal remaining overlap leads to a fractional
shift around 10−21, rendering it negligible.

Motional sidebands can also have a significant overlap with the
carrier transition. Here, clock interrogation is performed from the
radial direction and only the radial modes can be excited. Due to
weak coupling of the radial motional modes (see Sec. 2.1.3), only the
IP modes at ±4.5 MHz are relevant. The large detuning and small
Lamb-Dicke parameters (η ≈ 0.1) render this effect also negligible.

5.6.2 Clock laser leakage

Clock interrogation of Ar13+ is performed with two counter-
propagating beams where each direction is treated independently of
the other. The beams are switched by two independent AOMs (see
Fig. 3.6) which are driven at the same center frequency. Any cross
talk of the rf between the AOMs could lead to additional clock light
entering from the wrong direction compromising the suppression of
the first-order Doppler shift.

To check for this, the ion is interrogated with one of the beams
though the beam path was physically blocked. Any observed excita-
tion would then come from the other beam path. During the probe
time, the Ar13+-9Be+ crystal is actively ground-state cooled to avoid
anomalous heating rate affecting the QLS readout. With this, no sig-
nificant excitation up to 200 ms is observed for rf powers at least an
order of magnitude larger than what is used for clock operation.

Further, the DDS driving the AOMs are detuned by a random
value close to 50 MHz from the nominal value when not being used
for interrogation. This is in addition to being switched off by high
attenuation rf switches (see Sec. 3.7) and further reduces possible
effects from laser leakage.

5.6.3 Logic laser leakage

Any leakage light from any of the logic beams could lead to line
distortion, similar to the clock beams in the previous section. To
increase attenuation of the logic beam paths, a double-pass and a
single-pass AOM (see Fig. 3.6) are switched off during the clock
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interrogation. Furthermore, the DDS driving the radial and vertical
logic single pass AOM are detuned by a random value close to 50 MHz
from the nominal value. For the single pass AOM of the axial logic
a detuning was not possible due to the employed pulse shaping
(Sec. 3.7.1), which is pre-programmed onto the DDS at a fixed drive
frequency. This cannot be changed without large overhead and could
lead to on-resonance excitation, if leakage light reached the ion.

Similar to the previous section, leakage is checked by running a QLS
sequence where the HCI is interrogated for varying probe times with
the clock beams physically blocked. During the interrogation, the 9Be+

is used to actively ground-state cool the axial motional modes to avoid
detrimental effects from anomalous heating on QLS. No significant
excitation was observed for interrogation times up to 200 ms.

5.7 gravitational redshift

Einstein’s general theory of relativity predicts that clocks run slower
when affected by a gravitational potential. When comparing optical
clocks, this so-called gravitational redshift needs to be accounted for
by measuring the gravitational potential at each clock position.

The frequency shift of a clock when moving it from a gravitational
potential V1 to V2 is given by (Mehlstäubler et al., 2018)

∆νGRS

ν
= −V1 − V2

c2 (5.97)

where c is the speed of light. For a local comparisons this can be
simplified to

∆νGRS

ν
=

glocal∆h
c2 (5.98)

where it is assumed that the gravitational acceleration glocal does not
vary on local scales. This is justified as long as the scales are small
compared to the size of the earth. At PTB, glocal = 9.812526312(2) has
previously been measured (Timmen, 2018). With this, the frequency
shift only depends on the height difference ∆h of the involved clocks.
For this, height differences of various markers across the PTB premises
have been measured in the past (Denker et al., 2014).

For the Ar13+ clock no dedicated height marker exists. Instead a
marker for the 27Al+ clock four floors above is used as a reference
with a height difference of 11.136(5)m to the trapped HCI (Denker
et al., 2022). A similar marker exists for the 171Yb+ clock, which leads
in total to a height difference of the clock ions of ∆h =1.496(7)m.
Additional uncertainties from measurements of the relative marker
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∆ν/ν / 10−17 σ/ν / 10−17

Shift 40Ar13+ 36Ar13+ 40Ar13+ 36Ar13+

Excess micromotion -44.3 -55.0 2.2 2.1
Laser-induced a.c. Zeeman 0 0.2

Secular motion -0.1 < 0.1
Quadrupole shift 0 < 0.1

First-order Doppler 0 < 0.1
First-order Zeeman 0 < 0.1
Quadratic Zeeman < 0.1 ≪ 0.1

Blackbody radiation ≪ 0.1 ≪ 0.1
Servo error 0 ≪ 0.1

AOM phase chirp < 0.1 < 0.1
Gravitational redshift - < 0.1

Total -44.4 -55.1 2.2 2.1

Table 5.3: Systematic shifts (∆ν) and uncertainties (σ) of the Ar13+ clock.
All values are given relative to the transitions frequency ν. The by far largest
shift and uncertainty stem from EMM. It depends on the isotope and the
difference is consistent with the differing masses. The shift and uncertainty
of the gravitational redshift depends on the height difference to the clock that
is compared to, with the given uncertainty applying to clock comparisons
within PTB. A detailed analysis of the shifts is given in the main text.

heights and the height of the 171Yb+ clock are included. This yields a
total fractional shift of

∆νGRS

ν
= 1.633(8)× 10−16. (5.99)

Improvements are possible in particular to the height difference be-
tween the HCI clock and the 27Al+ marker. Assuming an improvement
to an uncertainty of 1 mm, gives a fractional uncertainty of about
5 × 10−19, limited by knowledge of the relative marker heights. A
similar uncertainty is also achieved for other optical clocks within PTB,
which in principle allows for ring closure measurements down to this
level.

5.8 summary

The summary of the investigated shifts for the Ar13+ clock is given in
Tab. 5.3. In total, a fractional systematic uncertainty of 2 × 10−17 was
achieved. This is similar to many optical clocks in operation (Baynham
et al., 2018b; Huang et al., 2020; Lodewyck et al., 2016; Schwarz et al.,
2020) though the best clocks reach uncertainties at the low 10−18 level
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(BACON Collaboration, 2021; Huntemann et al., 2016; Ushijima et al.,
2015) or below (Brewer et al., 2019).

The Ar13+ clock is predominantly limited by EMM, a shift that
is not exaggerated by the large charge state but rather an intrinsic
property of the trap. In other traps, a fractional EMM shift below
10−18 has been achieved (Brewer et al., 2019; Pyka et al., 2014) and is
therefore expected to be achievable by employing an improved trap.
The second largest shift, the probe laser-induced a.c. Zeeman shift,
is already at the low 10−18 level and can easily be suppressed using
advanced interrogation techniques (Hobson et al., 2016; Huntemann et
al., 2012; Sanner et al., 2018; Yudin et al., 2010). All other uncertainties
are already estimated to be fractionally below 10−18, where many
are suppressed due to the favourable properties of Ar13+ and HCI in
general.

In the future, particular care needs to be taken of the secular motion
shift, as its influence will increase for longer interrogation times. In
particular the influence of non-thermal Fock state distributions needs
to be investigated. Nonetheless, a fractional uncertainty of the motional
shifts below 10−18 is achievable as has been demonstrated for the 27Al+

QLS clock (Chen et al., 2017). Also, a measurement of the transverse
components of the trap drive magnetic field is desirable, which is
possible with established techniques (Gan et al., 2018). Overall, this
leads to a clear path for an HCI based optical clock with a fractional
uncertainty at or below the 10−18 level.
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6 C LO C K C O M PA R I S O N

The operation of the experimental setup as an optical clock is achieved
by stabilising the frequency of the clock laser to the frequency of the
clock transition of Ar13+. The frequency ratio of the laser to another
clock is then measured using a frequency comb. Comparisons between
an optical clock and a 133Cs clock are usually limited by the instability
of the 133Cs clock. Therefore, comparisons between optical clocks are
preferred as they provide lower statistical and systematic uncertainties.
At PTB, various optical clocks are established and the 171Yb+ clock
(Huntemann et al., 2016) provides an ideal reference as it has a lower
systematic and statistical uncertainty than the Ar13+ clock.

In Sec. 6.1 the laser stabilisation scheme for clock operation of the
Ar13+ clock is discussed. This is followed by a presentation of the
results of a clock comparison between the Ar13+ and 171Yb+ clocks for
the two isotopes 40Ar13+ and 36Ar13+ in Sec. 6.2. In the final section, the
excited-state g-factor and quadrupole moment of Ar13+ are extracted
from the clock data and compared to theoretical predictions.

The results of the following sections have been published in King et
al., 2022. The presented values are from an independent analysis which
was performed as a cross check. This yielded small, non-significant
differences to the published values due to differences in data process-
ing.

6.1 clock operation

The sequence for clock operation is illustrated in Fig. 6.5. It consists of a
series of so-called servo cycles which take about 3.6 s each. Each of them
yields an estimation of the laser frequency with respect to the four
probed Zeeman components (Fig. 5.4). The interrogation of the clock
transition is performed from two independent directions, totalling
eight independent frequency measurements. The servo cycle begins
by using algorithmic ground-state cooling to cool the WCR modes to
the ground state (Sec. 4.2). With initial Doppler cooling for 200 ms,
the crystal is prepared close to the Doppler limit. Then, 64 so-called
experimental cycles are performed where the Zeeman components are
interrogated (Fig. 6.5). An additional experimental cycle is used to
measure the radial temperature by probing either the RSB or a BSB of
one of the WCR modes (see Sec. 5.1.2.3). After the interrogation, eight
independent servos give feedback to the estimated transition frequency
of their associated Zeeman components based on the ion’s response



100 clock comparison

Figure 6.1: Clock sequence. Succes-
sive servo cycles i provide estima-
tions of the transition frequencies νi
for each Zeeman component and their
mean frequency. Within a servo cycle,
the various Zeeman components are
probed for a total of 64 times with the
result being used to give feedback to
the estimated transition frequencies.
Additionally, full algorithmic ground-
state cooling (algo. gsc) and a measure-
ment of the radial IP temperature are
performed. Each of the 64 experimen-
tal cycles prepares and interrogates the
Ar13+-9Be+crystal. Details are given in
the main text.

to the interrogation using the Zeeman AOMs for the two different
directions (Fig. 3.7). An additional servo uses the mean frequency of
the Zeeman components to steer the offset between frequency comb
and clock laser. A simplified depiction of the feedback loops is shown
in Fig. 6.2.

The probing of each of the Zeeman components from each direction
consists of four measurements at each of the two half-maxima of
the atomic transition at frequencies νi ± δν/2 as shown in Fig. 6.3(a).
Here νi is the estimated mean frequency, δν is the linewidth and
i ∈ {1, 2, ..., 8} denotes one of the eight independent servos. The
linewidth δν is equal for all probed transitions and is approximated by
an ideal Rabi interrogation δν ≈ 0.8/tp (Sec. 2.2) with the probe time
tp = 15 ms. This is justified as only small additional line broadening
effects were observed (see Appendix C). An error signal ei is generated
from the difference in excitation between the probe points:

en
i = p+i − p−i (6.100)

with p+i and p−i being the measured excitation probability of the
higher and lower frequency probe point respectively and n the servo
iteration. The resulting error signal is shown in Fig. 6.3(b). It has a
zero-crossing on resonance.

A digital control loop is steering the frequency of the Zeeman AOMs
by applying the correction

νn+1
i = νn

i + δν

(
g1en

i + g2

n

∑
m=n−100

em
i

)
(6.101)

where νn
i is the estimated centre frequency of the Zeeman components

at servo cycle n. The response of the servo is controlled by the gain
factors g1 ≈ 0.3 and g2 ≈ 0.005 controlling the response of the servo.
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Figure 6.2: Simplified feedback scheme for clock operation. The laser at
441 nm interrogates the Zeeman components of the clock transition (bottom
right). Two-point sampling (Fig. 6.3) is used to estimate the frequency νi of
each Zeeman component relative to the laser frequency. From this the error
signal is derived ei which steers the frequency of the Zeeman AOM. The
mean frequency of the Zeeman components ν̄ = ∑i νi is used to generate an
error signal eIR. This steers the setpoint of the beat frequency νbeat between
clock laser and frequency comb, stabilising the former. Details are provided
in the main text and a detailed depiction of the setup is shown in Fig. 3.7.
Some graphical components were adapted from Franzen, 2006.

The first term (right-hand side) of Eq. 6.101 corresponds to a first order
integrator. With only this in place, drifts can still lead to a significant
servo error (Peik et al., 2006). To mitigate this, a second-order integrator
is added which acts on much longer timescales compared to the first-
order integrator. In total, this servo allows stabilisation of the laser to
the individual Zeeman components.

An additional servo is used to stabilise the laser frequency measured
on the frequency comb to the estimated mean frequency ν̄n = ∑i νn

i /8.
This servo gives feedback to the fundamental light’s frequency such
that ν̄n is stabilised by adjusting the offset between the clock laser and
the frequency comb. The error signal for this is given by

en
IR = ν̄n − ν0 (6.102)

where ν0 is a fixed reference value. The choice of ν0 is arbitrary and
represents the fixed value ν̄n converges to on long timescales. For the
servo to engage reliably it needs to be close to ν̄n. Note that en

IR is in
units of Hz. The error signal is used to steer the setpoint νn

beat of the
beat between laser and frequency comb which stabilises the clock laser.
The feedback is given by

νn
beat = ν0

beat + gIR
1 en

IR + gIR
2

n

∑
m=0

em
IR + gIR

3

n

∑
k=0

k

∑
m

em
IR. (6.103)
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Figure 6.3: Error signal generation scheme for two-point sampling. For
stabilisation to the individual Zeeman components, two-point sampling is
employed (Peik et al., 2006). (a) Ideal Rabi lineshape for a probe time of tp =
tπ = 15 ms with a transition linewidth δν (Sec. 2.2). The estimated transition
frequency ν is used to determine the probe points ν ± δν/2. Interrogations
of the atomic transition yield the excitation probabilities p+ and p−. (b) The
difference e = p+ − p− is used as an error signal which shows a zero crossing
on resonance. By applying feedback to the estimated transition frequency ν
the error signal is driven there over many iterations.

where ν0
beat is a fixed value close to the value that νn

beat is converging
towards when captured. Here, the control loop consists of a propor-
tional part with gain gIR

1 ≈ 0.4, a first-order integrator with gIR
2 ≈ 0.25,

and a second-order integrator with gIR
3 ≈ 0.003. The choice of gain

values and integrator were optimised using simulations such that for
long time scales the noise is transferred to the frequency measured on
the frequency comb.

In Fig. 6.4 the OADEV of various control loops is shown for a dataset
of about 5.5 h with only minor gaps and for a probe time of tp = 15 ms
for all the Zeeman components. At short timescales the system’s insta-
bility is dominated by the servo response. After the servo time constant
of about 30 s the laser becomes stabilised to the atomic transitions. The
estimated frequencies for the individual Zeeman transitions does not
converge for long time scales due to magnetic field drifts. The black
dashed line is the approximate frequency fluctuations of the most sen-
sitive transitions (ν1 and ν4) for the magnetic field instability of around
0.15 nT at the relevant timescales (Fig. 5.5). The mean frequency of all
transition does average indefinitely as it represents an in-loop signal.
The instability of νBeat scales with τ−1/2 for time beyond the servo
time constant, indicative of white frequency noise as expected from
QPN. For long time scales, a drift of around 20 Hz per day is indicated
due to the instability of Si2. This can be overcome by comparing it to
another optical clock which provides a more stable optical frequency
at long timescales. A analysis of the performance and comparison to
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Figure 6.4: Overlapping Allan deviation of the locked clock laser. The lock
consists of various stages. In the first stage the laser is locked to the four
Zeeman components given in Fig. 5.4. The estimated transition frequencies,
averaged over the two counter-propagating directions, νi do not average
down for long timescales due to magnetic field fluctuations. Their instabilities
show a varying noise floor due to different sensitivity to magnetic field noise
and differences in excitation probability. The blacked dashed line shows the
estimated instability from magnetic field instability of the most sensitive
transitions (ν1 and ν4). The mean of all transitions is stabilised by a second
control loop giving feedback to the offset between frequency comb and
clock laser. This makes it an in-loop signal which averages down indefinitely
and leads to the τ−1 scaling. The beat with the frequency comb νBeat is a
representation of the quantum projection noise for long timescales up to
several 1000 s where the drift of the Si2 cavity (Matei et al., 2017) becomes
visible. Lines are interpolation between the points.

simulations is given in Appendix C which reproduce the experimental
results within reasonable assumptions.

For clock operation, a probe time of tp = 15 ms was employed for
all transitions. In general for Rabi interrogation, a lower instability is
achieved when tp exceeds the excited-state lifetime, which is 10 ms
for Ar13+. This comes at the cost of a decreased excitation rate due to
spontaneous decay (Peik et al., 2006). The loss of contrast is particularly
relevant for the non-closed transitions interrogated (transitions 2 and
3 in Fig. 5.4), where population is lost due to decay to a dark state.
Experimentally, a 25 % lower contrast is observed for these transitions
compared to the closed transitions. The decrease in contrast increases
the chance of losing lock to the transition, e.g. during a sudden change
of the magnetic field. It was found that tp = 15 ms is the maximal
probe time for stable operation.
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Figure 6.5: Scheme for frequency comparison. The Ar13+ and the 171Yb+

clocks both have a clock laser interrogating their respective ions’ with re-
spective wavelengths of 441 nm and 467 nm. The ions responses are used to
stabilise the lasers with parts of the fundamental light being sent to separate
frequency combs. Both frequency combs are stabilised to the same laser at
1542 nm locked to the ultra-stable silicon cavity Si2 (Matei et al., 2017). At
each comb this setup yields the frequency ratio between the clock laser and
the Si2-stabilised laser. From this, the ratio of the clock lasers can be derived.
Figure taken from King et al., 2022.

6.2 frequency ratio measurement

A clock comparison between the Ar13+ clock and another optical clock
based on the electric-octupole (E3) transition in 171Yb+ located at PTB
(Huntemann et al., 2016) was performed to assess the performance
of the Ar13+ clock. The 171Yb+ clock has a fractional uncertainty of
3 × 10−18 and an instability of 1 × 10−15/

√
τ (Huntemann et al., 2016;

Sanner et al., 2019). The frequency comparison is performed using
the scheme shown in Fig. 6.5. Each clock has an output laser beam
which is stabilised to the respective optical clock transition. Each laser
frequency is compared to the frequency comb spectrum. The clock
laser frequency νi can then be derived by counting the repetition rates
νrep, the carrier envelope offsets νCEO and the beat frequencies between
clock lasers and the nearest tooth of the frequency comb νbeat. It can
be calculated through (Udem et al., 2002)

νi = miνrep,i + νCEO,i + νbeat,i + νfix,i i ∈ {Ar13+, Yb+} (6.104)

where mi is the tooth number of the frequency comb that generates
the measured beat. It can be determined by measuring νi with a
commercial wavemeter to MHz uncertainty, which is smaller than
νrep,i or through measurements of νi at varying νrep. Additional fixed
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Figure 6.6: Frequency ratio measurements between Ar13+ and 171Yb+. The
measurement was performed for two isotopes 40Ar13+ (left, blue) and 36Ar13+

(right, orange) over several days. At the top the concatenated frequency trace
is shown. The larger scatter in the 40Ar13+ plot up to 15 000 s is caused by
different gain settings compared to the remaining data trace. At the bottom
the OADEV of the trace is shown. After the servo capture time of about 30 s,
the τ−1/2 scaling coincides with the expected white frequency noise from
QPN.

νfix,i need to be added to account for additional frequency shift e.g.
from AOMs for fibre length stabilisation.

A maser-based rf reference steered towards the Cs primary standard
at PTB is used to stabilise νCEO of both frequency combs. The repetition
rates νrep,c are stabilised to the Si2 ultrastable laser (Matei et al., 2017)
through a PLL of the beat between frequency combs and Si2. This is
advantageous over a lock to the maser as it provides a higher stability
for νrep,c allowing for optical-optical comparisons without limitations
of the microwave clock.

In the present case, the frequency ratio of Ar13+ and 171Yb+ clock
laser are not directly compared as they are sent to two different
frequency combs. Therefore, the frequency ratio between any clock
laser and Si2 is measured, providing the intermediate result νi/νSi2.
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In the next step, synchronous measurements of these ratios are used
to derive the ratio of the two clock laser frequencies:

R =

(
νAr13+

νSi2

)/(
νYb+

νSi2

)
=

νAr13+

νYb+
(6.105)

The advantage of this technique is that the optical clocks can be
decentralised and only the light of a common ultrastable laser needs to
be distributed at convenient wavelength instead of relying on a central
frequency comb where all clock lasers are measured simultaneously.

The necessity of synchronous measurements usually requires a
synchronisation of all involved laboratories, e.g. through a pulse-per-
second signal. In the case of the Ar13+ clock, this is not necessary
due to the employed laser stabilisation scheme, which fixes the centre
frequency in the HCI laboratory for a sufficiently long averaging time
(Sec. 6.1) 1.

The frequency ratio R was measured over multiple days for the
two Ar13+ isotopes, with a total integrated time of about 100 000 s for
40Ar13+ and 50 000 s for 36Ar13+ after post-processing (see Appendix
D). The concatenated data as well as the OADEV are given in Fig. 6.6.
The OADEV shows a much larger instability compared to the expected
contribution from the 171Yb+ clock (Dörscher et al., 2021; Huntemann
et al., 2016) and is therefore dominated by the Ar13+ clock. For short
averaging time τ, the statistical uncertainty is dominated by the servo
response to the measurement. After the servo capture time of about
30 s, the frequency ratios scale with 3.2 × 10−14/

√
τ for 40Ar13+ and

2.6 × 10−14/
√

τ for 36Ar13+. The τ−1/2 scaling corresponds to white
noise which is an indicator of a quantum projection noise limited
measurement. The lower instability for 36Ar13+ was achieved due to
improved state preparation by replacing the repumper laser (see Sec.
3.6.1), which reduced the dead time and increased the measurement
contrast by allowing for better state preparation efficiency.

The achieved instability of 3 × 10−14/
√

τ of the Ar13+ clock is high
when compared to other state-of-the art optical clocks based on single
ions (Brewer et al., 2019; Dörscher et al., 2021). A further improve-
ment, e.g. by reducing the dead time, is limited to no better then
1 × 10−14/

√
τ (Peik et al., 2006). This is mainly limited by the excited-

state lifetime of only 10 ms (Lapierre et al., 2006). Therefore, an im-
proved HCI clock should employ an atomic system with a significantly
longer excited-state lifetime.

The measured R are given in Tab. 6.1. The statistical uncertainty of
the frequency ratio is estimated from the OADEV by extrapolating the
fitted instability to the total measurement time giving an uncertainty

1 The computers in the HCI laboratory are synchronised to the local UTC through
the Network Time Protocol (NTP) to a level of tens of milliseconds. This is used to
time tag data in case of intermittent issues in the HCI laboratory for data processing
(Appendix D).
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Measurement Value Relative uncertainty

R(40Ar13+) 1.057 769 387 587 480 93(11) 1.1 × 10−16

ν(40Ar13+) 679 216 462 397 957.42(11) Hz 1.6 × 10−16

R(36Ar13+) 1.057 766 462 735 187 48(13) 1.2 × 10−16

ν(36Ar13+) 679 214 584 287 424.91(12) Hz 1.7 × 10−16

ν(40Ar13+) - ν(36Ar13+) 1 878 110 532.53(11) Hz 5.8 × 10−11

Table 6.1: Measured frequency ratios (R), absolute frequencies (ν) and
isotope shift. The clock comparison directly yields the frequency ratio R =
ν(Ar13+)/ν(171Yb+). The absolute frequencies are derived using a previous
measurement of ν(171Yb+) by Lange et al., 2021.

∆ν/ν / 10−16 σ/ν / 10−16

Shift 40Ar13+ 36Ar13+ 40Ar13+ 36Ar13+

Statistics 0 1.0 1.3
Uncompensated paths 0 0.01

Yb+ E3 absolute frequency 0 1.3
Gravitational redshift 1.633 0.008

TOTAL 1.6 1.5 1.7

Table 6.2: Uncertainties arising from the clock comparison. The shift (∆ν)
and the uncertainty (σ) of the measured absolute frequency needs to be
corrected for additional shifts, which are not directly related to the Ar13+

clock. The uncertainty of the absolute frequency is limited approximately
equally by the statistical uncertainty of the here measured frequency ratio,
and the previously measured absolute frequency of 171Yb+ (Lange et al.,
2021). The 171Yb+ absolute frequency is limited by the systematic uncertainty
of the Cs primary standard.

of about 1 × 10−16. The absolute frequency of the 171Yb+ E3 transition
has previously been measured to an uncertainty of 1.3 × 10−16 limited
by the primary Cs standard (Lange et al., 2021). Using this, the absolute
frequency of Ar13+ and the isotope shift is derived with the values also
given in Tab. 6.1. The shift caused by the gravitational redshift (see
Sec. 5.7) is taken into account. Another uncertainty arises from a few
metres of optical paths (free-space and optical fibre) in the frequency
comb setup which are not actively path-length stabilised. These have
a typical excess instability of around 1 × 10−18 at the integration time
of 100 000 s (Benkler et al., 2019). This is added as an estimation of
the uncertainty. A summary of the shifts and uncertainty of the clock
comparison is given in Tab. 6.2. The combined systematic uncertainty
of the Ar13+ and the 171Yb+ clock of 2 × 10−17 is negligible compared
to the statistical uncertainty of 1 × 10−16.

The derived result is compared to previously published values of the
absolute frequency of 40Ar13+in Fig. 6.7. The measured value agrees
well with most of the previous publications except for Soria Orts et al.,
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Figure 6.7: Published values of the 40Ar13+ transition frequency. Mea-
surements were predominantly performed using an EBIT (blue). Recently, a
measurement using a Penning trap (green) improved the absolute frequency
by more than one order of magnitude. This work (orange) improves it further
by eight orders of magnitude. Details are given in the text. The values from
the EBIT measurements are published as air wavelengths and have been
converted to vacuum wavelength following Peck et al., 1972 with updated
constants from Ciddor, 1996.

2007, which deviates by more than 3σ. This deviation was already
reported by the best previous measurement (Egl et al., 2019). The
improvement by eight orders of magnitude to 110 mHz from this work
brings the clock transition frequency uncertainty into the regime of
optical clocks and makes it one of the best known absolute transition
frequencies (Baynham et al., 2018b; Lange et al., 2021; Leopardi et al.,
2021; Lodewyck et al., 2016; McGrew et al., 2019; Nemitz et al., 2021;
Pizzocaro et al., 2020; Schwarz et al., 2020).

The result for the isotope shift (Tab. 6.1) has an uncertainty of
110 mHz which benefits from common mode rejected of certain uncer-
tainties. In particular, the uncertainty of the absolute frequency of the
171Yb+ clock transition is strongly suppressed. The result is in good
agreement and improves the best previously published value by nine
orders of magnitude (Soria Orts et al., 2006). It can also be compared
to theoretical predictions for the mass and field shift constants K and
F (see Sec. 2.4 for definitions). The comparison of the experimental
value and a recently improved theoretical prediction (King et al., 2022)
is given in Tab. 6.3. The theory incorporates relativistic and QED ef-
fects for the field and mass shift (see Sec. 2.4). If only the relativistic
contributions are taken into account, the prediction deviates by more
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Mass shift, relativistic 1906.45 (80)
Mass shift, QED −13.0 (36)
Field shift, relativistic −15.9 (15)
Field shift, QED −0.08
Total theory 1877.5 (40)

Experiment, this work 1878.110 532 51(11)
Experiment (Soria Orts et al., 2006) 1895(93)

Table 6.3: Theoretical prediction and experimental value of the isotope
shift. The theory includes relativistic and QED effects (King et al., 2022) and
agrees well with the experimental value. The resolved QED mass shift has
previously not been observed in a many-electron system. All values are given
in MHz.

than 7σ from the observed value. Agreement is achieved when the
QED contributions to the mass shift, called QED nuclear recoil, are
added. The QED contributions to the field shift are negligible at the
theoretical uncertainties given in Tab. 6.3. Thus, this makes it the first
experimental observation of the QED nuclear recoil in a many-electron
system.

Higher-order standard model contributions are not included in the
calculations and would lead to a deviation from Eq. (2.56). They pre-
dominantly enter through the mass shift in higher orders of (me/M)

and were estimated to be <100 kHz (Yerokhin et al., 2020). This much
smaller than the uncertainties of the first-order calculations and are
therefore not needed to be included in Tab. 6.3.

6.3 atomic parameters

Atomic parameters can be extracted from the gathered data during
the clock runs. In particular, the ratio of ground- and excited-state
g-factor is derived from the measurement of the Zeeman splitting as
demonstrated previously (Micke et al., 2020). Similarly, the quadrupole
moment Θ is estimated.

6.3.1 Ratio of g-factors

The Zeeman substates of ground- and excited-state shift due to the
linear Zeeman shift as given in Eq. (5.92). This shift is linear in the
magnetic field and depends on the g-factors of the involved states.
From the clock data, this allows to estimate the ratio r of ground-
(g1/2) and excited-state (g3/2) g-factor. Quadratic shifts, for example
the quadrupole shift (Sec. 5.2.3) or the second-order Zeeman shift (Sec.
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5.2.4.2), perturb this measurement, but are negligible at the presented
statistical uncertainty.

From Eq. (5.92) it can be shown that

r =
g3/2

g1/2
=

1 − ρ

3 − ρ
(6.106)

where ρ = (ν4 − ν1) / (ν3 − ν2) with νi denoting the measured fre-
quency of a Zeeman transition, following the numbering in Fig. 5.4.
Note that only the relative frequency difference of the Zeeman compo-
nents due to the linear Zeeman shift is relevant and not their absolute
frequency. In the previous measurement (Micke et al., 2020), the result
was limited by the drift of the magnetic field. This is mitigated here by
locking to the frequency of all transitions simultaneously. A residual
uncertainty is caused by magnetic field variations resulting in a servo
error. This was estimated to accumulate an error of around ±1 mHz
for each Zeeman component for the measurement time of 100 000 s
(Sec. 5.5). This is around two orders of magnitude smaller than the
statistically limited measurement and therefore negligible.

The clock comparison data is evaluated by calculating r on a servo
cycle-by-servo cycle basis with the OADEV of the data presented in
Fig. 6.8. It shows that for time beyond the capture time, a scaling like
τ−1/2 is visible indicating white frequency noise. The measured values
for the two isotopes are

r40 = 2.007 513 7(22) (6.107)

r36 = 2.007 516 9(28) (6.108)

where the given uncertainty is dominated by the statistical uncer-
tainty which is derived by extrapolating the fitted stability to the total
amount of measured cycles. The difference r40 − r36 = 2.5(34)× 10−6

is consistent with the theoretical prediction of 2.2 × 10−6 (Agababaev
et al., 2018, 2019).

An additional uncertainty of this measurement is caused by the
magnetic field from the rf trap drive. This couples Zeeman substates
within a manifold (Arnold et al., 2020; Gan et al., 2018) analogous to
an a.c. Stark or a.c. Zeeman shift induced by lasers (Sec. 5.2.1 and Sec.
5.2.5). The projection of this magnetic field onto the quantisation axis
has been bounded previously to be <3 µT2 (Leopold et al., 2019). This
measurement was performed at higher trap frequencies than used
within this work. Due to the geometry of the trap and quantisation
axis (Fig. 3.8), a similar field strength is assumed for the transverse
components. Taking the above value as a conservative bound, this
contributes to the uncertainty at a fractional level of 7 × 10−6. This is
included in the above given uncertainties for r.
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Figure 6.8: Measurement of the g-factor ratio r of Ar13+. Top: time trace of
the measured r = g3/2/g1/2 as a function of clock servo iteration is given
for the two isotopes 40Ar13+ and 36Ar13+. At the bottom the corresponding
OADEV is shown with a fitted instability. The averaging time τ is given in
units of servo cycles. Details are given in the text.

For 40Ar13+, g1/2 has been measured using a Penning trap to an
uncertainty of 1.4 × 10−9 (Arapoglou et al., 2019). Using this, g3/2 is
derived for this isotope, yielding

g3/2 = 1.332 283 3(15) (6.109)

which is consistent with the previous result (Micke et al., 2020) but a
four-fold improvement in uncertainty. This also confirms theoretical
calculations predicting gtheo

3/2 = 1.332 282 5(14) (Agababaev et al., 2019).

6.3.2 Quadrupole moment

The measured mean frequency is free of the quadrupole shift as
described by Eq. (5.90). Similar to the g-factors, a combination of
Zeeman components can still be used to calculate the quadrupole
moment Θ. This is achieved by comparing the mean frequency of one
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Figure 6.9: Measurement of the quadrupole moment Θ of the 2P3/2 state in
Ar13+. Top: time trace of the measured quadrupole moments as a function of
clock servo iteration for the two isotopes 40Ar13+ and 36Ar13+. Bottom: the
corresponding OADEVs are shown with a fitted instability. The averaging
time τ is given in units of servo cycles. Details are given in the text.

symmetric pair of Zeeman components to the other. The quadrupole
moment Θ is described by

Θ =
h((ν2 + ν3)− (ν1 + ν4))

(3 cos2 β − 1 − ϵ sin2 β cos(2α))

(
dEz

dz

)−1

. (6.110)

with the definitions of the parameters as given in Sec. 5.2.3. The electric
field gradient dEz/dz can be calculated from the single ion motional
frequency (see Eq. 5.89). Like for the g-factor, Θ is calculated on a
cycle-by-cycle basis suppressing magnetic field changes in real time.
An OADEV of the data shows the expected white noise behaviour for
long time scales (Fig. 6.9). The resulting quadrupole moments for the
two isotopes are

Θ40 = −0.01(10)ea2
0 (6.111)

Θ36 = −0.03(13)ea2
0. (6.112)
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Species Θ / ea2
0

Ca+ 1.83

Sr+ 2.6

Yb+ E2 1.95

Yb+ E3 -0.0297

Hg+ -0.510

Ar13+ (theory) 0.0235
40Ar13+ (exp.) -0.01(10)
36Ar13+ (exp.) -0.03(13)

Table 6.4: Quadrupole moment Θ of
various optical clock ions. Singly
charged systems employing states
with an angular momentum J > 1
have typically Θ ≈ 1, with the excep-
tion of the Yb+ E3 transition. Ar13+ is
predicted by theory to have a similarly
small value. Experimentally it was not
resolved, though even the achieved
bounds are smaller than all other listed
systems but the Yb+ E3 transition. Val-
ues are compiled from Lange et al.,
2020; Ludlow et al., 2015; Müller, 2021;
Yu et al., 2019. All digits are signifi-
cant.

Both results are consistent with the theoretical prediction of Θtheo =

0.0235 (Yu et al., 2019).
To put this value into perspective, a summary for various optical

clock transitions with J > 1 is given in Tab. 6.4. It can be seen that the
Ar13+ clock’s quadrupole moment is one of the smallest values among
them. Only the value of the 171Yb+ E3 transition being similar in size.

6.4 summary

The operation of an HCI clock has been demonstrated by stabilising
a laser to the electric dipole-forbidden transition in Ar13+. Its perfor-
mance was assessed by comparing it to the established 171Yb+ clock
at PTB (Huntemann et al., 2016). An instability of 3 × 10−14/

√
τ was

achieved. In the future, an HCI with a longer excited-state lifetime
is needed to achieve a state-of-the-art instability. The frequency ratio
of Ar13+ and 171Yb+ was measured to an uncertainty of 1 × 10−16 for
two isotopes 40Ar13+ and 36Ar13+. The derived absolute frequency of
40Ar13+ and the isotope shift improve upon the best previous mea-
surements (Egl et al., 2019; Soria Orts et al., 2006) by eight and nine
orders of magnitude, respectively, making them by far the most ac-
curate values among all HCI and similar to values for neutral and
singly-charged optical atomic clocks. The isotope shift was compared
to the theoretical predictions and is the first experimental verification
of the QED nuclear recoil in a many-electron system.

Additionally, atomic parameters were extracted from the clock data.
Firstly, the ratio of ground- and excited-state g-factor was derived.
Using a measurement of g1/2 for 40Ar13+ (Arapoglou et al., 2019)
allowed to derive g3/2 for this isotope. The measured values agree
well with the theoretical predictions (Agababaev et al., 2018, 2019).
Secondly, the quadrupole moment Θ was constrained, showing that
it is one of the smallest among operational optical clocks employing
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states with J > 1, which also confirmed theoretical predictions (Yu
et al., 2019).
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7 O P T I C A L D I P O L E F O R C E

Identification of optical transitions in HCI has so far been performed
by initially using fluorescence data from an EBIT to determine the
transition frequency with an uncertainty of no better than 150 MHz
(Draganić et al., 2003; Mäckel et al., 2011; Rehbehn et al., 2021). From
there, higher resolution spectroscopy can be performed in Penning
traps with an achieved uncertainty of 10 MHz (Egl et al., 2019). Alter-
native to Penning traps, coherent laser spectroscopy using QLS in Paul
traps can be performed with Hz-level precision (Micke et al., 2020).
This works well for a sufficiently strong transition, with a lifetime on
the order of 10 ms and has been demonstrated in our laboratory for
Ar13+ and recently Ca14+. Transitions with a longer lifetime are not
directly observable in fluorescence measurements using EBITs and can
therefore only be identified using Ritz-Rydberg combinations (Bekker
et al., 2019), necessitating specific level structures (see also Sec. 9.1). If
a Ritz-Rydberg combination is not possible, experimental searches are
guided by ab initio atomic structure calculations with THz (or worse)
uncertainties (Allehabi et al., 2022; Berengut et al., 2012a; Porsev et al.,
2020; Yu et al., 2018). Such uncertainties are too large to enable direct
searches with QLS within an experimentally feasible amount of time.
For example, for an excited-state lifetime on the order of 10 s, a Rabi
linewidth of 10 kHz is realistic for moderate laser powers of about
1 mW. With an experimental cycle time of 20 ms and 10 repetitions it
would take more than 200 days to scan 1 THz1.

Another issue is that initially internal state preparation of the HCI
is not possible. The population distribution of a newly loaded HCI is
determined by the electronic decay paths of the HCI when extracted
from the EBIT and therefore largely random. Not every transition can
thus be excited. Furthermore, for M1 transitions with a typical lifetime
of about 10 ms, spontaneous decay occurs frequently when exciting
the transition, which can pump the ion to a dark state. An exception
to this are systems with a single ground state like Ca14+ or systems
where the angular momentum of the excited state (Fe) is higher than
in the ground state (Fg). This leads, for e.g. M1 transitions like in

1 This assumes that a carrier excitation can be detected. For QLS, excitation of a
motional sideband is necessary which reduces the Rabi linewidth by the Lamb-Dicke
parameter η. In the presented experiments, typically η = 0.1.
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Ar13+, to a closed transition
∣∣Fg, mg = ±Fg

〉
→
∣∣Fe, me = ±Fg ± 1

〉2. In
other systems with Fe < Fg such a transition does not exist. This is for
example the case in certain S- and Se-like systems with the ground
state 3P2 and the excited state 3P1 (Sec. 9.1). Thus any electronic
excitation has a significant branching ratio to Zeeman substates other
than the initial one. Spontaneous decay from a probed excited state
has then a high chance of pumping the HCI to a different ground
state, which is dark to the probe laser.

Additional search techniques are therefore necessary to enable laser
spectroscopy of a large class of transitions in HCI. One technique
which could be useful to mitigate these issues is an optical-dipole
force (ODF) which can provide much broader signals for a given
laser power than Rabi interrogation, while preserving the initial state
(Hume et al., 2011; Wolf et al., 2016).

In this chapter, the theoretical description of ODF is given in Sec.
7.1 and the achievable signal width is compared to Rabi excitation. In
Sec. 7.2, the ODF is experimentally demonstrated on the Ar13+ clock
transition. The last section discuss limitations to the achievable signal
width using ODF.

7.1 theory

The ODF works by driving stimulated Raman transitions on the mo-
tional states mediated by the electronic transition in the HCI. The
coupling strength depends on the detuning of the lasers from the
electronic transition and can therefore be used to search for it. The
generated motional excitation is detected using the logic ion 9Be+,
similar to QLS. In the following, the ODF for a Ar13+-9Be+ two-ion
crystal is discussed as an example, though it is applicable to many
HCI.

The ODF is generated by using two counter-propagating laser beams
which have a common detuning ∆ from the optical transition in
Ar13+ (Fig. 7.1). The detuning ∆ is chosen to be much larger than the
linewidth of the transition such that the excited state is not populated.
Additionally, one of the beams is detuned by δ, which is set to the
frequency of one of the the motional modes along the beam direction,
i.e. δ = ωz. Here ωz is either the IP or OP mode in the two-ion crystal
for a beam with a projection onto the z-axis. This leads to a standing
light wave with an intensity modulation at the motional frequency
which drives transitions between Fock states (Fig. 7.1(a)). It is assumed

2 The closed transition is only visible if the corresponding ground state is populated,
which is not guaranteed. The choice of magnetic field, motional frequencies and laser
power can facilitate jumps in the Zeeman manifold of the ground state through off-
resonant scattering. This increases the chance of detecting the transition. Nonetheless,
there is no guarantee that the necessary ground state is populated.
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Figure 7.1: Schematic drawing of the application of an optical dipole force
(ODF). (a) Involved level structure of the Ar13+. The 2P1/2 ground and 2P3/2
excited states are coupled by two lasers with frequency ωl at a detuning of ∆
much larger than the linewidth. One of the beams is additionally detuned by
δ = ωz where ωz is chosen to be one of the motional frequencies. This drives
stimulated Raman transitions between motional states without exciting the
electronic transition. (b) The ODF is generated by applying two counter-
propagating lasers. This leads to a travelling optical lattice with frequency
δ. (c) Probability P(n) to find the system in the Fock state n. The initially
ground-state cooled mode has all Fock state population in the ground state.
The ODF displaces this to a coherent state, spread across various Fock states.

that the ODF only couples to the Ar13+. The neglected far off-resonant
coupling to 9Be+ will be addressed in Sec. 7.3.2.

When an ODF pulse is applied to the ground-state cooled Ar13+-
9Be+ system it displaces the motional state to a coherent state |α⟩ (Fig.
7.1(c)) with the Fock states n following the distribution (Hume et al.,
2011)

P(n) = e−|α|2 |α|
2n

n!
. (7.113)

with

|α| =
ηtpΩ1Ω2

4|∆| , (7.114)

where η is the Lamb-Dicke parameter, tp is the interrogation time,
and Ω1 and Ω2 are the on-resonant Rabi frequencies for the two
interrogating beams when interacting with the optical transition (Fig.
7.1(a)). Note that the above equations are only valid in the far off-
resonant case, i.e. Ω1,2 ≪ ∆.

The motional excitation generated by the ODF can be detected on the
9Be+ by driving a first-order RSB transition in a QLS-like scheme (Sec.
2.2.3). This reveals all population that was excited from the ground
state to a higher Fock state. The first option to drive the RSB transition
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is to use a stimulated Raman transition. This couples to all occupied
Fock states, which have varying on-resonant Rabi frequencies (Eq.
(2.43)). Since the displaced state occupies many Fock state (Eq. (7.113)),
this leads to a dephasing of their contributions and results in a signal
that decays to an excitation probability of around 0.5. To achieve a
higher signal-to-noise ratio, the RSB transition can alternatively be
probed using rapid adiabatic passage (RAP), which is robust to the
differing Rabi frequencies. This is achieved by slowly varying the Rabi
frequency Ω(t) with the condition Ω̇/Ω ≪ Ω, leading to an adiabatic
transfer of the population between the coupled states (Gebert et al.,
2016, 2018; Wunderlich et al., 2007). This allows to faithful map the
motional excitation to the electronic state of the 9Be+, where it can be
detected. Rapid adiabatic passage is employed in this chapter.

Overall, the sequence consists of initial ground state cooling
(Pinit(n = 0) = 1), motional excitation with an ODF pulse and
subsequent readout using a first-order RSB transition driven by RAP.
The excitation probability for this is given by (Eq. (7.113))

Pexc = 1 − P(0) = 1 − exp

[
−
(

ηtpΩ1Ω2

4|∆|

)2
]

. (7.115)

For the here proposed application, to search for an unknown transition,
the absolute detuning ∆ from resonance needs to be scanned. Thus,
it useful to estimate the detuning ∆ODF

1/2 , where Pexc = 0.5, since this
corresponds to a signal width and might be used as the step size when
searching for an unknown transition. It is given by∣∣∣∆ODF

1/2

∣∣∣ = ηtpΩ1Ω2

4
√

ln(2)
. (7.116)

It depends on the probe time tp and can therefore be broadened
by increasing it. Note that this equation is only valid as long as∣∣∣∆ODF

1/2

∣∣∣≫ Ω1,2, which is not true for all probe times tp.
This can be compared to the Rabi lineshape given in Eq. (2.34).

For Rabi excitation, it is assumed that a QLS-like sequence is used,
i.e. a first-order motional sideband transition on the HCI’s electronic
state is driven to transfer the electronic excitation to the 9Be+ for
detection. To simplify the estimation, the oscillatory term in Eq. (2.34)
is neglected which leaves the envelope ηΩR/

√
(ηΩR)2 + ∆2. This used

as an approximation as it is the upper bound for the excitation for
all probe times. As an estimator the detuning ∆Rabi

1/2 for an excitation
probability of 0.5 is used: ∣∣∣∆Rabi

1/2

∣∣∣ = √
3ηΩR. (7.117)
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For the comparison, we assume that an equal amount of total laser
power is available, i.e. Ω1 = Ω2 = ΩR/

√
2 = Ω. Then, the ratio of the

signal widths of the two methods can be written as∣∣∣∣∣∆ODF
1/2

∆Rabi
1/2

∣∣∣∣∣ ≈ 0.5Ωtp. (7.118)

This shows that for tp ≳ 2/Ω the ODF provides a detectable signal for
larger detuning then Rabi excitation, which can be further broadened
by increasing tp.

As an example, assume a Rabi frequency of Ω/2π = 10 kHz. For a
probe time of tp= 10 ms, the ODF leads to a 300-fold broadening at
the cost of 10 ms longer experimental cycle time. Limitations to the
achievable broadening are discussed in Sec. 7.3.

7.2 implementation

In following the above described detection scheme is tested on the
optical M1 transition of 36Ar13+. First, the implementation of RAP is
described in Sec. 7.2.1. In the subsequent Sec. 7.2.2, ODF is experimen-
tally tested and compared to the theoretical predictions.

7.2.1 Rapid adiabatic passage

Rapid adiabatic passage is implemented on the stimulated Raman
transition of the 9Be+ following the approach given by Wunderlich
et al., 2007. For this, the laser frequency is swept across the transition
while the amplitude is modulated simultaneously. These two modula-
tions can be separated to the two Raman beams 9Be+(Fig. 3.1). Thus,
the frequency modulation is applied to the red Raman laser which is
linearly swept across the resonance frequency ω0 in a range ω0 − δRAP

to ω0 + δRAP. Simultaneously, the amplitude of the blue Raman (Fig.
3.1) is modulated following a Blackman pulse shape (Sec. 3.7).

Experimentally, δRAP = 50 kHz was found to achieve good results
for a temporal length of the pulse of tRAP = 200 µs. As a test the BSB
transition of the OP motional mode is driven using RAP for two cases.
Firstly, after Doppler cooling and secondly after additional ground-
state cooling. The population transfer as a function of tRAP is shown
in Fig. 7.2(a). The difference in excitation probability between the two
cases is attributed to population in Fock states close to zero-crossings
of the Rabi frequency, where the adiabaticity criterion is violated.
Nonetheless, it shows that in the Doppler cooled case an excitation
probability > 0.5 is achieved despite the occupation of many Fock
states.
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Figure 7.2: Rapid adiabatic passage and measurement of the axial mo-
tional frequency. (a) Rapid adiabatic passage applied to the BSB transition
with δRAP= 50 kHz and for varying pulse length tRAP. Shown are the re-
sults after Doppler cooling and with additional ground-state cooling. When
only Doppler cooling, the signal saturates around 75 %. After ground-state
cooling a excitation probability of around 90 % is achieved, likely limited
by a combination of state detection error, incomplete ground-state cooling
and off-resonant scattering of the employed Raman beams. The difference is
attributed to population close to zero-crossings in the Rabi frequency which
does not satisfy the adiabaticity condition in the case of Doppler cooling. (b)
Measurement of the OP mode motional frequency using a displacement gen-
erated by an oscillating electric field with varying frequency. The displaced
state is mapped to the 9Be+ electronic state through RAP on the RSB. The
dashed line is a fit of a Gaussian function as a guide to the eye. The length of
the probe pulse was 3 ms. The increased background comes from anomalous
heating.

An application of RAP using a coherent state |α⟩ of an Ar13+-9Be+

two-ion crystal is shown in Fig. 7.2(b). The displacement was gener-
ated by an oscillating voltage applied to an electrode in the vacuum
chamber (Carruthers et al., 1965; Heinzen et al., 1990; Wolf et al., 2019).
The oscillation frequency is varied across the frequency of the OP mo-
tional mode, showing a clear resonance where expected. This provides
an easy and fast way of measuring the motional frequencies with high
precision and shows that the implemented RAP can achieve a contrast
> 90 % for coherent states.

7.2.2 Displacement

The purpose of ODF is to detect a previously unknown transition. For
a demonstration of the expected signal, the known clock transition of
36Ar13+ is used. Owing to the long beamline used for HCI transfer, it
is not possible to use two counter-propagating beams along the z-axis
in the setup. Instead, one beam is aligned along the z-axis while the
second beam is tilted by 15◦ in yLab-direction (Sec. 3.6.4). This leads
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Figure 7.3: Excitation from an ODF as a function of detuning from reso-
nance. An ODF pulse of length 7 ms is used to displace the motional state.
The fit function is given in Eq. (7.121) with details provided in the main

text. It was assumed that the Ar13+ is in the
∣∣∣mJ = + 1

2

〉
state for all times.

The scaling factor ζ = 1.08(2) agrees reasonably well with the theoretical
prediction of 1. Additionally, the contributions from the carrier (dashed)
and micromotion (dotted) transitions are shown. Deviations from theory are
attributed to on-resonant effects not described by Eq. (7.121). The background
excitation of 15 % corresponds to the asymptotic behaviour for ∆ = +∞ and
is attributed to imperfect ground-state cooling and anomalous heating.

to reduced coupling of this beam to the motional mode by a factor
cos(15◦) ≈ 0.97 which will be neglected in the following discussions,
as it has only a small effect on the results. For the displacement, the
axial OP mode is chosen. The on-resonant Rabi frequency Ω1,2 for
different Zeeman transitions is experimentally calibrated by perform-
ing Rabi oscillations and using Ω = π/tπ (Sec. 2.2). The measured
resonant Rabi frequencies are given in Tab. 7.1 for a laser power of
about 1 mW per beam.

The measured on-resonant Rabi frequencies are only valid for a
specific detuning ∆. For deviations from resonance, variations of the
AOM diffraction efficiencies occur and Ω1,2 becomes a function of ∆.
Thus, the laser power is determined by measuring it at the end of
each experimental cycle by generating an additional laser pulse and
reading in a dedicated photodiode signal. The average photodiode
signal is used to rescale the on-resonant Rabi frequency Ω ∝

√
P. The

normalised scaling of Ω1(∆)Ω2(∆) is shown in Fig. 7.3(b).
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∣∣2P1/2, mJ
〉
→
∣∣2P3/2, mJ

〉
(Ω1/2π) / kHz (Ω2/2π) / kHz

(1)
∣∣− 1

2

〉
→
∣∣− 3

2

〉
48.7(1) 22.9(4)

(2)
∣∣ 1

2

〉
→
∣∣− 1

2

〉
28.1(1) 13.2(3)

(3)
∣∣− 1

2

〉
→
∣∣− 1

2

〉
32.8(1) 17.2(3)

(4)
∣∣ 1

2

〉
→
∣∣ 1

2

〉
32.8(1) 17.2(3)

(5)
∣∣− 1

2

〉
→
∣∣ 1

2

〉
28.1(1) 29.5(4)

(6)
∣∣ 1

2

〉
→
∣∣ 3

2

〉
48.6(1) 51.1(8)

Table 7.1: Rabi frequencies for ODF measurements. The values were ex-
tracted from measuring the interrogation time to achieve a π rotation tπ

through Rabi excitation of the carrier transitions (1), (3), and (6) for the
two beams independently. The remaining values were calculated using the
corresponding Clebsch-Gordan coefficients. The laser power was monitored
using a photodiode which is highly linear across the accessed range and
the values are rescaled to the same laser power used at ∆ = 0 in Fig. 7.3.
Difference for the various transitions come from polarisation imbalances and
varying Clebsch-Gordan coefficients.

The global detuning ∆ of the laser from the unperturbed 2P1/2 →
2P3/2 transition is varied and a typical signal is shown in Fig. 7.3. No
data was taken close to the MM sideband where on-resonant effects
become relevant, which are not covered by the employed model. A
particularity of the employed setup is the large axial MM (Sec. 5.1.3)
which is also visible in the data through a second resonance. To
account for this and for the multiple Zeeman components of Ar13+,
Eq. (7.115) is extended to

Pexc = 1 − P(0) = 1 − exp

[
− ∑

i=1,2,3
βi

(
1
∆i

− ρ

∆i − Ωrf

)2
]

(7.119)

where it was assumed that the Ar13+ is in one of the two ground states∣∣2P1/2, mJ = ±1/2
〉

and that no quantum jumps between them occur.
The sum adds up the contributions from the three transitions that are
associated with a fixed ground state, which assumes no interference
between different Zeeman components. The relative strength of carrier
to MM sideband is described by ρ = ΩMM/Ωcarrier ≈ 0.85 which is
known from micromotion measurements (see Sec. 5.1.3). The negative
sign of the MM contribution is caused by an additional π phase shift
of the MM sideband when compared to the carrier transition, where
each laser beam contributes a π/2 phase shift (Keller et al., 2015;
Leibfried et al., 2003). The detuning from resonance ∆i consists of the
laser detuning from the mean frequency of the Zeeman components
and the linear Zeeman shift. The sum adds up the contributions from
the Zeeman components with the factor

βi = tpη
Ω1,i(∆)Ω2,i(∆)

4
(7.120)
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Probe time
∣∣mJ = − 1

2

〉 ∣∣mJ = + 1
2

〉
3 ms 2.01(5) 1.38(4)
7 ms 1.32(3) 1.08(2)
12 ms 0.99(2) 0.81(2)

Table 7.2: Fitted ζ for various interrogation times and both ground states∣∣2P1/2, mJ = ±1/2
〉
. Overall a reasonable agreement between theoretical pre-

diction and experimental result is achieved for at least one of the two ground
states. The provided uncertainties comes from fitting and experimental un-
certainties. Details are given in the main text.

calculated from the experimentally measured resonant Rabi frequen-
cies Ωi.

For fitting of Eq. (7.119), a global fit factor ζ is used to scale the
contributions from the different Zeeman components and therefore
describes the ratio of experimental displacement to theoretical pre-
diction. Furthermore, an offset (B) and an amplitude scaling (A) are
included to account for experimental imperfections:

Pfit = A

{
1 − exp

[
−ζ ∑

i=1,2,3
βi

(
1
∆i

− ρ

∆i − Ωrf

)2
]}

+ B. (7.121)

The result for an interrogation time of tp = 7 ms is shown in Fig. 7.3.
The fit describes the data well and deviations from the experimental
signal are mostly found close to resonance, where resonant effects
not included in the model contribute. The deviation around 5 MHz
coincides with the radial modes, which have a small projection onto
one of the ODF beams. This could lead to resonant excitation of the
internal state, leading to a deviation of the expected signal.

Nevertheless, motional excitation is observable up to the MM side-
band. The individual contributions from the carrier and MM sideband
are also indicated in Fig. 7.3. This shows that even with no MM, mo-
tional excitation is expected up to ∆/2π ≈ 10 MHz. In the absence of
MM, the carrier signal would increase, broadening the signal further.
For Rabi excitation, an excitation signal > 20 % would only be visible
for ∆/2π < 10 kHz for a comparable Rabi frequency.

The scaling of the signal with the probe time tp is demonstrated by
measurements performed for probe time of 3 ms, 7 ms, and 12 ms. The
resulting ζ is given in Tab. 7.2. For each probe time, two values of ζ

are given, each assuming that the Ar13+ was in one of the two ground
states during the measurements as no optical pumping was applied.
The results agree reasonably well with the theoretical prediction of
ζ = 1 for at least one of the two ground state. The discrepancies could
be from features in the experimental data that are not included in
the model (Fig. 7.3). Additional effects include the heating rate that
is only modelled by an background offset, but might contribute in
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a more complex way to the signal by disturbing the motional state
distribution. Another effect are quantum jumps between the ground
states.

7.3 limitations

The use of ODF is limited mainly by two contributions. Firstly, when
scanning for an unknown transition for a long time, the axial mo-
tional mode frequency ωz drifts and thus the two ODF beams are not
resonant to the motional frequency anymore which can reduce the
efficiency of the excitation. Secondly, background signals arise from
two distinct sources, namely (1) heating which affects the motional
state distribution and competes with the displacement, as well as (2)
background coupling of the ODF lasers to the 9Be+ ion. These two
background effects increase the offset and this the quantum projection
noise, which reduces the signal-to-noise ratio.

7.3.1 Axial motional mode frequency stability

The frequency of the OP motional mode ωz varies over time due to
fluctuations of the supplied dc voltage for trapping. For the optimal
signal in ODF, the frequency difference of the two beams needs to be
equal to the motional frequency ωz. Any deviation from this leads to
a reduction in signal.

To assess the stability of our trap frequency, we measure the axial
motional frequency ωz/2π ≈ 1 MHz, for a single 9Be+ by locking
to the motional transition using two-point sampling (Fig. 6.3). For
excitation of the motional mode, an oscillating voltage at around ωz is
applied, resulting in a signal similar to what is shown in Fig. 7.2(b).

The data for almost 60 000 s of measurement are shown in Fig. 7.4
alongside its overlapping Allan deviation. The short term stability
of the lock is below 10 Hz up to an averaging time of above 1000 s.
For longer times a drift is visible with a rate of about 230 Hz per
day which could be related to a temperature dependence of the dc
voltage supply or thermal relaxation of the trap geometry. For the
first 500 s in Fig. 7.4(a), a larger drift rate is visible. This might be due
to changes to the dc and rf trapping voltages slightly heating up the
system. Such changes are performed since initial loading of a single
9Be+ is conducted at different motional frequencies than spectroscopy
to increase the loading rate.

The trapping voltages used for spectroscopy of an Ar13+-9Be+ crys-
tal are different from theonce used for a single 9Be+. Converting the
observed drift rate to a voltage drift, yields 4 mV per day. This converts
for the axial OP mode to a drift around 500 Hz per day at the typically
employed trap settings.
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Figure 7.4: Stability of the axial motional mode frequency of a single
9Be+. The single ion axial motional frequency is ωz/2π =1 MHz. The data
was taken by locking to the motional resonance similar to what is shown
in Fig. 7.2(b). (a) Time trace of the measured frequency. (b) Corresponding
overlapping Allan deviation (OADEV).

The drift rate needs to be compared to the lineshape of the ODF
signal as a function of the relative detuning δrel = δ − ωz from the
motional resonance. This is described by (McCormick et al., 2019)

Pexc(δ
rel) = 1 − P(0) = 1 − exp

[
−2
(

|α|
δreltp

)2 (
1 − cos

(
δreltp

))]
.

(7.122)
It therefore directly depends on the resonant (δ = 0) displacement |α|
(Eq. (7.114)) and the probe time tp.

A useful value is the linewidth δrel
1/2 that will occur when scanning

the global detuning ∆ to search for an unknown transition. For this,
a step size of ∆ needs to be chosen, which is taken to be the de-
tuning ∆ODF

1/2 where Pexc(∆ODF
1/2 ) = 0.5 (see Eq. (7.116)). Then, δrel

1/2 can
numerically be derived from Eq. (7.122) and is well approximated by

δrel
1/2/2π ≈ 1.47

tp
. (7.123)
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For a probe time of tp = 10 ms, this yields δrel
1/2 ≈ 147 Hz. Therefore, a

recalibration multiple times a day is necessary to maintain an optimal
signal for such an interrogation time.

7.3.2 Background signals

The ODF probe time is limited by the heating rate Γh as it also affects
the Fock state distribution and therefore competes with the ODF
displacement. This is apparent, as even without any displacement, the
population in the ground state will reduce as it is distributed towards
higher Fock states. The increased background signal for longer porbe
times reduces the signal-to-noise ratio, making detection of a weak
signal difficult.

The signal from a thermal state, assuming initially a perfectly
ground-state cooled state and only contributions from anomalous
heating is given by (Leibfried et al., 2003)

Pheat
exc = 1 − P(0) =

1
1 + Γht

. (7.124)

For example, presume that a background signal of 20 % excitation is
acceptable. For a heating rate Γh = 10 s−1, this would be reached after
25 ms, i.e. the probe time is limited to tp ≤ 25 ms.

The application of ODF is further limited by background coupling
of the laser to the far-off resonant dipole-allowed transition in 9Be+.
The ratio of displacement of 9Be+ and HCI from the same ODF beams
is given by

αHCI

αBe
≈ ∆Be

∆HCI

τBeω3
Be

τHCIω
3
HCI

(7.125)

where τi and ωi are the lifetime and transition frequency of the transi-
tions the ODF couples dominantly to for the respectively denoted ions.
They are used to rescale the on-resonant Rabi frequency Ω2

i ∝ ω3
i /τi

using Fermi’s golden rule. Note that this description treats the 9Be+

as a two level system, which is only a simplification. In the far-off
resonant case here, all relevant transitions need to be summed over
for an accurate assessment.

As an example, Eq. (7.125) can be estimate for the investigated Ar13+-
9Be+ crystal. This yields αHCI/αBe ≈ 60 for ∆HCI/2π = 10 MHz, where
τBe ≈ 8 ns and ωBe/2π ≈ 958 THz were used. While this makes it not
relevant for the presented experimental results, it becomes relevant in
searches for more narrow transitions.

When searching for a transition in an HCI, the step width needs
to be chosen such that at least during one step the signal from the
HCI can be distinguished from the background from 9Be+. Here, we
use Ni12+ as an example to estimate the maximum scanning step size.
Sulphur-like Ni12+ has an optical transition at 498 nm with a lifetime
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of τHCI ≈ 20 s (Liang et al., 2021). This system is further discussed in
Sec. 9.1. Demanding αHCI > αBe, leads to

∆HCI < 600 kHz. (7.126)

This poses a comparatively low bound on the step size which scales
further down for states with longer lifetime.

This background signal is not a fundamental limit as it, in principle,
can be removed by applying an additional displacement with an
opposite phase to αBe. This could for example be achieved through an
oscillating voltage, instead of ODF. Another factor which needs to be
taken into account, at the point where αBe becomes significant, is that
the two ions are spatially separated and are experiencing different
laser phases at a given time (Wolf et al., 2016). This leads to interference
effects, which can be controlled through choice of the ion-ion distance.

7.4 summary

Insufficient knowledge of the transition frequency of ultranarrow op-
tical transitions in HCI makes it experimentally infeasible to directly
search for them using QLS. Additionally, many level structures require
optical pumping to have a reliable ground-state population, which
is not possible without knowing the transition frequency to a high
accuracy. A useful technique to deal with this is the initial-state pre-
serving ODF. In this chapter, it was experimentally demonstrated
that ODF allows to broaden an M1 transition to 10 MHz linewidths
with moderate laser powers making it a potential useful technique
for narrow transition searching. Effects which limit the achievable
broadening were introduced and discussed.





Part III

C O N C L U S I O N S A N D O U T LO O K
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8 S U M M A R Y

The establishment of optical clocks based on highly charged ions (HCI)
has been a long sought goal due to their favourable properties (Kozlov
et al., 2018). Over recent years, many of the initial hindrances have been
resolved, beginning with the extraction, isolation and sympathetic
cooling of individual HCI (Schmöger et al., 2015a,b). Subsequently,
quantum logic spectroscopy (Schmidt et al., 2005) was applied to
coherently interrogate a dipole-forbidden transition in an HCI with
Hz-level resolution (Micke et al., 2020).

Within the here presented work, the first optical clock based on an
HCI has been demonstrated. First, the outstanding issue of modes that
are only weakly-cooled by the logic ion (Kozlov et al., 2018; Wübbena
et al., 2012) was investigated. An algorithmic cooling scheme, similar
to QLS, was developed to cool the modes to the ground state. The
weak coupling is further exploited to preserve this over extended
periods of time, making it suitable for clock operation (King et al.,
2021). A characterisation of the experimental setup yielded a fractional
systematic uncertainty of 2 × 10−17 (King et al., 2022), similar to many
operational optical clocks. The main limitation (excess micromotion)
is a technical issue which can be improved to a level below 10−18 by
employing an improved ion trap. The next largest shift, the probe-laser
induced a.c. Zeeman shift, has an uncertainty of 2× 10−18. Established
techniques can be applied to suppress this to a negligible level. The
remaining uncertainties are estimated to be below 10−18. This paves
the way for an HCI based optical clock which can compete with the
state-of-the-art (Brewer et al., 2019; Huntemann et al., 2016; McGrew
et al., 2018) at or below 10−18 systematic uncertainty.

Clock operation of the HCI setup was demonstrated by comparing
the frequency of the electric-dipole forbidden transition in Ar13+ to the
well-known frequency of the electric-octupole transition in 171Yb+. The
achieved instability of 3 × 10−14/

√
τ is limited by the 10 ms excited

state lifetime of the HCI clock and significant improvements can
only be achieved by employing an HCI with a longer excited-state
lifetime. The frequency ratio was measured for at least 50 000 s for
two isotopes (40Ar13+ and 36Ar13+), yielding a statistical uncertainty
of 1× 10−16 in both cases. From this, the absolute frequency of 40Ar13+

was derived and improved by eight orders of magnitude compared
to the best previously published value, making it one of the most
precisely known absolute frequencies. Similarly, the isotope shift was
improved by nine orders of magnitude, revealing for the first time the
QED nuclear recoil effect in a many-electron system (King et al., 2022).
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For the future, an HCI with a longer excited-state lifetime >1 s
is necessary to achieve the statistical uncertainty of state-of-the-art
optical clocks, enabling measurements at the limit of the systematic
uncertainty. While many such transitions have theoretically been in-
vestigated and proposed, only few have been experimentally observed
in fluorescence measurements (Bekker et al., 2019). In the absence
of this, ab initio atomic structure calculations guide searches. Their
uncertainty is often too large for identification of the transition using
QLS within a feasible timescale. Additionally, optical pumping of the
HCI’s electronic state is in general not possible before the transition is
known with high accuracy.

Therefore, new detection schemes are necessary to make experimen-
tal identification possible for a large variety of systems. One technique,
using an optical dipole force, was experimentally demonstrated for
the magnetic-dipole transition in Ar13+, broadening it by more than
two orders of magnitude compared to Rabi excitation. This technique
also preserves the initial state, which negates the need for pumping of
the internal state.

The applied techniques in this work are universal and so far no
fundamental restriction for an optical clock based on an HCI has been
identified. This enables a large variety of HCI to be studied as optical
clocks, most notably those beneficial for tests of new physics.
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With the demonstration of an HCI-based optical clock, a large variety
of systems becomes available to metrological applications and for
tests of fundamental physics. In the following chapter, some chal-
lenges and applications are discussed. Section 9.1 discusses some
illustrative examples of ultra-narrow optical transitions in HCI that
are within experimental reach. Usage of isotope shifts in HCI to search
for new physics using a so-called King plot is presented in Sec. 9.2.
The possibility of searching for variations of the fine-structure constant
are addressed in Sec. 9.3. Finally, the possibility of an XUV clock is
considered in Sec. 9.4.

9.1 candidates for hci clocks

The limiting feature of the Ar13+ clock is the excited-state lifetime
of 10 ms (Lapierre et al., 2006). This leads to an instability no better
than 1 × 10−14/

√
τ for a single Ar13+, even when the dead time can

be reduced to a negligible level (Peik et al., 2006). With this instability,
it would require multiple years of averaging to approach a statistical
uncertainty of 10−18. This can be improved by employing multiple
Ar13+ ions (Eq. (1.3)), with known algorithms for interrogation (Cui
et al., 2022; Schulte et al., 2016). The downside of this approach is
that the increased number of motional modes requires longer cooling
times to maintain a systematic uncertainty at the 10−18 level, in par-
ticular due to additional weakly-coupled radial modes (Sec. 4.2). The
corresponding increase in dead time likely negates the

√
N-gain from

the increased number of Ar13+ ions.
Other single ion optical clocks have achieved instabilities of 1 ×

10−15/
√

τ (Brewer et al., 2019; Sanner et al., 2019) by employing longer
probe times, which reaches a statistical uncertainty of 10−18 within
two weeks of averaging. Therefore, an HCI with a clock transition
with excited-state lifetime > 1 s is needed to fully establish HCI-based
optical clocks. For this, M1 transitions are not suitable as, in the optical
regime, they have millisecond-lifetimes. Thus, E2 (or higher order)
transitions are necessary.

Various candidates have been proposed for this purpose in the
literature (Kozlov et al., 2018). Some of these are based on level-
crossing transitions, which are particularly sensitive to fundamental
physics (Bekker et al., 2019; Berengut et al., 2011; Porsev et al., 2020),
but they are experimentally and theoretically hard to control due to
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Figure 9.1: Sulphur-like systems. (a) The lowest states of Sulphur-like (S-like)
systems are the 3P manifold. For charge states Z ≤ 12, they exhibit normal
ordering (left), where all states can decay to lower lying states through M1
transitions with millisecond-lifetimes. For Z > 12, the irregular ordering
occurs and the 3P0 state can only decay through an E2 transition to the
ground-state 3P2. This provides a long-lived (> 1 s) clock state (Allehabi
et al., 2022). (b) Level structure of S-like Ge16+. Given are the wavelengths
and transition rates T. The available magnetic-dipole transitions are at optical
wavelengths, which can be observed using an EBIT and a grating spectrome-
ter. Then, Ritz-Rydberg combination can be used to derive the clock transition
that has a predicated excited-state lifetime of 4 s. Levels are not to scale. Level
structure was taken from Kramida et al., 2021, transition rates from Allehabi
et al., 2022; Biémont et al., 1986.

the complexity of the electronic structures. It might be more advisable
to investigate simpler electronic structures first, e.g. fine-structure
transitions (Allehabi et al., 2022; Yu et al., 2018; Yudin et al., 2014).
Here, we will discuss the exemplary case of fine-structure transitions
in Sulphur-like systems as well as general comments on the charge-
to-mass ratio guiding investigations towards a state-of-the-art optical
clock based on an HCI.

9.1.1 Sulphur-like systems

Sulphur-like (S-like) systems possess fine-structure transitions that are
promising candidates for optical clocks. Their simple level structures
make them also an instructive example showing some challenges
for experimental searches of ultra-narrow transitions and potential
solutions. The here proposed search schemes are not limited to S-like
systems and might find more general applications in similar level
structures.

The lowest lying level of S-like systems is the 3P manifold with a
level structure depending on the charge state Z as illustrated in Fig.
9.1(a). For low charge states, they exhibit energy ordering monotonic in
J (regular), i.e. E

(3P0
)
> E

(3P1
)
> E

(3P2
)
. This switches to energy or-

dering non-monotonic in J (irregular), i.e. E
(3P1

)
> E

(3P0
)
> E

(3P2
)
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for Z > 12 (Allehabi et al., 2022). The irregular ordering exhibits a
clock transition where the excited 3P0 state can only decay through
an electric-quadrupole (E2)-transition to the ground state 3P2. The
available mJ = 0 → m′

J = 0 transition is beneficial, as it is to first-order
magnetic field insensitive, though it should be noted that the 3P2 state
has a non-vanishing quadrupole moment. To cancel the quadrupole
shift, it is necessary to average over multiple Zeeman components, like
in Ar13+ (Sec. 5.2.3), or to probe with varying magnetic field directions
(Itano, 2000; Lange et al., 2020). In the following, two specific S-like
systems, Ge16+ and Ni12+, are discussed.

The first system, Ge16+, has been theoretically investigated by Alle-
habi et al., 2022 showing many favourable properties for an HCI clock.
The electronic structure has an irregular energy ordering of the 3P-
manifold (Fig. 9.1(b)). The clock state 3P0 has a predicted lifetime of 4 s,
which is too weak to be directly observable in fluorescence measure-
ments using an EBIT. Instead, a Ritz-Rydberg combination is possible,
as both the 3P1 → 3P0 and 3P2 → 3P1 transition are sufficiently strong
optical transitions that can be detected with a grating spectrometer.
The Ritz-Rydberg formula for the clock transition is then

ν
(3P2 → 3P0

)
= ν

(3P2 → 3P1
)
− ν

(3P1 → 3P0
)

, (9.127)

where ν is the frequency of the denoted transition. If this has been
used to identify the clock with an uncertainty of around 1 GHz, direct
detection becomes feasible using ODF (Chapter 7). A downside of
Ge16+ is that spontaneous emission of the 3P1 state decays with a
probability of around 1 % to the 3P0 state. This limits the options of
using the 3P2 → 3P1 for manipulation of the internal state, as will be
discussed below for the case of Ni12+. Instead, it might be useful to
repump the clock state through the 3P0 → 3P1 transition, where the
3P1 state spontaneously decays to the ground state.

The more interesting S-like system is Ni12+, which has theoretically
been investigated by Yu et al., 2018. The level structure is shown in
Fig. 9.2. It has regular energy ordering and thus the lowest lying
transition is the M1-allowed 3P2 → 3P1 transition, henceforth called
logic transition. The 3P0 clock state lies only ≈ 15 THz above the 3P1

state. This small energy difference suppresses the 3P0 → 3P1 transition
rate to 0.02 s−1 (Liang et al., 2021; Yu et al., 2018), which can be
neglected for practical purposes. Through this, the clock transition
3P2 → 3P0 is induced. The availability of a clock and separate logic
transition in a single system provides appealing opportunities.

The logic transition is an M1-allowed transition with a lifetime of
6.5 ms (Yu et al., 2018). Therefore, it can be investigated in a simi-
lar way to what has been demonstrated for Ar13+. This provides a
stepping stone towards the much weaker clock transition. Once con-
trol over the logic transition is established, it can be used to perform
fast quantum logic operations, e.g. to optically pump the internal
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Figure 9.2: Level structure
of Ni12+. Shown are all tran-
sitions connecting to the 3P-
states with a wavelength
>100 nm. Dashed lines indi-
cate M1-allowed transitions,
while full lines indicate E2
transitions. The dotted lines
represent intercombination
(IC) transitions. Levels are
not to scale. Date was taken
from Kramida et al., 2021
and Yu et al., 2018.

state (Micke et al., 2020), measure micromotion, apply algorithmic
ground-state cooling (Sec. 4.2) or implement quantum non-demolition
measurements (Hume et al., 2007). The 3P0 clock state is predicted to
have a lifetime of 20 s and the clock transition is expected to exhibit
many of the favourable properties of HCI, like a small polarisability
and a small quadrupole moment of the 3P2 state (Yu et al., 2018).

The optical spectrum of highly charged Ni has experimentally been
investigated within an EBIT using a Czerny-Turner spectrometer by
Liang et al., 2021. There, the 3P2 → 3P1 logic transition in Ni12+ was
observed with an uncertainty of 2.3 GHz. This transition can further be
narrowed using the initial-state preserving ODF (Chapter 7), where an
signal width above 1 MHz is feasible (Chapter 7). This allows detection
within a few hours, before employing QLS to coherently control the
internal state. The 3P2 → 3P0 clock transition is too weak to be detected
directly from within a plasma confined inside an EBIT. Ritz-Rydberg
combination from other optical lines is not possible due to a lack of
sufficiently strong optical transitions connected to the 3P0 clock state
(see Fig. 9.2). Theoretical predictions of the transition frequency have
currently an uncertainty of ≈ 3 THz (Kramida et al., 2021; Liang et al.,
2021; Yu et al., 2018). Even for an unrealistic linewidth of 1 MHz for
the clock transition, months of continuous searching are necessary for
a direct search employing ODF or QLS.

Therefore, a search scheme using RAP for excitation of the clock
transition (Lacour et al., 2007; Noel et al., 2012) in combination with
a quantum non-demolition detection on the logic transition (Hume
et al., 2007) is proposed. To excite the clock transition, the clock laser is
scanned across the expected frequency. For a suitable scanning speed,
this leads to adiabatic transfer from the ground to the excited state
when crossing the clock transition. The excitation probability of the
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clock state using RAP depends on the scanning speed ξ (in units of
Hz/s), as (Lacour et al., 2007; Noel et al., 2012)

Pe = 1 − exp
[
−Ω2

4ξ

]
(9.128)

where it was assumed that laser noise is much smaller than the on-
resonant Rabi frequency1 Ω. To get an excitation probability Pe > 0.5,
the scanning speed should be ξ < Ω2/(4 ln 2). For realistic laser pa-
rameters, an on-resonant Rabi frequency Ω/(2π) = 10 kHz is achiev-
able, leading to ξ ≲ 1.4 GHz s−1. With the maximum scanning speed,
a 6 THz range is scanned across in about 70 min, though the range
needs to be scanned across multiple times to account for the imperfect
excitation probability. Assuming that ten scans are performed, a total
of 12 h is necessary. A higher laser power reduces this time as the
scanning speed scales linearly with it.

To detect the excitation to the clock state, the logic transition can
be used as a sensor. For this, it is probed with QLS or the initial-state
preserving ODF. If the clock state is excited, the logic transition can
no longer be excited. The long excited-state lifetime allows usage of a
quantum non-demolition measurement (Hume et al., 2007), reducing
the detection error to negligible levels. The detection adds additional
time which should be less than 10 % of the above estimate.

With this scheme a detection of the clock state should be possible
within an experimentally feasible time. Not included in the estimation
is additional time needed for the state detection as well as for tech-
nical challenges like tuning a clock laser over such a large frequency
range. This scheme can also readily be applied to similar electronic
structures, where a logic transitions is available additionally to the
clock transition.

9.1.2 Charge-to-mass ratio

The charge-to-mass ratios of the spectroscopy ion (SI) and the logic
ion (LI) in the presented experiments differ by a factor ≈ 3. This
leads to largely decoupled motional modes in radial direction which
were addressed with algorithmic ground-state cooling (Sec. 4.2). This
technique is universal and can be applied to any system with similar
weak coupling. Alternatively, a close match of charge-to-mass ratio of
SI and LI lead to sufficient coupling such that the radial modes can be
sympathetically cooled through the LI (Kozlov et al., 2018). Studies of
the intermittent regime between strong and weak coupling have not
been performed though no fundamental problems are apparent.

1 Laser noise leads to a reduced maximal excitation probability down to 50 % but
permits a larger ξ. For a laser locked as described in Sec. 3.6.3, the laser noise is
expected to be negligible for the estimated Rabi frequency.
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Another effect is that the heating rates scale quadratically with the
charge state, making high charge states unfavourable. This can be
counteracted by employing an HCI with a large mass, as this sup-
presses the heating rate inversely and motional shifts in general. For
example, the proposed transitions in 250Cf15+, 250Cf16+, and 250Cf17+

(Berengut et al., 2012b; Porsev et al., 2020) would be six times less
sensitive to motional shifts than 40Ar13+. While a high charge state
leads to increased heating rates, it also suppresses many external-field
shifts, which scale inversely with Z (Berengut et al., 2012a). Therefore
to fully exploit the favourable properties of HCI, a significant charge
state is necessary. A balance between increased heating rates and sup-
pressed external field shifts might thus provide the lowest possible
uncertainty.

9.2 isotope shifts for king plots

In recent years, measurements of isotope shifts came into focus as
a way to test fundamental physics (Berengut et al., 2018; Delaunay
et al., 2017b; Fichet, 2018; Flambaum et al., 2018; Frugiuele et al.,
2017). The theoretical prediction of the isotope shift is currently far
from the experimentally achieved results. Even in the here presented
case of a system with only five electrons, the experiment surpasses
theory by more than seven orders of magnitude in uncertainty. For
systems with more electrons, the calculations are more complex and
accurate predictions are out of reach. Additionally, limited knowledge
of the nuclear charge radii R, contributes about 40 % (or 1.5 MHz) of
the uncertainty in the calculated isotope shift in Ar13+ (King et al.,
2022). To circumvent both issues, a so-called King plot can be used
(King, 1963), where a linear relationship between isotope shifts of two
transitions in a given element is expected.

For this, the isotope shift of a transition α in a given element is
measured for isotope B relative to a reference isotope A. Equation
(2.56) describes this and is rewritten as the so-called modified isotope
shift (Yerokhin et al., 2020)

∆nα
B :=

∆να
A,B

µi,j
= Kα +

rB

µB
Fα (9.129)

where µ−1
B =

(
me
MA

− me
MB

)
is the inverse mass factor. It is calculated

from the nuclear masses which are available in literature with typical
relative uncertainties around 10−9 for stable isotopes (Wang et al.,

2021). The difference in charge radii rB =
(

R2
A

λ̄2
C
− R2

B
λ̄C

2

)
is known less

accurately, as the charge radii RA,B are available only with a typical
relative uncertainty of around 10−4 (Angeli et al., 2013).
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Therefore, to eliminate rB, an additional transition β can be mea-
sured such that

∆nβ
B =

(
Kβ −

Fβ

Fα
Kα

)
+

Fβ

Fα
∆nα

B. (9.130)

This gives a linear relationship between the modified isotope shifts ∆nα
B

and ∆nβ
B without any additional knowledge of the atomic structure. By

measuring at least three isotopes Bi relative to the reference isotope A,
the isotope-independent constants K and F can be extracted and the
linearity tested. Observed non-linearities can come from higher-order
effects neglected in Eq. (2.56) (Flambaum et al., 2018; Yerokhin et al.,
2020) or are an indication of new physics (Delaunay et al., 2017b).
The higher-order effects can partially be cancelled by employing more
than two transitions allowing for more accurate probing (Berengut
et al., 2020). Since the amount of narrow transitions in neutral and
singly-charged atoms are limited, HCI are interesting as they provide
a complementary set of narrow, optical transitions.

Neutral and singly-charged Yb provide many narrow transitions
where isotope shifts have been measured by various groups. There,
non-linearities with a significance up to 240σ were observed (Hur
et al., 2022; Ono et al., 2022), though it was shown that the majority
of the non-linearity is not related to new physics but is likely from
the deformation of the nucleus (Allehabi et al., 2021; Hur et al., 2022).
To improve this, a better understanding of the nuclear effects in Yb is
necessary.

Contrary to this, Ca is much lighter than Yb and has a spherical
nucleus, providing a system with different characteristics. Five stable,
even Ca isotopes (40, 42, 44, 46, 48) exist and the isotope shifts for
two S−D transitions in Ca+ have already been measured with an
uncertainty below 30 Hz (Knollmann et al., 2019; Solaro et al., 2020).
While a suitable optical transition in neutral Ca exists (Wilpers et
al., 2007), no isotope shifts are available in literature. Alternatively,
transitions in highly charged Ca can be utilised, where many have
been experimentally identified for Ca11+ through Ca16+ (Rehbehn et
al., 2021). The proposed P−P transitions are similar to the investigated
transition in Ar13+. Thus they are expected to be measurable in the
existing setup with a projected sub-Hertz uncertainty.

9.3 variations of the fine-structure con-
stant

The exceptional uncertainties that are achieved with optical clocks
and the extreme properties of HCI allow both of them to be used
to test fundamental physics. Thus, the combination of both fields
promises the possibility to search for new physics in so far unexplored
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regimes. An example for testing of fundamental physics is searching
for variations of fundamental constants, which is predicted by various
theories beyond the standard model (Calmet et al., 2015; Dent et al.,
2008; Martins, 2017; Stadnik et al., 2015; Uzan, 2011). Here, we will
discuss the specific case of variations of the fine-structure constant α.

A variation of α would manifest in a variation of the transition
frequency δν of a given electronic transitions. This is related by

δν

ν
= K

δα

α
(9.131)

where K is the sensitivity of the probed transition. If two transitions
with different K are compared, a variation of α would become visible
in variations of the frequency ratio (Rosenband et al., 2008). Using
this, the most stringent constraints have come from the comparison
of the 171Yb+ E2 and E3 clock transitions over multiple years. This
yielded temporal variation of 1.0(1.1)× 10−18 per year (Lange et al.,
2021)2, consistent with no variation. The transitions have a sensitivity
of KE2 ≈ 1 and KE3 ≈ −5, respectively (Flambaum et al., 2009),
making this comparison one of the most sensitive one of all clock
combinations.

Highly charged ion are prospective candidates to further improve
this sensitivity as specific level-crossing transitions have even larger
predicted sensitivities K > 10 (Berengut et al., 2010; Berengut et al.,
2011; Dzuba et al., 2015). Some of the proposed transitions in HCI
are given in Tab. 9.1. The calculation of the level structure close to
a level crossing is difficult as it occurs due to an accidental near-
degeneracy of electronic configurations (Berengut et al., 2010), which
leads to uncertainties of around 10 % in the predicted energies. This,
combined with the complex electronic structure makes identification
using fluorescence spectroscopy difficult and has so far only been
achieved in Pr9+ (Bekker et al., 2019).

For an optical clock, the complex electronic structure of the involved
states is notable. In particular the high angular momentum makes
experimental control difficult due to the large number of Zeeman sub-
states, requiring extensive pumping of the electronic states. Another
issue is the lack of isotopes without nuclear spin (I = 0) for some
species, e.g. Ir and Pr, which introduces hyperfine structure, further
complicating the electronic structure.

9.4 an extreme ultraviolet clock

State-of-the art single ion optical clocks achieve a statistical uncertainty
of around 1 × 10−15/

√
τ (Brewer et al., 2019; Sanner et al., 2019),

2 In a recent preprint by the same group, an improved limit of 1.8(2.5)× 10−19 per
year has been reported (Filzinger et al., 2023)
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Species Transition K Wavelength / nm

Pr9+ E2* 3P0 → 3F2 5.3 408
Pr9+ E3* 3P0 → 3G3 6.3 452
Ir17+ 3F4 → 1S0 145 1978
Ir17+ 3F4 → 3H6 −22 283
Cf15+ 2F5/2 → 4 I9/2 57 812
Sm14+ 3H4 → 3F3 −66 2600

Table 9.1: Level-crossing transitions and their sensitivity K to variations of
the fine structure constant α. Given are some examples for proposed transi-
tions in HCI with large K. Transitions marked with (*) have experimentally
been identified, the uncertainty on the other transitions is typically around
10 %. Further proposed transitions can be found in a recent review by Kozlov
et al., 2018 and references therein. Values are taken from Bekker et al., 2019;
Berengut et al., 2011; Dzuba et al., 2015; Safronova et al., 2014.

as only a single emitter is employed and due to technical limits of
the probe laser coherence. An increase in transition frequency can
improve this (Eq. 1.3). Transitions in the extreme ultraviolet (XUV)
might therefore be the next step to improve single ion clocks. This
became conceivable with the advent of XUV frequency combs, which
transfer an optical frequency comb to the XUV regime through high
harmonic generation while the coherence is preserved (Gohle et al.,
2005; Jones et al., 2005). These systems have since reached a photon
energy above 100 eV (wavelength < 12 nm) (Carstens et al., 2016).

The ionisation potential of most neutral and singly charged sys-
tems are near-optical and therefore no XUV transitions are available.
This is not the case for HCI, where the higher binding energy facili-
tates many XUV transitions. Consequently, this enables fluorescence
spectroscopy of electric dipole-allowed XUV transitions excited by
free-electron lasers (Epp et al., 2007). Similar as in optical clocks are
electric dipole-forbidden transitions in HCI prospective candidates for
an XUV clock (Kozlov et al., 2018). The largest obstacle at the moment
is the requirements on the phase noise of the XUV frequency comb.
The dominant phase noise comes from the fundamental light, which
is quadratically amplified with the harmonic order (Benko et al., 2014).
It has been argued that the achievable tooth linewidth in the XUV is
limited by the pulse-by-pulse phase jitter and that current stabilisation
technology allows for a megahertz tooth linewidth at best (Corsi et al.,
2017). This is far too broad for metrological applications and further
technical development would be necessary.

Efforts towards an XUV clock are currently ongoing in a related
experiment to this work at the Max Planck Institute for Nuclear Physics
in Heidelberg (Nauta et al., 2021; Stark et al., 2021).
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9.5 summary

The detection of ultra-narrow optical transitions in HCI remains chal-
lenging though for the discussed electric-quadrupole transitions in
S-like systems, it is within experimental reach. These are sufficiently
narrow to compete with state-of-the-art optical clocks. The applica-
tion of HCI for tests of fundamental physics is straightforward by
employing them for isotope shifts (Rehbehn et al., 2021). This can be
done in systems similar to Ar13+, which allows for transfer of many
of the established techniques and is currently ongoing. Other tests,
like measurements of a potential variation of the fine structure con-
stant α, are promising but require further work for identification and
control of the electronic structures close to level crossings (Berengut
et al., 2011). Finally, the development of a XUV clock employing HCI
has the potential to overcome the statistical limitations of single ion
optical clocks, though open questions regarding the phase noise of
XUV frequency combs remain.
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A H E AT I N G R AT E
M E A S U R E M E N T

Heating rates of the motional modes of an Ar13+-9Be+ two-ion crystal
are measured as they induce a second-order Doppler shift (Sec. 5.1.2).
For this, the motional mode of interest is ground-state cooled first.
Then the system is allowed to heat up for a variable amount of time
before measuring the mean phonon number (Turchette et al., 2000)
using sideband thermometry (see Eq. (4.66)). For the interrogation,
either the Raman transition in 9Be+ (axial modes and radial IP modes)
or QLS of the HCI (radial OP modes) is used. When employing QLS,
the axial modes are actively cooled during the wait time through
the 9Be+ to avoid detrimental effects to the quantum-logic readout.
For the axial modes and the radial out-of-phase modes measurement,
ground-state cooling is achieved using resolved-sideband cooling on
the 9Be+. For the radial in-phase modes measurement, algorithmic
ground-state cooling is employed (see Sec. 4.2).

Sideband thermometry requires a thermal distribution to be valid,
which for this type of measurements is valid as the heating rate quickly
drives the state population to a thermal state (Chen et al., 2017; James,
1998b). The measured temperature as a function of wait time are
shown in Fig. A.1 and Fig. A.2 for 40Ar13+ and 36Ar13+ respectively.
To determine Γh, a linear function is fitted to the data.

The presented results are about two to three times lower than what
has been reported before for a two-ion crystal in this system (Micke
et al., 2020), and similar improvements have been achieved for the
single ion heating rate compared to previous measurements (Leopold
et al., 2019). This is due to various improvements to the rf and dc
voltage supplies for the Paul trap, including installation of baluns in
the rf and dc circuitry to prevent ground loops, additional filtering
and better shielded cables.

The large difference in heating rate between OP and IP modes in
radial direction (x/y) is mostly due to the single ion heating rate
scaling quadratically with the charge state Z (Eq. (5.77)) leading to
much larger heating rates for HCI. Since the x- and y-modes are only
weakly coupled (see Sec. 4.2), this effect is pronounced, though it
is partially counteracted by the increase in motional frequency. By
accounting for difference in charge and mass of the ions, the heating
rate scaling (αh) with the motional frequency ω−αh can be deduced.
This yields αh ≈ 1.2 to αh ≈ 1.7 depending on the motional mode and
isotope. Further investigations are hindered as the applied rf power is
limited due to technical reasons. Understanding of electric-field noise
scaling is an active field of research and will not be discussed here, as
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Figure A.1: Heating rates of 40Ar13+. The mean phonon number (n̄) of a
given motional mode is measured after a variable wait time. This yields the
heating rate Γh for all motional modes of the 40Ar13+-9Be+ two-ion crystal.
Mind the different time scales in the left and right column. Details are given
in the main text. Abbreviations: IP: in-phase, OP: out-of-phase.

the data is insufficient to draw any conclusions. For a recent review of
the topic see Brownnutt et al., 2015.

An interesting result is that the heating rates in the x-direction
are up to five times larger than in y-direction. From Eq. (2.11) it can
be seen that the motional frequency in x-direction only depends on
the rf voltage, while in y-direction the dc potential also contributes.
Naïvely, this would imply that the y-mode should have an additional
noise contribution, which is contrary to the observed heating rates.
A possible explanation is the geometric orientation of the modes,
where the x-mode lies along the line connecting the dc blades (see Fig.
2.1). Differential noise between the dc blades would lead to a dipole
predominantly affecting the x-mode, while the y-mode is only affected
by the higher-order quadrupole. Attempts to filter the dc voltages
further outside of vacuum did not show any improvement, implying
that the differential noise is originating in-vacuum, e.g. by crosstalk of
the long wires. Improved filtering close to the Paul trap could reveal
if this is the source.
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Figure A.2: Heating rates of 36Ar13+. The mean phonon number (n̄) of a
given motional mode is measured after a variable wait time. This yield the
heating rate Γh for all motional modes of the 36Ar13+-9Be+ two-ion crystal.
Mind the different time scales in the left and right column. Details are given
in the main text. Abbreviations: IP: in-phase, OP: out-of-phase.
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B T H I R D - O R D E R P E R T U R B AT I O N
T H E O R Y O F T H E I O N M OT I O N

Commonly a second-order expansion of the Coulomb interaction of a
two-ion crystal is used to describe the coupled motion. This leads to
a harmonic motion as shown in Sec. 2.1.3. Higher order expansions
contribute less to the overall motion but they can introduce mixing
terms for different spatial dimensions.

Assuming a two-ion crystal aligned along the z-axis, Eq. (2.22) can
be expanded further around the equilibrium position x⃗0 of the two
ions

1
r
≈ 1

d
− (x1 − x2)2

2d3 − (y1 − y2)2

2d3 +
(z1 − z2)2

d3 (B.132)

+
(z1 − z2)3

2d4 +
x2

1(z1 − z2) + x2
2(z1 − z2)

2d4

+
y2

1(z1 − z2) + y2
2(z1 − z2)

2d4 + ...

with the same definitions as used in Sec. 2.1.3. The first line has already
been discussed in Sec. 2.1.3 and will not be discussed here again. In
essence, it leads to coupling of the two ions in each spatial dimension
though no mixing of different directions occurs at this order.

The transformation into the coupled eigensystem is linear and as
there is no mixing, the third order terms, when treated as a pertur-
bation, are proportional to z3, x2z, and y2z. This leads to additional
modes of the motion at the frequencies

x : ωx ± ωz (B.133)

y : ωy ± ωz (B.134)

z : 2ωx/y (B.135)

where ωu can be either the IP or OP mode.
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C I N S TA B I L I T Y A N A LY S I S

The expected instability σ of the Ar13+ clock can be estimated analyti-
cally and numerically based on the experimental parameters. In the
following this will be examined and indications are found that for a
laser linewidth of about 10 Hz. The discussion is restricted to 40Ar13+

as more data is available for this isotope.
In an ideal case, the instability using Rabi excitation is described by

(Peik et al., 2006)

σ(τ) =

√
p
2

(
1 − p

2

) ∆ν

pν0

√
Tc

τ
, (C.136)

where τ is the averaging time, p is the peak excitation, ∆ν ≈ 53 Hz is
the full width at half maximum (FWHM) linewidth, ν0 ≈ 679.216 THz
is the transition frequency, and Tc ≈ 55 ms is the total cycle time
including state preparation, clock interrogation, and state detection.
The excitation probability at the probe points is recorded during
clock operation and is experimentally determined to be p1,4 ≈ 0.5
for transition 1 and 4, and p2,3 ≈ 0.4 for transition 2 and 3 with
the numbering given in Fig. 5.4. The lower excitation probability of
transition 2 and 3 is attributed to decay of their excited state to a dark
state, which does not occur for the closed transitions 1 and 4 (see Fig.
5.4). With these numbers an instability of better than 2 × 10−14/

√
τ

is expected, which is lower than the achieved 3.2 × 10−14/
√

τ. In the
following, some reasons for this are discussed.

The first effect not included in Eq. (C.136) is the heating rate, which
affects QLS efficiency. Ground-state cooling occurs before the clock
pulse, where for simplicity it is assumed that all population is in the
motional ground state (P(n = 0, t = 0) = 1). After the probe pulse, the
heating rate Γh ≈ 5 s−1 reduces the motional ground-state population
to (Eq. 2.55)

P(0, tp) =
1

1 + Γhtp
≈ 0.93 (C.137)

which has two relevant, distinct effects. Firstly, it leads to a background
signal of 8 − 9 %, where the finite temperature after ground-state
cooling is accounted for in addition to the heating rate. Secondly,
the quantum-logic transfer is affected, as the population outside the
ground state contributes significantly less to the overall signal. Both
of these effects combined lead to a lower signal-to-noise ratio during
interrogation. It can be counteracted by actively ground-state cooling
the motional mode during the clock pulse using resolved-sideband
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Figure C.1: Lineshape for Rabi interrogation of Ca14+. The transition was
probed for tp = 15 ms with an on-resonant Rabi frequency Ω ≈ π/tp. During
the interrogation, the axial modes of the two-ion crystal were actively ground-
state cooled using resolved-sideband cooling on the 9Be+. The lineshape
is calculated using the optical Bloch equations including the excited-state
lifetime of 10.9 ms. The frequency noise on the laser is modelled as white
frequency noise (Peik et al., 2006). For fitting to the experimental data (blue
dots), the laser linewidth, an amplitude scaling factor and an background
offset are free parameters. The best fit (red) yields a laser linewidth of
10.3(18)Hz with a reduced chi-squared χ2

red = 1.17. For comparison, the
result for fixed laser linewidths of 0 Hz (green, dashed, χ2

red = 1.96) and
20 Hz (orange, dotted, χ2

red = 1.62) are shown.

cooling on the 9Be+. This is possible to achieve without inducing an
a.c. Stark shift of the clock transition due to the low polarisability of
the HCI (Sec. 5.2.1). Additional ground-state cooling after the clock
interrogation is also possible but would require milliseconds, which
reduces the contrast as the excited state decays with its lifetime of only
9.6 ms.

Another influence is the finite laser linewidth. To estimate the laser
linewidth, scans across the transitions are used. The measured line-
shape depends on the laser linewidth and are modelled by numerically
solving the optical Bloch equations where the excited-state lifetime of
9.6 ms and the finite laser linewidth, modelled as white laser frequency
noise, are included (Peik et al., 2006). For Ar13+, the linewidth can be
bounded to be below 20 Hz by comparing experimental lineshapes
to numerically derived ones. Lower bounds are challenging as all
transitions are affected by the magnetic field instability, making the
result ambiguous.

As an alternative, a laser used to interrogate the 3P0→3P1 transi-
tion in highly charged Ca14+ at 570 nm with an excited-state lifetime
of 10.9 ms is investigated as it is employed in current experiments
(Wilzewski, 2023). The usage of Ca14+ has the advantage that the
magnetic-field insensitive mJ = 0 → m′

J = 0 transition can be probed,
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Figure C.2: Comparison between simulated and experimental clock oper-
ation. The experimental data (circles, full line) from 40Ar13+ which is also
given in Fig. 6.4 is shown. It is compared to simulations, which are performed
as described in the main text. Either a 0 Hz (dotted line) or 10 Hz (triangles,
dashed line) laser linewidth are assumed. Only the latter reproduces the
experimental data. The overlapping Allan deviations were calculate from
20 000 s of experimental and 350 000 s of simulated frequency data for each
laser linewidth.

removing the largest ambiguity when compared to Ar13+. The locking
scheme of this clock laser is similar to the here presented clock laser
(Sec. 3.6.3) with the only difference being that a pre-stabilisation cavity
with a much higher finesse is employed. The beam delivery to the
ion has been reused from Ar13+ and is therefore identical (Fig. 3.6).
Comparing experimental lineshapes of this transition to numerical
derived ones, yields a best fit for a laser linewidth of 10.3(18)Hz as
shown in Fig. C.1. For comparisons a negligible linewidth and a laser
linewidth of 20 Hz are shown, which a potential deviate from the
experimental data. Due to the high similarity between the setups, a
similar linewidth is conceivable for the Ar13+ clock laser.

Finally, the clock operation of Ar13+ is simulated and is compared
to the experimental data. In the simulation, the ion response is as-
sumed to have ideal quantum projection noise (Itano et al., 1993). The
lineshape is derived from numerical integration of the optical Bloch
equations, where a laser linewidth is added additionally to decoher-
ence from the excited-state lifetime of 9.6 ms. The laser linewidth was
assumed to be either negligible or 10 Hz. The probe time is set to the
experimental value of tp = 15 ms and the on-resonant Rabi frequency
is set to Ω = π/tp. The lineshape is offset by 0.08 to account for
background from heating rates, and an amplitude factor is chosen
such that the simulated mean excitation is close to experimentally
recorded values. Further, a magnetic field flicker floor of 0.11 nT, a
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magnetic field drift rate of 7 nT per day, and a laser drift rate of 12 Hz
per day are included. These three parameters are close to experimen-
tally expected values, but were fine-tuned by hand to reproduce the
experimental data. Their exact value mostly affects the instability of
the individual transitions (magnetic field) and the long term drift
(laser drift), but does not affect the more important white noise limit
of the clock output νBeat at intermittent timescales 100–1000 s.

The result of the simulation is compared to the experiment through
their overlapping Allan deviations, which is shown in Fig. C.2. The
simulation reproduces the experimental data well for a laser linewidth
of 10 Hz. Neglecting the laser linewidth leads to large deviations. De-
spite this, it cannot unambiguously be shown that this assumption is
true with the available data. It is also possible that other line broad-
ening effects lead to the apparent laser linewidth, e.g. larger than
expected low-frequency vibrations of the cryogenic system (Micke et
al., 2019). To resolve this, a direct measurement of the laser linewidth
is desirable, which can be achieved by comparing it to an independent
ultra-stable laser.
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Within the frequency chain, in many cases, two independent tracking
oscillators are employed for the Ar13+ experiment. Their free-running
frequencies are oppositely detuned from their reference and different
gain settings are employed. They are counted independently with
a sampling frequency of 1 s and their counted frequencies typically
agree at the mHz level. A cycle slip is detected by comparing the
two counted frequencies and applying a 0.1 Hz threshold on their
difference. This is smaller than the 1 Hz jump that occurs for a 2π

cycle slip. In some cases only a single frequency counter was used.
Then, the counted frequencies were compared to their fixed, nominal
frequency and a 0.1 Hz threshold was applied to detect faults. This is
between 5 and 100 larger than the maximally observed fluctuations
during normal operation. Additionally, the down modulated beat from
the frequency comb was compared to the reference frequency νRef (Fig.
3.7) to identify spurious jumps in laser frequency due to loss of phase
lock to the Si2-stabilised laser. If any deviation from the nominal
values were observed, the data was removed with an additional 2 s
before the fault to account for synchronisation differences between
different laboratories as well as 30 s afterwards, which corresponds to
the servo response time.

Additionally, unexpected large changes of the magnetic field lead
in some cases to loss of servo lock to one or multiple of the Zeeman
components. Such events were manually identified and data was
removed in its vicinity.
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