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Abstract 

 

Two-dimensional transitional metal dichalcogenides (2D TMDs) and zero-dimensional 

quantum dots (QDs) are among the most representative low-dimensional emitter systems, 

with one or three dimensions on nano-scale. Both of them exhibit potential for (quantum) 

optical applications. Analog to the electric field and magnetic field, strain is a powerful 

probe to detect the physics of the emitter systems. The reduced dimension renders strain 

tuning more applicable to deepen the understanding and tune their properties. Previous 

researches demonstrate that strain can change the distance of particles or/and the symmetry. 

Based on this, we conduct some investigations: first, we detect the responses of monolayer 

WSe2 to biaxial in-plane strain. Generally, all the helicities of excitons and trions are related 

to the scattering process. In our observation, the decreases of exciton circular helicities in 

WSe2 and MoSe2 are associated with their e-h exchange interactions. The helicity of trion in 

MoSe2 is almost intact, and a phenomenological rate equation model is developed to 

describe the decrease of trions in WSe2, which agrees with our observation well. Our 

findings provide a new strategy to tune the read-in/read-out in TMDs-based memory 

devices. Second, we focus on the responses of WSe2 to uniaxial strain. We identify fine 

structures of neutral exciton in polarization-dependent photoluminescence spectroscopy. 

The nonlinear evolutions, in terms of amplitude and phase, with an active uniaxial strain are 

interpreted by the interaction of wavefunction with strain. Though these two bulk strain-

tuning platforms hold the potential for sophisticated emitter systems, a more versatile strain-

tuning platform is needed. In the last section of this work, a 2-leg MEMS strain-tuning 

platform is fabricated and then integrated with a QDs-embedded membrane. We resolve the 

position-dependent anisotropic strain on the strain-tuning platform and compare the opposite 

responses of positive and negative trions to the same strain. Our observation agrees well 

with the previous pseudo-potential/configuration interaction calculations. Notably, the 2-leg 

strain platform applies to 2D TMDs. 

These findings act as some helpful attempts to deepen the understanding of low-dimensional 

emitter systems. In some ongoing work, we get a prototype as a more versatile strain-tuning 

platform. We envision this platform can add a degree of freedom for the integrated photonic 

circuits. 
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List of abbreviations 

 

2D   two dimensional 

AFM   atomic force microscope 

MBE   molecular beam epitaxy 

FSS   fine structure splitting 

LCVR   liquid crystal variable retarder 

PL   photoluminescence 

QDs   quantum dots 

TMDs   transitional metal dichalcogenides 

X   neutral exciton 

Tt   triplet negatively charged trion 

Ts   singlet negatively charged trion 

XX   neutral bi-exciton 

D0   spin dark exciton 

ZPL   zero phonon line 

SOC   spin-orbit coupling 

HOM   Hong-Ou-Mandel 

VBM   valance band maximum 

CBM   conduction band minimum 

Dop   degree of polarization 

SHG   second harmonic generation 

PMN-PT  [Pb(Mg1/3Nb2/3)O3]0.72-[PbTiO3]0.28 
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1. Introduction 

In this section, the general knowledge of 2D Transition Metal Dichalcogenides and quantum 

dots are reviewed, respectively. In each section, their interactions with strain are particularly 

discussed.  

Based on the state-of-the-art, a summary of details is followed, stating the choice of research 

topic, motivation of the research, the findings, and the status of the work. The contributions 

are stated. 

1.1 Structure and Properties of 2D Transition Metal Dichalcogenides 

1.1.1 Composition and Chemical Bonds 

TMDs are layered structures of the type MX2, where M is the transition metal atom (e.g. 

Mo, W, Ti, Zr, Re, Pt, Nb, and Ta) and X the chalcogen atom (e.g. S, Se, and Te). Different 

chemical compositions result in unique properties of 2D TMDs: for instance, NbSe2 exhibits 

superconductivity, while MoS2 is a semiconductor, and TiS2 shows metallic properties. 

TMDs monolayers comprise a X–M–X trilayer where the M atom layer is sandwiched by 

two X atom layers. Each M atom is six-coordinated, and the atomic interaction is governed 

by the chemical bonds between M and X, as shown in Figure 1. 1 Interlayer interaction 

between different TMDs monolayers is determined by Van der Waals forces, far weaker 

than the chemical bonds within each layer. The characteristics of each material are 

influenced by the thickness, geometry, and electronic configuration [1]. The interplay of 

different binding mechanisms allows for a certain freedom in designing new materials 

systems by vertically stacking different types of TMDs monolayers. In the following, we 

focus more on the most frequently studied TMDs: MoS2, MoSe2, WS2, and WSe2. 

In silicon or graphene, the electronic properties are determined by the hybridization of s and 

p orbitals. In contrast, the d orbital filling of the transition metals has a major effect on the 

properties of 2D TMDs. The transition metal atoms contain partly filled d orbitals in the 

configuration 5s14d5 (Mo) and 6s24f145d4 (W). In the chalcogen atoms, the orbitals are filled 

regularly, with 3s23p4 (S) and 4s24p4 (Se). The difference in electronegativities between M 

(above 1.36) and X atoms (2.58 for S, 2.55 for Se, and 2.12 for Te) is not large enough 

(typically <1.7) for developing fully ionic bonds. In the resulting mixture of covalent and 

ionic bonds, the electron density shifts from the d orbital of the M atoms closer to the X 

atoms. The degree of d orbital filling influences the atomic structure of TMDs layers, 

resulting in two types of phases: trigonal prismatic (H – hexagonal symmetry) or octahedral 
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(T – tetragonal symmetry). In the trigonal prismatic phase the X atoms are vertically aligned 

with each other, while in the octahedral phase, the top X atom layer is rotated π/3 around the 

vertical axis passing through the M atom (see Figure 1. 1). In the 1H phase (a single TMDs 

layer) the d orbitals tend to split into three degenerate sub-states, ,  and ,  

and  with ≈1 eV splitting between the latter two states. In the 1T phase, the d orbitals 

split into two orbitals ,  and , ,  .[2] 

 

Figure 1. 1. Different phase structures of monolayer MoS2. The top shows the side-view, and the 

bottom row is the front view. Adapted from Ref. [6]. https://www.nature.com/articles/s41467-017-

00640-2. Licensed under CC BY 4.0. 

T-type monolayers of the group 6 TMDs considered here are metastable and can relax into 

other phases [2] such as the zigzag phase (T′ - blue, dashed line in Figure 1. 1T (or T′) type 

monolayers are metallic, while the H phase shows semiconducting properties. The 

electronic properties are a result of the d orbitals filling since the p-orbitals of the X atoms 

are energetically much lower than the Fermi energy. For example, in 1H-WSe2, there are no 

electrons left in the d orbital resulting in semiconducting behavior. In comparison, in e.g. 

1T-VSe2 (a group 5 TMDs) metallic behavior is observed due to partial filling of the d 

orbitals. Different phases of TMDs can interconvert e.g. via strain engineering; the principle 

is shown in Ref. [3]. The interatomic in-plane distances in the T′ phase are larger than that 

in the H phase, which can be one reason for a semiconductor-to-metal transition in response 

to tensile strain. The lattice mismatch between the H and T′ phases determines the strain 

required to induce the phase transition[4]. Compared to other 2D TMDs, the phase transition 
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for MoTe2 occurs particularly fast, as the lattice mismatch is merely 3% (see AFM [atomic 

force microscope] tuning technique). 

Multilayer stacks of the trigonal phase result in hexagonal and rhombohedral symmetry 

denoted with 2H and 3R, respectively. The monolayer trigonal phase is also called 1H, as in 

the left sketch of Figure 1. 1. The symmetry and interlayer hopping for 2H and 3R are 

different. Natural crystals are mostly H-type and are most frequently studied. Below, all the 

TMDs mentioned are H-type, unless specified. 

1.1.2 Structural Symmetry 

The symmetry of the crystal lattice is one of the fundamental features determining the 

properties of solids. Here, the symmetry of 2D TMDs and their effect are discussed. We 

start by looking at the X and M atom layers. In each layer, X and M are placed in a 

honeycomb-type structure, similar to the arrangement of carbon atoms in graphene. 

However, only half of the sites in the TMDs honeycomb structure are occupied, resulting in 

a C3 or 2π/3 rotational symmetry. This symmetry is inherited by the X–M–X trilayer. 

Another symmetry in the (H-type) trilayer is the mirror symmetry, that is, the top and 

bottom X layers are mirrored with respect to the central M atom layer. Mirror symmetry has 

great importance: On the one hand, it requires the lifting of the band degeneracy induced by 

the SOC to be in the out-of-plane (z) direction [5]; on the other hand, the mirror symmetry 

forces the Bloch functions in the top and bottom layer to be invariant. Lastly, the time-

reversal symmetry of K and K′ valleys (Figure 1. 3 and Figure 1. 4) in reciprocal space is 

broadly discussed in the literature and is reviewed in 1.1.4. 

If only a kind of monolayer TMDs (i.e. one X–M–X trilayer) is used to construct, stacking 

them in a similar fashion as lego bricks. 2H type (𝐷4ℎ
6 ), 3R type (𝐶3𝑣

5 ), and further multiple 

(homo)layer TMDs can be obtained. Any symmetries in these assembled systems are 

determined by the basic symmetry in the monolayer TMDs. One feature shared is that their 

mirror symmetry is broken. 

3R TMDs comprise three X–M–X layers on top of each other. The position of the three 

layers can be defined by the in-plane translation of each monolayer, where each layer X 

atom is laterally placed on top of the M atoms in the lower layer (see Figure 1. 2). The 

interlayer hopping of charge carriers, including the contribution of the valence band and 

conduction band, vanishes at the K and K′ points in reciprocal space, which is determined 



 
 

12 
 

by the rotational symmetry of the band edge Bloch function. 3R TMDs share a lot of the 

properties with monolayer TMDs. 

2H TMDs are composed of two X–M–X layers, with the upper monolayer comprising a 

rotation of π compared to the bottom monolayer. In contrast to 3R, 2H TMDs are inversion 

symmetric. Different from monolayer and 3R, the interlayer hopping of charge carriers does 

not vanish at the K and K′ points s in 2H TMDs are also influenced by the interlayer 

hopping or hopping vectors because the contribution from the valence band still exists. [5] 

 

Figure 1. 2. Crystal structure of 2H (a) and 3R (b) MoS2. Adapted from Ref. [11]. 

https://www.nature.com/articles/lsa2016131. Licensed under CC BY-NC-SA 4.0. 

An even number of layers in a TMDs result in inversion symmetry, in contrast to the case of 

an odd number. This symmetry gives rise to many different phenomena: 2D materials with 

an odd number of layers are piezoelectric while with an even number of layers, they are not. 

Piezoelectricity requires the crystal to not be inversion symmetric, so the positive and 

negative centers of charge will not coincide when subjected to external strain. Additionally, 

the breaking of the inversion symmetry allows for studying valleytronics [6]. 

Materials containing different types of monolayers are called heterostructures or 

heterojunction samples. We limit our discussion to the simplest case of two different 

monolayers (called heterobilayers). Due to the comparatively weak out-of-plane Van der 

Waals interaction, lattice mismatch and a twist angle between the monolayers can exist. 

While basic monolayer symmetries can be inherited, these additional degrees of freedom 

enable the formation of new higher-order periodical structures, so-called Moiré patterns. 

The structure of this superlattice or supercell will introduce an additional symmetry. 

In heterobilayers, the superlattice constant is 𝑏 ≈ 𝑎/√𝛿2 + 𝜃2, where a is the lattice 

constant of the monolayer TMD, θ is the twist angle, and δ is the lattice mismatch. The 

larger the twist angle and lattice mismatch, the smaller the superlattice cell will be. The 
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experimentally observed lattice constants of Moiré patterns are usually in the order of 

several tens of nm, but can also be as low as 0.5 nm [7]. 

Heterobilayers have two types of stacking formations as determined by a twist angle of 0 or 

π, corresponding to H- and R-type stacking (names come from the 2H and 3R stacking in 

TMDs monolayer). Additionally, different twist angles and lattice mismatches result in 

distinguished local atomic arrangements or registries. There are 6 high symmetric points in 

Moiré patterns (3 in H-type stacking, 3 in R-type stacking). In these high symmetric points, 

C3 symmetry is still intact. However, the optical selection rules are different [8] because of 

the broken mirror symmetry in the heterobilayer. Besides, the interlayer hopping of charge 

carriers brings an extra deviation into the local potential distribution. 

After discussing the structural properties in real space, we now move on to the reciprocal 

space. 

1.1.3 Band Structure 

In the following, we focus our discussion on the four most commonly studied (VIB group) 

TMDs: MoS2, MoSe2, WS2, and WSe2. Monolayer TMDs can be exfoliated from their bulk 

counterparts. In bulk TMDs, the conduction and valence band edges are in the Q(Λ) point 

and Γ point, respectively, therefore forming an indirect band-gap. For decreasing thickness 

of the TMDs, the valence band energy increases and the valence band energy decreases, 

resulting in a widened band-gap. Furthermore, due to band-edge shifting, the indirect band 

gap turns into a direct one. The band character at different points in the reciprocal lattice can 

be assigned to the different contributions of the involved atomic orbitals: At the K and K′ 

points the d orbitals from the M atoms contribute most, and their localized nature results in 

stable bands at the K and K′ points when the TMDs thickness decreases. As a consequence, 

the band edges transfer to the K and K′ points. The photon emission and light-matter 

interaction [9] in the monolayer are much stronger than that in the bilayer counterpart. 

Multilayer systems exhibit slightly different properties compared to monolayer TMDs due 

to the additional interlayer interaction. The different orbitals of M and X atoms exhibit 

distinct contributions to the band edges, causing the band edges to be site-dependent. In 

multilayer structures, this results in different magnitudes of interlayer hopping at the K and 

Q(Λ) points (Figure 1. 3). The work function and bandgap in the four TMDs considered 

here have values such that any combination of these TMDs in a heterobilayer will exhibit 

staggered band [10–15] alignment (type-II band edges) as sketched in Figure 1. 3 (c). As a 
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result, the photoexcited electrons and holes will relax to the conduction band edge of MoX2 

and the valence band edge WX2. When irradiated by laser light, the generated carriers in one 

layer can transfer to the other layer before recombination. Driven by the large band offset of 

the conduction (several tens of meV) and valence bands (several hundred of meV) of the 

different layers, the charge transfer is ultra-fast (<1 ps) [16]. In comparison, the decay time 

of intra-layer electrons is typically in the range of 1–100 ps. The electron and hole, 

distributed in the two respective layers, will still form an exciton because of the strong 

Coulomb interaction. The spatial separation of the carriers and indirect exciton momentum 

will lead to long radiative lifetimes that can reach 100 ns [17]. Compared to the in-plane 

monolayer exciton, the interlayer excitons show new interesting features and potential for 

valley-functional optoelectronic devices [18]. 

 

Figure 1. 3. Band structures and Brillouin zones for TMDs. (a,b) Calculated band structure of bulk 

and monolayer WS2, showing indirect and direct band gaps, respectively. (d,e) The corresponding 3-

dimensional and 2-dimensional Brillouin zones, highlight different symmetry points. (c) Schematic 

band structure of a WS2/MoSe2 heterobilayer, showing type II (staggered) band alignment. Black 

arrows denote the spin orientation of the charges in the conduction (CB) and valance band (VB). The 

radiative transitions of intra-layer excitons (X) and interlayer excitons (IX) are shown. (f) 2-

dimensional Brilliouin zones so does of a WS2/MoSe2 heterobilayer with the twist angle (θ). (a), (b), 

(d) adapted from Ref. [19]. https://www.nature.com/articles/s41699-020-00162-4. Licensed under 

CC BY 4.0. Figure (e) adapted from Ref. [20]. https://www.nature.com/articles/s41467-019-11697-

6. Licensed under CC BY 4.0. Figures (c) and (f) adapted from Ref. [21]. 

https://www.nature.com/articles/s41467-020-19466-6. Licensed under CC BY 4.0. 

A further property that changes when comparing bulk to monolayer TMDs are the band 

curvatures and therefore effective masses of the carriers, as shown in Figure 1. 3(a,b). The 
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reason for the change of effective mass at the band edge is twofold: On the one hand, the 

density of state at the same points (Γ in the valence band [VB] and Λ in the conduction band 

[CB]) is altered. On the other hand, when changing from bilayer to monolayer TMDs, the 

band-edge shifts from the Γ point in VB (Λ point in CB) to the K (K) point. A similar band-

edge shift can be induced by strain, as illustrated in Section 1.2.3. 

1.1.4 Valley contrasting physics and optical selection rules 

Monolayer TMDs provide a platform for investigating spintronics and valleytronics, which 

show strong potential for information storage and processing. Valleys are the extrema of the 

conduction and valence bands in reciprocal/momentum space. In the K and K′ points exist 

energy degenerate but in-equivalent valleys, see Figure 1. 4. Strong SOC not only leads to 

lifted degeneracy of the bands at K and K′ points but also a coupling between spins and 

valleys. The spin polarization in the different valence bands has to be the opposite in the K 

and K′ points to preserve time-reversal symmetry [22]. The mirror symmetry requires the 

spin quantum number to be the same in the conduction band and valence band. The 

selection rules are additionally governed by the C3 symmetry. As a result, the spin-

conserved transition between valence and conduction band at the K valleys will couple with 

σ+, while K′ valleys couple with σ– as e.g. experimentally observed by Xu and coworkers. 

[23]. Photons polarized perpendicular to the atomic plane are forbidden (dark excitons) at 

normal incidence as in standard spectroscopy [8]. However, they can be detected, but with 

significantly weaker intensity (several percent) compared to the in-plane polarized signal 

[24]. 

 

Figure 1. 4. Valleys and optical selection rules in monolayer TMDs. The red and blue arrows denote 

the spin directions, and Δc and Δv the splitting in the conduction and valence bands, respectively. 

Adapted from Ref. [25]. https://www.nature.com/articles/ncomms10643. Licensed under CC BY 

4.0. 
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Besides the optical selection rules in the monolayer, the valley Hall effect (a type of 

anomalous Hall effect) also attracts much attention. It is based on the coupling between the 

orbital motion of electrons with the valley degree of freedom and results in electrons from 

different valleys moving in opposite directions, perpendicular to the drift current [37, 38]. 

This is often explained using pseudo-vectors such as the Berry curvature and orbital 

magnetic moment, which show even parity in the K and K′ valleys in the presence of 

inversion symmetry. In this case, these quantities at K and K′ valleys take the same value 

under a uniform electric field. The breaking of the inversion symmetry is therefore 

necessary to obtain a valley contrast. In the monolayer case, the inversion symmetry is 

broken, and therefore the berry curvatures at K and K′ points give rise to opposite velocities 

perpendicular to the applied electric field. 

The physics in heterobilayers is more complex due to position-dependent atomic registries. 

The absence of mirror symmetry allows spin-flips in the heterobilayer. Because of the twist 

angle and lattice mismatch, the overall degree of symmetry is not as high as in the 

monolayer [8]. The optical properties have been recently observed experimentally by Xu 

and coworkers [11] and other researchers [39, 40], looking at the distribution of optical 

polarization in the Moiré pattern.  

1.2 Description and Effect of Strain in 2D Transition Metal 

Dichalcogenides 

Deeper insight into the underlying physics of a material can be obtained using external 

fields or structural variations, often leading to novel applications. Applying electric [30] and 

magnetic fields [31] or doping [32] is a frequently used tuning technique. In 2D materials, 

strain engineering is found to be particularly suitable. The enhanced strength and flexibility 

allow for tuning the strain in a wide parameter space. In 2D materials, the concentration of 

defects is typically low, the concentration is about 1% [33,34] in 2D MoS2. According to 

Griffith's theory [35], the mechanical strength of a material approximates the theoretical 

value that is determined by the strength of the chemical bonds. As a result, the mechanical 

strength will be enhanced greatly. On the other hand, in the continuum theory, the reduced 

dimension gives rise to higher flexibility. Additionally, strain can be actively varied in its 

configuration (uniaxial, biaxial, and tensile, discussed in Section 1.2.2 and magnitude by 
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various methods (discussed in Section 1.3), allowing control over structural, electronic, and 

optical properties.  

The research on 2D TMDs materials has been greatly influenced by the research on 

graphene. Strain engineering techniques are no exception; e.g. Ding and coworkers [36] 

reported the reversible tuning of graphene by using piezoelectric actuators. Until now, there 

are various reports on the strain tuning of 2D TMDs, covering experimental aspects as well 

as ab initio calculations. In the following, some representative reports are reviewed, starting 

from simple isotropic strain to the more general anisotropic case. 

1.2.1 Description of Strain in 2D Materials 

Elastic bodies can move and deform when subjected to an external load. The relative 

amount of elastic deformation can be described by the dimensionless quantity strain. In a 

one-dimensional crystal lattice, the strain can be described as the relative change of the 

lattice: 

ϵ =
𝑎´ −  𝑎

𝑎
(1.1) 

where 𝜖 is the strain, 𝑎′ is the lattice constant after, and 𝑎 before deformation. In a three-

dimensional system, the strain tensor is composed of the strain coefficients 𝜖𝑖𝑗: 

𝝐 =  (

𝜖𝑥𝑥 𝜖𝑥𝑦 𝜖𝑥𝑧

𝜖𝑦𝑥 𝜖𝑦𝑦 𝜖𝑦𝑧

𝜖𝑧𝑥 𝜖𝑧𝑦 𝜖𝑧𝑧

) (1.2) 

Considering the linear-elastic regime and excluding rigid body rotations, ε is symmetric 

(𝜖𝑖𝑗  =  𝜖𝑗𝑖) and can be described by only six components. The tensor has eigenvalues 

(𝜖1, 𝜖2, 𝜖3) which are called the principal strains. 

For two-dimensional material systems, a strong focus lies on the in-plane strain [37,38]. The 

in-plane strain tensor can be written as  

𝜖 = (
휀𝑥𝑥 휀𝑥𝑦

휀𝑥𝑦 휀𝑦𝑦
) (1.3) 

Now considering a symmetric tensor again, a rotation of the coordinate system leads to [38]: 

𝜖 = (
휀𝑥𝑥

′ 0

0 휀𝑦𝑦
′ ) (1.4) 
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With the principal strain components ε′xx, ε′yy. If the off-diagonal (shear strain) components 

are not equal, there will be rotation. The strain tensor can then be determined by  

𝜖 ≅ (
휀𝑥𝑥

′′ 휀𝑥𝑦
′′ − 𝜃

휀𝑥𝑦
′′ + 𝜃 휀𝑦𝑦

′′ ) = 𝒮(𝜖) + 𝒯(𝜃) (1.5) 

where 𝒮(𝜖) denotes the strain contribution and 𝒯(𝜃) the contribution by rotation [37].  

1.2.2 Types of strain 

Strain can be categorized into various types. Due to the reduced dimension of TMDs, it is 

natural to first classify between in-plane and out-of-plane strain. If the strain is solely 

directed along the plane of the 2D TMDs, it is called in-plane strain; otherwise, it comprises 

additional out-of-plane components. Experiments of 2D TMDs mostly report on the in-plane 

strain, which has been achieved by different techniques such as substrate-bending, substrate 

thermal expansion, or piezoelectric actuators. Additional out-of-plane strain components can 

be introduced by applying hydrostatic pressure on the 2D TMDs, such as in a Diamond Avil 

Cell. 

By applying in-plane strain, TMDs can be stretched or compressed, corresponding to tensile 

and compressive strain, respectively. There are only a few techniques that allow for 

applying compressive strain. If a compressive strain is applied by techniques based on a 

deformation of the substrate, the TMDs layers are likely to detach or form wrinkles. Tensile 

strain is more frequently reported. 

Another possible classification is deducted from the uniformity of the strain throughout the 

TMDs layers; homogeneous and inhomogeneous (local) strain. A uniform strain distribution 

leads to a homogeneous change of material properties. Localized strain gives rise to 

inhomogeneous strain fields, leading to modified bandgaps in different positions of the 2D 

TMD, as shown in Figure 1. 5 The resulting local potential minima are energetically 

favorable for the excitons compared to the surrounding area. Excitons, therefore, drift to the 

strain center, where they can decay under the emission of a photon. This is also referred to 

as the funnel effect due to the structure of the electronic potential and is attractive for PL 

and electroluminescence applications. 
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Figure 1. 5. Atomically thin WSe2 is deformed by localized strain which inhomogeneously 

modulates the bandgap. Adapted from Ref. [39]. https://www.nature.com/articles/ncomms15053. 

Licensed under CC BY 4.0. 

1.2.3 Effect of Strain on TMDs 

Strain can exert its influence in two fundamental aspects, the distance of atoms and 

symmetry. Changing the spatial extent and angles of the inter-atomic bonds leads to changes 

in the band structure (effective masses, direct to indirect band gap transitions, etc.) and 

vibrational modes. Furthermore, the symmetry can be changed, e.g. by breaking the C3 

symmetry when applying uniaxial strain [47, 82]. Considering Moiré patterns in twisted 

bilayers, the application of strain has an additional effect, since the material properties are 

now atom registry-dependent. Strain can change atom coordination/registry and lattice 

mismatch. 

Changes in the properties of 2D TMDs by applying strain were reported by experiments and 

ab initio calculations. These changes can be observed using various strain-tuning techniques 

that allow for the application of different types of strain. While the details about these 

techniques are discussed in Section 1.3, below the dependence of the 2D TMDs properties 

on the different types of strain is discussed. 

What all the ab initio calculations suggest [32, 82]is that (small) tensile strain leads to a 

shrinkage of the bandgap while compressive strain gives rise to increased separation of the 
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conduction band and valence band, which has been confirmed in various experiments, see 

1.3. However, it has been reported that beyond a critical limit, compressive strain results in 

a shrinking bandgap, see Figure 1. 6(f). The change of the bandgap is slightly different in 

each type of 2D TMDs monolayer, a qualitative explanation is given in Ref. [44]. 

Strain can modify the band structure. Once the compressive strain is beyond a critical point, 

band edges of monolayer TMDs change to K and Λ points [45], by which the direct band 

gap transforms into an indirect one as shown in Figure 1. 6(d–f) Sufficient in-plane tensile 

strain can “pull” the VBM from the K point to the Γ point. Tensile strain can also induce 

phase transitions. Calculations [88, 90] revealed that the band structure of MoS2 will 

undergo a semiconductor-metal transition when the in-plane isotropic tensile strain is 11%. 

Experimentally, the semiconductor-metal transition was achieved by AFM tips and diamond 

anvil cell (DAC). 

 

Figure 1. 6 Bandgap and PL in response to external strain. (a-c) PL intensity change of WSe2 (1 

layer, 3 layers, and 4 layers) with tensile strain. (d) Changes in the band structure with in-plane 

strain. (a-d) adapted from Ref. [47]. Copyright (2014) American Chemical Society. (e) Effective 

mass change with tensile strain. Adapted from Ref. [48]. Copyright (2013) American Physical 

Society. (f) Ab initio calculation result of band structure under compressive and tensile strain, where 

the red circle denotes the unstrained state. Band edges (VBM-CBM in the figure) and phase 

transitions are also shown. Adapted from Ref. [45]. Copyright (2013) American Physical Society. 
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(g) Change in degree of circular polarization by in-plane tensile strain in a monolayer of MoS2. 

Adapted from Ref.[49]. Copyright (2013) American Physical Society. 

Change of electron or hole effective mass in a monolayer is complex, influenced by 

positions (electron effective mass in K or Λ point), directions, and strain configurations 

[50]. Electron effective masses decrease slightly with in-plane tensile strain [48,50–53]. It is 

worth noting that the hole effective mass shows a discontinuous shift [89, 93] when the band 

edges in the transition between a direct and indirect bandgap, see Figure 1. 6. 

Strain can change the intensity of the PL emission. The responses to strain at different sites 

in the reciprocal lattice (e.g. K or Γ points) are different, which is why a competition of the 

band exists, as shown in Figure 1. 6(d). Under tensile strain, the conduction band around the 

K point is lowered, enhancing the direct band gap contribution. The stronger decay of 

excitons in a radiative way leads to a higher PL intensity. MoX2 and WX2 show opposite 

changes, as the main contribution is attributed to the valence band and conduction band, 

respectively. Experimentally, a growing PL intensity of WSe2 [47] and WS2 [54] peaks was 

observed by applying strain, and a decreasing intensity for MoS2 [54]. 

The optical polarization of the emission is determined by the valley-dependent optical 

selection rules, as discussed in Section 1.1.4. The degree of Polarization (Dop) [49] is 

defined by Dop= (Ico-Icr)/(Ico-Icr), where Ico is the intensity of the co-polarized signal and Icr 

is the intensity of the cross-polarized signal. The Dop is influenced by the quality of the 

sample, the type of excitons (neutral or charged), and the type and magnitude of strain. 

Figure 1. 6(g) shows a decrease of the neutral exciton Dop in MoS2 with tensile strain at 

room temperature. Recently, in the research area of heterobilayers and Moiré patterns, a 

circular to linear polarization transition was reported [55] due to the strain that occurs in the 

fabrication process. Changes in the polarization were also reported in 2D TMDs using 

magnetic field tuning by the Zeeman effect. [56] Fabian and coworkers [57] pointed out in 

their calculations that the SOC can be influenced by strain. 

The second harmonic generation (SHG) is also influenced by strain. Monolayer TMDs 

typically show a SHG intensity change dependent on the laser polarization. As shown in 

Figure 1. 7(b), a pattern of hexagonal symmetry is observed, due to the broken inversion 

symmetry and non-zero second-order nonlinear susceptibility [38,58,59]. The SHG signal 

has a good response to external strain with regard to its shape and signal intensity. Studying 
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the SHG is very helpful in the assembly of heterobilayers since it is twisted angle-

dependent. 

The change in vibrational properties can be observed using Raman spectroscopy. In-plane 

tensile strain will induce phonon softening. Furthermore, the in-plane mode E
1 

2g will split into 

two discrete peaks E
1- 

2g (E′– in Figure 1. 7(c)) and E
1+ 

2g  (E′+ in Figure 1. 7(c)). Redshifts of the 

E
1- 

2g peak have also been reported. The distance between the in-plane and out-of-plane modes 

increases with tensile strain. Changes in the out-of-plane mode have been observed in 2D 

TMDs subjected to strain by piezoelectric actuators or diamond anvil cells. 

Besides, tensile strain can increase mobility, because of the reduction of scattering in the 

valley.  

 

Figure 1. 7. (a) Schematic of SHG in MoS2. (b) Polarization resolved SHG signal intensity. In the 

unstrained state, the pattern has a hexagonal symmetry. When strained, the shape and intensity 

change. Adapted from Ref. [39]. https://www.nature.com/articles/s41467-018-02830-y. Licensed 

under CC BY 4.0. (c) Raman spectra of MoS2 for different magnitudes of strain. Adapted from Ref. 

[60]. Copyright (2013) American Chemical Society. 

1.3 Strain tuning techniques 

Strain can be applied to TMDs with various experimental techniques, which we summarize 

here. TMDs are usually already subject to strain due to the nature of the fabrication 

processes like mechanical exfoliation or material growth using molecular beam epitaxy or 

chemical vapor deposition. In the following, we will discuss the (mostly active) strain 

tuning techniques, which allow for deterministic control of the TMDs properties. Typically 

applied techniques will be discussed and classified, starting from atomic force microscope 

tips and concluding with piezoelectric actuators. 
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1.3.1 Atomic force microscopy tips 

Atomic force microscopes (AFMs) are commonly used in labs across the world and 

therefore convenient for strain tuning of 2D TMDs, see Figure 1. 8. Dynamic and localized 

strain fields can be achieved by pressing the tips on the material surface. It is possible to 

combine this technique with dynamic in-situ characterization. Researchers utilized AFM 

tips to measure the mechanical properties of MoS2 and obtain a very high Young's modulus 

[61]. The generated strain fields can be large enough to induce phase transitions: Lee and 

coworkers [62] investigated the influence of strain on the phase transition by pressing AFM 

tips with constant load onto MoTe2. The energetic difference between the 2H and 1T′ phase 

is smaller in this material compared to WSe2, MoSe2, WS2, and MoS2. The required strain 

for interconverting the phases is also lower [63]: Sufficient uniaxial tensile strain for the 

transition is as low as 3%, referring to the lattice constant difference in the two phases (2H 

0.61 nm, 1 T′ 0.63 nm). 

 

Figure 1. 8. (a) Schematic of strain induced by an AFM tip. Adapted with the permission from 

Ref.[64]. Copyright (2014) American Chemical Society. (b) AFM topography image of a suspended 

2H MoTe2 flake. The suspended area (partially) covered by the TMDs flake corresponds to the zones 

enclosed by dashed lines. (c) Raman spectra of MoTe2 when pressed by an AFM tip. At different 

positions (suspended, periphery, and supported) the Raman signals are different, revealing a phase 

transition. Figures (b,c) are adapted with the permission from Ref. [62]. Copyright (2016) American 

Chemical Society. 

When using AFM tips to generate strain fields, the response of 2D materials is substrate and 

position-dependent. Investigations on graphene showed that the strain on suspended parts of 

the material can be four to five times larger compared to parts connected to the substrate 

[65]. 

The level of strain can be extracted as suggested by Lee and coworkers[62] using ε=2δ2/3r3, 

where δ is the indentation depth, r the radius, and ε the radial strain. Wu and coworkers used 
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F=(σ
2D 

0 π)δ+(E2Dq3/r2)δ3, where F is the applied load, δ is the indentation depth at the center, 

σ
2D 

0 is the pretension, r is the radius of the hole, q=1/(1.05-0.15v-0.16v2) with v denoting the 

Poisson's ratio. One drawback of using AFM tips to generate strain is that it is not very 

practical in low-temperature measurements or for the development of scalable devices. 

1.3.2 Substrate deformation 

Strain can be induced by the deformation of the substrate. Bending elastic substrates with 

2D materials on top has proven to be an effective way to apply uniaxial or biaxial in-plane 

tensile strain. The 2D TMDs can be transferred onto substrates such as terephthalate (PET) 

[49], Polydimethylsiloxane(PDMS) [66], Polycarbonate (PC) [60], polyethylene 

enaphthalate (PEN) or polyethylene terephthalate glycol-modified (PETG) [67] films. After 

the transfer, the 2D materials will stick to the top surface of the elastic substrates via Van 

der Waals interaction. When the flexible substrate is bent, the strain is transferred to the 2D 

TMDs. According to continuum mechanics, the generated strain follows ε=d/2R, where d is 

the thickness of the substrate and R is the bending radius, as shown in Figure 1. 9. For 

cantilever-type bending, the strain level is evaluated by ε=(3tδ/2L2)(1-x/L) [68,69]. Here, L 

is the length of the substrate, t is the thickness of the substrate, x is the distance from the 

TMDs flake to the fixed root, and δ is the deflection of the free edge. 

Applying tensile in-plane strain with this technique is reported to lead to red-shifts in the PL 

A peaks and splitting and shift of the E
1 

2g Raman peaks [69]. When the bending-induced 

strain is large enough, slippage of the layers will occur, e.g. for more than 1.3% strain [58] 

in 2D MoS2. Depositing titanium on the substrate to hold the TMDs in place can effectively 

prevent slippage [60] and increases the transferrable strain to more than 2.5% for monolayer 

MoS2. Besides, epoxy patches [70], PVA [71], and PDMS encapsulation [72] were used for 

the same purpose. 

A second way to deform the substrate is by stretching it. Elongating a PET substrate with 

WS2 led to similar phenomena [73] as discussed for the bending of MoS2. The application of 

isotropic strain along the armchair and zigzag direction by aligning the substrate bending 

axis with the TMDs orientation was also studied both experimentally and using ab initio 

calculations [43]. Biaxial strain can be generated by elongating the substrates in two 

directions at the same time. 
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Figure 1. 9. Strain induced by elastic substrate deformation. (a) Schematic of substrate bending for 

inducing tensile strain. R is the curvature radius, and d is the thickness of the substrate. Adapted 

from Ref. [38]. https://www.nature.com/articles/s41467-018-02830-y. Licensed under CC BY 4.0. 

(b) Schematic of cantilever bending, where one end (grey) is fixed, and the other is deflected. x 

denotes the distance of the MoS2 flake to the fixed end. L is the length of the whole cantilever, and δ 

the vertical deflection of the free end. Adapted with the permission from Ref. [69]. Copyright (2013) 

American Chemical Society. (c) Schematic of substrate elongation. L is the length, and ΔL the 

extension. Adapted with the permission from Ref. [74]. Copyright (2015) American Chemical 

Society. (d) and (g) show a schematic of a blown bubble. When the inner pressure (pint) is higher 

than the external pressure (pext), the elastic substrate will be blown like a bubble. Gas can be led via 

the inlet (not shown) into the chamber below the PDMS film. Figure (d) is adapted with the 

permission from Ref. [66]. Copyright (2017) American Chemical Society. Figure (g) is adapted with 

the permission from Ref. [75]. Copyright (2016) American Chemical Society. (e) Schematic of the 

prestretch method. L is the length in the idle state, and ΔL1 is the extension in response to external 

pressure. Releasing the prestress leads to the formation of wavy wrinkles as seen in the SEM image 

in (f). Figure (e) adapted from Ref. [74]. Copyright (2015) American Chemical Society. Figure (f) 

adapted from Ref. [76]. Copyright (2013) American Chemical Society. (h) and (i) show schematics 

of strain induced by thermal expansion. Adapted from Ref.[77]. 

https://www.nature.com/articles/s41699-017-0013-7. Licensed under CC BY 4.0. 
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Another possibility is to transfer 2D TMDs on pre-stretched elastic substrates [74,76]. Strain 

is then induced after releasing the external pre-stress. This technique gives rise to the 

formation of flat and wrinkled areas and therefore an inhomogeneous strain field 

distribution. The localized strain can induce the “funnel effect”, i.e. exciton confinement by 

local strain fields. 

2D materials usually have different thermal expansion coefficients compared to the 

substrate they are placed on [78]. Therefore, strain can be generated simply by heating the 

materials, e.g. by thermal wires or laser radiation. Homogenous or inhomogeneous strains 

can be applied by different thermal treatments [78]. Another interesting technique called 

‘blown-bubble’ (see Figure 1. 9(g)) was investigated on MoS2. It was first introduced by 

Bunch and coworkers [79] in their research on graphene. And extended to MoS2 by Yang 

and coworkers [66]. In the original state, the pressure in the cavity (Pint) is equal to the 

pressure outside (Pout=P0, P0 is the ambient gas pressure). Strain can be induced by a 

pressure difference, which can be achieved by pumping gas into the cavity under the 2D 

material. 

1.3.3 Substrate patterning 

Strain can also be induced in 2D TMDs by patterning the substrate. The artificially 

increased surface roughness or coarseness leads to local strain fields in the layers transferred 

on top. The patterning can be performed by Argon bombardment [80], electron beam 

lithography [39,81], or Al2O3 deposition [82]. The roughness of the substrate can be 

characterized by the AFM and SEM. Then, the 2D TMDs can be transferred to the surface 

by a stamping process [83]. Local, tensile strain can then be observed at the “spiky” parts of 

the substrate, as illustrated in Figure 1. 10. The pillars or thorns on the substrate are small in 

diameter compared to the size of the TMDs flakes. This leads to inhomogeneous strain and 

therefore the observation of e.g. the funnel effect. 
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Figure 1. 10. Patterned substrate with monolayer WSe2 flakes. (a) Optical image after transfer of two 

layers of WSe2 onto nanopillars (black dotted array). (b) 2D spatial map of integrated PL intensity. 

(c) AFM profile of a bare nanopillar and a nanopillar that is covered by a WSe2 flake. Adapted from 

Ref. [39]. https://www.nature.com/articles/ncomms15053. Licensed under CC BY 4.0. 

Sometimes the transferred 2D TMDs flakes will not perfectly follow the surface 

morphology of the substrate, resulting in tent-like structures as illustrated in Figure 1. 10(c), 

therefore impeding the correct estimation of the strain. The local strain together with the 

funnel effect allows for accurate localization of the strain sites using PL mapping. One 

drawback of the method is that the strain cannot be tuned dynamically. 

1.3.4 Diamond Anvil Cell 

Diamond Anvil Cells (DACs) are powerful devices by which very high hydrostatic 

pressures of up to 39.2 GPa [84] can be applied to 2D materials. This technique allows for 

conducting in-situ optical characterization. Nayak and coworkers [84–87] used this 

technique to investigate MoS2, WS2, and the hybrid Mo0.5W0.5S2, resulting in the first 

experimental evidence of the strain-induced semiconductor-to-metal transition. 
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Figure 1. 11. Strain induced by DAC. (a) Schematic of the DAC with a MoS2 flake inside. Ruby dot 

is the gauge monitoring the pressure. PTM is the pressure-transmitting medium. Adapted from Ref. 

[87]. Copyright (2017) American Chemical Society. (b) Phase transition with hydrostatic pressure. 

The change in resistance (ρ) denotes the phase transition from semiconductor (SC) to semimetal 

(SM) and metal. Adapted from [85]. Copyright (2015) American Chemical Society. (c) Spectral PL 

shift for different pressure. (d) Change of the optical band gap for different pressure. Figures (c,d) 

adapted from Ref. [84]. Copyright (2014) American Chemical Society. 

The PL emission peaks of MoS2 will blueshift with the increase of hydrostatic pressure 

(compressive strain). The A1g peaks of the Raman spectrum show an obvious blueshift 

rather than a slight or no visible shift, because of the out-of-plane pressure component. With 

a DAC, compressive, but no tensile strain can be applied. Conveniently, the level of 

hydrostatic pressure can be measured by the gauge (red Ruby dot in Figure 1. 11(a)) in the 

chamber. 

Similar band structure change(Figure 1. 11(d)), phase transition (b)), and PL peak 

shift(Figure 1. 11(c)) were also reported in the heterobilayer.[88] 

1.3.5 Piezoelectric Actuators 

The generation of strain by piezoelectric platforms is based on the inverse piezoelectric 

effect. Applying an electric field on piezoelectric material results in its mechanical 

deformation. Different types of strain (uniaxial, biaxial, or shear strain) can be applied, by 
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altering the crystal orientation and electrical or mechanical boundary conditions. Usually, 

the electric field is generated by applying a voltage to metal electrodes at the piezo. The 

resulting strain can then be transferred to a 2D material placed on top. This technique is a 

convenient way to induce strain in 2D TMDs in an independent and dynamically 

controllable way. For obtaining high electrostriction and therefore higher strain, relaxor 

ferroelectric crystals are typically used [36]. Lead magnesium niobate-lead titanate (1 – 

x)[Pb(Mg1/3Nb2/3)O3]-x[PbTiO3] (PMN-PT) is reported to have the highest piezoelectric 

charge coefficients [89], d33, and d31. 

 

Figure 1. 12. Strain induced by piezoelectric actuators. Schematic of bulk (a) and optical image of a 

patterned (b) piezoelectric strain tuning platform. (a) adapted from Ref. [90]. Copyright (2013) by 

American Chemical Society. (b) adapted from Ref. [91]. 

https://www.nature.com/articles/ncomms10387. Licensed CC BY 4.0. (c) PL spectra of trilayer 

MoS2 in dependence of compressive strain applied by a piezoelectric actuator. (d) Raman spectra of 

trilayer MoS2 in dependence of compressive strain. Figures (c,d) adapted from Ref. [90]. Copyright 

(2013) by American Chemical Society. 

In 2010, Ding and coworkers [36] applied this technique by investigating the propertied of 

graphene in response to in-plane biaxial strain, as shown in Figure 1. 12. Different shifts in 

the observed Raman modes allowed the extraction of the Grüneisen parameters, in good 
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agreement with theoretical predictions. Hui and coworkers [90] placed a MoS2 trilayer, 

sandwiched by a gold and graphene electrode, on a PMN-PT substrate, allowing for the 

application of biaxial isotropic compressive strain of up to 0.2%. MoS2 showed a 200% 

increase in PL intensity, accompanied by about a 40% reduction in the linewidth of the 

emission. A blue-shift of the E
1 

2g and A1g peaks in the Raman spectrum is observed, in 

contrast to the in-plane strain-tuning techniques mentioned before for which visible shifts of 

A1g peaks are not detected. A further example of strain tuning of 2D TMDs with 

piezoelectric actuators is a report by Vamivakas and coworkers [92], showing the rotation of 

the polarization direction of defects in monolayer WSe2 in response to strain. 

The magnitude of the strain can be measured in different ways. One possibility is X-ray 

diffraction measurements [90] due to the changes in the lattice constant of the material. Hou 

and coworkers [93] obtained the amount of strain by creating micropatterned metallic strain 

gauges on top of the piezoceramic. By measuring changes in the electric resistance the 

amount of strain can be obtained by Kε=ΔR/R, where R is the electric resistance and K is a 

pattern-specific coefficient. 

Using piezoelectric strain-tuning platforms allows for much more than the application of in-

plane isotropic biaxial strain. Piezoelectric single crystals can be (micro-) fabricated into 

more complex shapes, which can even allow control over the complete in-plane strain. 

Figure 1. 12 shows an illustration of anisotropic strain tuning platforms, consisting of four 

“legs” of the piezoelectric material that can induce biaxial and uniaxial strain 

simultaneously and independently. In this example, the strain was transferred to a 

semiconductor quantum dot containing membrane in the center of the device. Uniaxial 

strain can be achieved by applying a voltage to one pair of opposite contacts (AC or BD), 

and biaxial strain can be achieved by applying voltages on all contacts at the same time. One 

can switch between tensile and compressive strain by switching the voltage bias. 

In comparison, piezoelectric crystals show some advantages over other techniques. The 

strain is easy to manipulate since this platform is controlled by a voltage (or electric field). 

Thereby strain can be generated “on-demand” in microstructured devices which is 

interesting for several applications. The small footprint also allows researchers to load it in 

cryo-chambers for low-temperature measurements. Furthermore, this versatile platform can 

induce uniaxial/biaxial, compressive/tensile, isotropic and even anisotropic strain. In-situ 
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characterization measurements (such as PL or Raman spectroscopy) are combinable with 

this technique. 

1.4  Introduction of quantum dots 

In this section, the physics of quantum dots (QDs) is discussed. 

Richard Feynman said there is plenty of room at the bottom in 1959, pointing out a direction 

for the research in nano-physics. The nano-scale particles show great differences from their 

bulk counterparts. 

 

Figure 1. 13. Dimension-dependent density of states. 

In the bulk scale, the DOS (density of states) increases in a continuous way, in 2D they are 

step stairs, finally, they go to discrete lines in 0D QDs. 

QDs are confined in all directions. Their band gaps are controlled by their size or their 

confinement conditions. Generally, this equation below helps to understand the relationship 

between the size of and bandgap[94] 

E(R) = 𝐸1𝑔 +
ħ2𝜋2

2𝜇𝑅2
−

1.8 𝑒2

휀𝑅
(1.6) 

where, E1g bandgap of the bulk materials, R is the radius of QDs, and ε is the permittivity.  

Below, we discuss the growth, physical description, optical parameters, and the influence of 

strain on QDs. In the end, the effects of an electric field on QDs are added. 
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QDs can be acquired by more than one strategy. Here, we discuss the chemical solution 

quantum dot and self-assembled quantum dots growth by MBE or MOCVD/ MOVPE, 

including the S-K mode growth, local droplet etching and nanohole infilling method. 

Here, the samples used in these works are grown via this mode.[95] The growth mechanism 

goes below. 

 

Figure 1. 14. Sketch of local droplet etching and nanohole infilling. Adapted from Ref.[96] 

https://www.nature.com/articles/ncomms15501. Licensed under CC BY 4.0. 

After wafer deoxidization, a sacrificial layer (AlAs) is first grown, for sake of the 

subsequent fabrication. Then, the barrier layer AlxGa(1-x)As is deposited. Different from the 

S-K mode growth, there is no strain left in the barrier layer because of no lattice mismatch 

between AlAs and GaAs. Then, we close the As shutter, only Al is deposited on the surface. 

Due to the concentration or chemical potential difference between the barrier layer and the 

Al droplet, the As (V group) inside the barrier and Al in the droplet begins to diffuse into 

each other, when the temperature is left to accelerate the diffusion. These operations result 

in some nanoholes in the matrix, and the next step is to fill the hole: GaAs are spluttered 

onto the surface. Subsequently, the top barrier layer is deposited to confine the quantum dots 

in vertical (growth) direction. The confinements of QDs in this growth mode can be 

controlled from several aspects: the size of the hole can be controlled via the temperature, 

diffusion time, and the Al droplet. 

1.5 QDs Physics 

In this section, the band structure and radiations of QDs are reviewed. 

The lattice of GaAs belongs to the zinc blend family. GaAs has a direct band, which enables 

itself to emit photons. What interests us is the band structure around the Γ- point (original 

point of reciprocal space, k space). The major contributions come from one conduction and 

three valence bands, because all of them have the electron spin freedom s=±1/2, which 

presents the 8-band structure[97] as below. 
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Figure 1. 15. Band structure of GaAs QDs. 

The conduction band is separated from the valance bands by the bandgap, the corresponding 

energy is Eg. Conduction band holds the s orbit feature, and the orbital angular momentum 

is 0. Considering the contribution of electron spin, the electron states in the conduction band 

can be |
1

2
, ±

1

2
⟩. By contrast, valence bands share the p orbital feature, and their orbital 

angular momenta are 1. The spin-orbital coupling lowers down one of the energy states, 

annotated as SO in Figure 1. 15. Since this orbital has minor contributions to the optical 

properties, we will focus on the heavy holes (HH) and light holes (LH). The heavy holes get 

their names for their heavier effective mass than the light holes. Readers can also get this 

information from the band curvatures. 

In the single-particle picture, once an electrode is excited into the conduction band, the 

corresponding excitons have these possibilities. 
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denotes the bound electron (hole) state. Of the four possibilities, the former two are dark 

states, because of the violence of angular momentum conservation. By contrast, the latter 

two can describe the excitons emitting photons, called bright states. Notably, the energies of 

the two bright states are not necessarily the same, because of the electron-hole exchange 

interaction. Their energy difference is called fine structure splitting (FSS), see below. 
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Figure 1. 16. Sketch of FSS and corresponding polarizations. On the left, the ground state, exciton, 

and biexciton are listed from the bottom to the top, corresponding to the different energy levels in 

the right columns. Δ1 denotes FSS. Adapted with the permission from Ref. [98]. 

https://nanoscalereslett.springeropen.com/articles/10.1186/1556-276X-7-336. Licensed under CC 

BY 2.0. 

 

Figure 1. 17 Sketch of radiative species and their spin and polarization states. Adapted with the 

permission from Ref.[99]. Copyright (2015) American Physical Society. 

FSS breaks the polarization entanglement state and gives rise to the time dependence of the 

degree of entanglement[100]. In the polarization-encoded mode, all the states are 

summarized in the figure below, which indicates the potential of polarization-encoded 

qubits.[91] 
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1.6 Optical Parameters of QDs 

In this section, we discuss some parameters to evaluate the optical properties of QDs. 

Considering the length limitation, only some of them will be briefly mentioned. 

1.6.1 Lifetime and Coherence Time 

Once excited, the electrons can go through multiple processes including radiative and non-

radiative ones. What matters to us includes lifetime and coherence time. Lifetime describes 

the time period from excitation to radiative recombination, T1. During the lifetime of the 

excited electrons, they are likely to be elastically scattered by some impurities, and lattice 

vibrations then lose some characteristic information, while keeping the population intact. 

This pure dephasing process is  𝑇2
∗. Then, we get the total coherence time T2: 

1

𝑇2
=

1

2𝑇1
+

1

𝑇2
∗ (1.7) 

Ideally, when there is no pure dephasing process, we can get this 

𝑇2 = 2𝑇1 (1.8) 

The coherence time can be acquired from the Michelson interference experimental results, 

and the lifetime can be detected from the counting of high-time resolution APD. 

1.6.2 Fine Structure Splitting 

As the mechanism of FSS is discussed before, here, we just mention how the FSS can be 

acquired experimentally. As shown in Figure 1. 16, the recombination from bright states 

emits a linear polarized signal in the presence of FSS. We collect the X photon and access 

their peak positon by Gaussian fitting. In this thesis, the FSS of our QDs are generally about 

a few to tens of μeV. 

1.6.3 Second-order Time Correlation Function 

One of the selling points for QDs emitters is their role as single-photon sources. Compared 

to the coherent laser, the photons from QDs show anti-bunching behaviors.  

Probability can be described mathematically. Considering in a period T, the average photon 

number is �̅�. We divide the period T into N sections, thus in each section, the probability to 

find a photon goes as: 

𝑝 =
�̅�

𝑁
(1.9) 
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Now the probability to find n photons in T is: 

𝑃(𝑛) =
𝑁!

𝑛! (𝑁 − 𝑛)!
𝑝𝑛(1 − 𝑝)𝑁−𝑛 (1.10) 

𝑃(𝑛) =
�̅�𝑛

𝑛!
𝑒−�̅�, 𝑛 = 0, 1, 2 … (1.11) 

On the other hand, as the intensity is not a constant, the fluctuation of intensity is quantified 

by the standard deviation Δn: 

∆𝑛 = √∑(𝑛 − �̅�)2𝑃(𝑛)

∞

𝑛=0

(1.12) 

The photon statistics can be divided into three groups, super-Poisson, Possion, and sub-

Poisson distributed. 

∆𝑛 > √�̅�       𝑆𝑢𝑝𝑒𝑟 − 𝑃𝑜𝑖𝑠𝑠𝑜𝑛 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 (1.13) 

∆𝑛 = √�̅�   𝑃𝑜𝑖𝑠𝑠𝑜𝑛 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 (1.14) 

∆𝑛 < √�̅�    𝑆𝑢𝑏 − 𝑃𝑜𝑖𝑠𝑠𝑜𝑛 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 (1.15) 

Super-Poisson requires the fluctuation to be large enough. A typical example is thermal 

light, where the number of photons depends on the temperature. The standard deviation goes 

as: 

∆𝑛 = √�̅� +
�̅�2

𝑁
(1.16) 

Correspondingly, a bunching effect is present in terms of photon stream. 

Poisson distribution requires the fluctuation to be equal to the probability. A typical example 

is the coherent laser, with the classical intensity fluctuation on a time-scale determined by 

the coherence time. Corresponding the photon stream goes below. 

Sub-Poisson requires the fluctuation should be small enough. A typical example is the light 

from quantum dots. As the 3-dimensional confined particle, QDs hold a discrete density of 

state. Pauli exclusion requires only one particle in each state, which determines that each 

photon is not accompanied by others. The picture of the photon stream goes below. 
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Figure 1. 18 Schematic of photon streams for super-Poisson, Poisson, and sub-Poisson light. Note 

the stream here is different from the sketch for laser cavity operation. This figure is adapted from 

Xin Cao's dissertation, with permission from Dr. Xin Cao. 

In our experiments, this property can be evaluated by the second-order (auto)correlation 

function: 

𝑔(2)(𝜏) =
〈𝐼(𝑡)𝐼(𝑡 + 𝜏)〉

〈𝐼(𝑡)〉〈𝐼(𝑡 + 𝜏)〉
(1.17) 

where the τ is the interval between two beams of signals, and I is the intensity. Sharp bra 

means the average of the item inside. Experimentally, it can be obtained by a Hanbury-

Brown and Twiss setup. For continuous wave and pulsed laser excitation, their 

corresponding results are different. 

1.7 Influence of Strain on QDs 

In 2D TMDs section, we discuss a math description of in-plane strain. For quantum dots 

devices, the model applies here. 

The strain's function is to affect the lattice constant and symmetry. According to the band 

theory, the distance of atoms determines the communization of outmost shell electrons, then 

the band properties. This indicates the influence of strain can be quite fundamental and 

universal. 

In this case, the band structure goes as below, in response to strain: 
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Figure 1. 19. Band structure without and with compressive strain. 

The bandgap will expand to a compressive strain, within a certain range.[101] As well, band 

degeneracy of heavy holes and light holes [102] at Γ point will be lifted. Both aspects have 

been confirmed by the experiments.[103,104] 

Symmetry can be altered by the anisotropic strain. As discussed before, GaAs holds a zinc 

blend structure: each Ga (As) atom is coordinated by four As (Ga) atoms, and this 

tetrahedron (central Ga and three As atoms nearby, and vice versa) shows a C3 in-plane 

projection. When subjected to an anisotropic strain, such as a uniaxial strain, the C3 can 

reduce to C2v even to C1. By contrast, an anisotropic strain cannot make it. 

Generally, we can understand the vertical projection of nanoholes as an ellipse[105], which 

corresponds to a similar shape of wavefunction or dipole. As shown below the anisotropic 

can interaction with the dipole: A compression strain can change an ellipse projection to a 

regularly circular one. This process is accompanied by the ellipse deformation and rotation, 

which corresponds to the change of FSS and phase.[91] 
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Figure 1. 20. Sketch of strain's effect on QDs. Adapted from Ref.[106]. 

https://www.nature.com/articles/ncomms10375. Licensed under CC BY 4.0. 

1.8 Summary of details 

In this section, important details, including the findings and status of the work in this thesis, 

are summarized. 

1.8.1 Research topic 

In this thesis, the focus is on the interaction of strain with low-dimensional emitter systems. 

Compared with their bulk counterparts, low-dimensional (2D or 0D) systems show different 

responses to an external strain. 

Single atomic layer WSe2 and three-dimensionally confined GaAs/AlGaAs quantum dots 

are chosen. On one hand, they show some differences in the degrees of freedom, distribution 

of emitters, orientations of their dipoles,[107,108], and band structures.[8,105] On the other 

hand, these differences can be associated with some similarities, the interaction of band gap 

with strain,[47,106] and the format of Hamiltonians (Pikus-Bir Hamiltonian).[109,110]  

Technically, we integrate strains of different configurations with the low-dimensional 

emitter systems. Monolithic piezoelectric platforms, including biaxial and uniaxial ones, and 

MEMS platforms are used, which acts as another line to unify all the research. 

1.8.2 Motivation  

From the state-of-the-art in sections 1.1-1.7, we know the general knowledge of the 2D 

TMDs and 0D QDs low-dimensional system. Both of them are regarded as promising 

candidates for the (quantum) optical application.[111]  

https://www.nature.com/articles/ncomms10375


 
 

40 
 

2D TMDs, as a hotspot of scientific research these days, couple helicities of light with the 

valleys, so-called valleytronics.[112] Research on this topic benefits the envisioned 

information storage and treatment.[112] However, the physical understanding of this system 

is not deep enough. Strain, as a more suitable probe, will help to understand the physical 

process in terms of distance change and symmetry change.  

Meanwhile, 2D TMDs can also emit some non-classical light,[113] which manifests its 

potential for quantum optical application.[111] In this aspect, QDs are more promising. 

Related optical circuits and cavities[114] have been developed to assemble QDs into a 

functional emitter system. Unfortunately, as-grown QDs samples are companied by the 

notorious fine structure splitting.[106]Strain is a nice choice to tackle this issue, at the same 

time tuning the emission wavelength in a fine resolution.[115] 

The (quantum) optical application of both drives researchers to investigate the physical 

process, which is the platform where strain can play a role. 

1.8.3 Structure of this thesis 

Chapter 1 presents the readers the start-of-the-art, by discussing the structure and properties 

of 2D TMDs, describing the effects of strain and strain tuning techniques. These sections are 

published in the Zhao An, Michael Zopf, and Fei Ding. (2022) Strain-Tuning of 2D 

Transition Metal Dichalcogenides, in Nanomembranes, John Wiley & Sons, Ltd, pp. 413–

448. The discussion on QDs is added to depict the readers a picture of the research status. 

Chapter 2 presents some experimental details, which apply to all the results discussion. So 

in Chapters 3, 4, and 5, the setups will not be explained in detail. Readers can focus on the 

results and discussion. 

Following the research topic and motivation mentioned above, three investigations are 

described in chapters 3, 4, and 5. The findings, related significance, status of the work, 

contributions, and limitations of the work are declared. 

Chapter 3 presents the first result of this thesis. It discusses research on a biaxial strain and 

the influence of the scattering process in monolayer WSe2 and MoSe2. Here, we integrate 

polarization-resolved photoluminescence spectroscopy with a cryogenic strain-tuning 

technique to investigate this process in WSe2 and MoSe2. We record different dependence of 

trions and excitons on the biaxial strain: the decreases in helicities of excitons are attributed 

to the intervalley scattering, affected by e-h exchange interaction. The stability of MoSe2 
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trions is related to band structure forbidden scattering. The WSe2 trion scattering is 

described in a rate equation model, which agrees well with observations. Our results help to 

understand more about the manipulation of valley depolarization and facilitate the 

development of practical devices. 

Parts of Chapter 3 are written in the manuscript Strain control of exciton and trion valley 

depolarization in monolayer transition metal dichalcogenides, Zhao An, Pedro Soubelet, 

Michael Zopf, Alex Delhomme, Chenjiang Qian, Yaroslav Zhumagulov, Paulo. E. Faria 

Junior, Jaroslav. Fabian, Frederik Benthin, Xin Cao, Andreas V. Stier, Fei Ding, and 

Jonathan J. Finley.  

This work is synergetic: the project is supervised by Prof. Dr. Fei Ding and Prof. Dr. 

Jonathan J. Finley. The sample is exfoliated by Dr. Pedro Soubelet, and assembled by Zhao 

An. Data is collected by Zhao An and Dr. Pedro Soubelet. Dr. Pedro Soubelet and Zhao An 

did the data analysis. Dr. Andreas Stier, Dr. Michael Zopf, Prof. Dr. Fei Ding, and Prof. Dr. 

Jonthan J. Finley join the data analysis and discussion. The rate equations model is 

developed by Dr. Pedro Soubelet and supported by Dr. Yaroslav Zhumagulov, Dr. Paulo E. 

Faria Junior, and Prof. Dr. Jaroslav Fabian. Ab initio calculation and modeling are done by 

Dr. Yaroslav Zhumagulov, Dr. Paulo E. Faria Junior, and Prof. Dr. Jaroslav Fabian. Yvo 

Barnscheidt did a Raman measurement. Dr. Alex Delhomme, Dr. Chenjiang Qian, Dr. Xin 

Cao, and Fredrik Benthin offer necessary help in the measurement or data analysis. Dr. 

Pedro Soubelet contributes equally to Zhao An. 

Chapter 4 presents an interaction of anisotropic strain with wavefunction of exciton in 

monolayer WSe2. In this chapter, we integrate the dynamic strain-tuning technique with 

micro photoluminescence to investigate the fine structures of neutral exciton in monolayer 

WSe2. We first identify the fine structures of exciton by the polarization-dependent 

spectrum and then record the nonlinear responses of exciton fine structure to anisotropic 

strain, which is interpreted by its interaction with exciton wavefunction. Our study draws a 

picture of the manipulation of wavefunctions, shedding light on a deeper understanding of 

WSe2. 

Parts of this chapter are prepared for the manuscript: Manipulation of WSe2 exciton fine 

structure by anisotropic strain. Zhao An, Jonas Bauer, Mikhail Glazov, Alexey Chernikov, 

Pengji Li, Jingzhong Yang, Eddy P. Rugeramigabo, Michael Zopf, Kaiqiang Lin, and Fei 

Ding.  
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Prof. Dr. Fei Ding and Prof. Dr. Kaiqiang Lin coordinate the research. Jonas Bauer and 

Zhao An fabricate the sample and collect the data. Zhao An analyzes the collected data. 

Prof. Dr. Mikhail M. Glazov contributes the quantitative model to fit the results. Prof. Dr. 

Fei Ding, Prof. Dr. Kaiqiang Lin, Prof. Dr. Mikhail M. Glazov, Prof. Dr. Alexey Chernikov, 

and Dr. Michael Zopf join the discussion of results. Zhao An, Prof. Dr. Mikhail M. Glazov, 

Dr. Michael Zopf, and Pengji Li help in the fitting of the data. Dr. Jingzhong Yang joins the 

discussion on general scientific issues. The authors feel thankful for the discussion of results 

with Prof. Dr. Jonathan, J. Finely, Prof. Dr. Rolf J. Haug, Dr. Andreas Stier, Dr. Lina 

Bockhorn, Dr. Pedro Soubelet, and Bei Zheng. 

Chapter 5 is to discuss a 2-leg MEMS platform and its effect on the quantum dot, whose 

emissions are around the zero phonon line of negatively charged silicon vacancy color 

centers in diamond. Here, we integrate a compact piezoelectric actuator with GaAs quantum 

dots embedded membrane, whose emission is around the zero phonon line of silicon 

vacancy. In the cryogenic photoluminescence spectrum, we observe two different trions 

from the same quantum dot and find their binding energies show opposite evolutions with a 

strain. Our work deepens the understanding of quantum dots at zero phonon line of silicon 

vacancy and facilitates the development of compact devices for the hybrid communication 

system. This system applies to the 2D TMDs emitter system. 

The corresponding manuscript is in preparation, Strain-induced modulation of quantum dot 

emissions at Si-Vacancy transitions, Zhao An, Xin Cao, Jingzhong Yang, Maik Steinbach, 

Jürgen Koch, Peter Jäschke, Eddy P. Rugeramigabo, Fredrik Benthin, Rolf Haug, Michael 

Zopf, and Fei Ding.  

Prof. Dr. Fei Ding and Zhao An designed the experiment. MEMS piezoelectric platform is 

designed by Zhao An, and fabricated by Maik Steinbach, Jürgen Koch, and Peter Jäschke. 

The quantum dots sample is grown by Dr. Xin Cao. Semiconductor membranes are 

fabricated by Zhao An, with great help from Prof. Dr. Rolf Haug. Optical measurements are 

conducted by Zhao An and Dr. Xin Cao, with the help of Jingzhong Yang and Fredrik 

Benthin. Zhao An analyzes the data, with instruction from Prof. Dr. Fei Ding, and Dr. 

Michael Zopf joining the result discussion. The formal manuscript for journal publication is 

written by Zhao An, and revised by Dr. Xin Cao, Dr. Jingzhong Yang, and Dr. Eddy P. 

Rugeramigabo. 
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In the rest of the dissertation, the conclusion and outlook are added. Throughout this work, 

the effects of strain on low-dimensional emitters are associated with the particles inside, 

such as excitons or trions, which show features related to their confinements, and band 

structures.  

The shortcomings of this work are discussed: Compared to the interaction of strain with 

neutral exciton in WSe2, the interaction of trions with strain is still not clear. We tried to 

give a description of the scattering process, the physical process needs to be unveiled. 

Technically, the piezoelectric platforms need to be optimized to an amplifier strain range 

and more versatile strain configurations. 

  



 
 

44 
 

 

  



 
 

45 
 

2. Technology 

In this chapter, the basic information of the setup and fabrication technique are discussed, so 

in the subsequent chapters, readers will not be distracted from the discussion of the results. 

2.1 Light Path 

 

Figure 2. 1. Sketch of the PL measurement setup. HWP, QWP, BS, DM, and LCVR mean half-wave 

plate, quarter-wave plate beam splitter, dichroic mirror, and liquid crystal retarder, respectively. 

Figure 2. 1 is the sketch of the main setup in Hannover. Some of the results in the 

subsequent chapters are measured in the partners' labs. Their setups are different to some 

extent, however, the most critical parts are similar. 

2.1.1 Power Modulation 

In the excitation section, different lasers can be used to excite the sample. Power can be 

modulated by the power station or the insertion of OD filters. In our experiments, the power 

is tuned at a proper level, although we can achieve saturation. To approach the real power 

on the sample, a detector is placed between the objective lens and cryostat, see Figure 2. 1. 

In most cases, wavelengths of signals for 2D TMDs locate at 720 nm ± 50nm, on our 

spectrometer (Acton SpectraPro Sp-2750 with Pixis 400BR camera, Princeton instruments) 

the counting efficiency is quite high and stable. This spectrometer applies to the QDs in this 

thesis, around 737 nm. 
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2.1.2 Polarization and Etaloning Effect 

Polarization is a critical parameter in this series of experiments. In this setup, the aberrations 

of polarization states derive from these aspects, the depolarization of mirrors, beam splitter, 

gratings of the spectrometer, and wavelength-dependent depolarization. To obtain accurate 

measurements, care was needed to ensure that the pump light arriving on the sample is 

circularly polarized and also that the measured components of the PL truly corresponded to 

the two circularly polarized components of the light emitted from the sample. In the 

excitation beam, we use silver mirrors instead of dielectric mirrors. At the same time, liquid 

crystal retarders to pre-compensate depolarization by the mirrors. For the wavelength-

dependent depolarization, we use a polarimeter after all the mirrors to detect polarization 

states to guarantee precision. In the connection of the excitation and collection light path, we 

replace the beam splitter with a dichroic mirror. In the collection path, we put a polarizer to 

unify the depolarization effect of the mirrors before the spectrometer, so the effect of the 

grating will not make a big difference. 

 

Figure 2. 2. Count efficiency of Pixis 400 BR CCD Camera. (Data from Principle instruments) 

The last phase in the signal collection is the counting by CCD camera. Unfortunately, the 

emission wavelength of the heterobilayer WSe2/MoSe2 sample is just around 900 nm, which 

means our signals are bothered by the so-called ‘etaloning effect’. Compared to the front-

illuminated CCDs, back-illuminated CCDs have much higher quantum efficiency, generally 

above 95%. This originates from the exposed active photon sensitive layer (Si, reflective 

index 4) and AR coatings, while this structure together with the insulation layer (SiO2, 

reflective index 1.4) to electric connections below the active layer assembles into a F-P 

cavity. This cavity is usually 10–15 um in width, which constructs or destructs the photons 
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around NIR, finally, presenting a periodical fluctuation in the collected signals, i.e. fringe. 

In our experiment, a tungsten halogen lamp is used to calibrate the ‘etaloning effect’ as well 

as the wavelength dependence quantum efficiency. 

2.2 Fabrication of Emitters 

2.2.1 Fabrication of 2D TMD 

In these works, all the 2D TMDs samples come from partners from Dr. Pedro Soubelet 

(TUM) or Jonas Bauer (University of Regensburg) and Prof. Dr. Kaiqiang Lin (University 

of Regensburg, now Xiamen University). Their contributions will be specified in 

corresponding chapters. 

2.2.2 Fabrication of QDs Embedded Nanomembrane 

For the QDs, the fabrication in this work starts from the as-grown QDs sample with a 

sacrificial layer, grown by Dr. Xin Cao. 

The fabrication follows this chart: 

Before the chemical etching, designed masks need to be deposited on the wafer. Notably, in 

this step, the mask is carefully aligned with the crystal orientation {110} (cleavage plane) 

family. 

First, we use the piranha solution to do a non-selective etching. With the protection of the 

mask layer, the sample will be etched vertically with some etching width, see phase 2. 

 

Figure 2. 3. Fabrication process chart of QD nanomembranes. 
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Second, the etched samples will be soaked into the HF solution to do a selective etching, 

because HF will attack the AlAs sacrificial layer instead of the barrier layer. 

Third, after dilution in water, the etching membranes are flushed onto a film made of PVA. 

Then, the selected membranes are carefully aligned with the piezoelectric actuator. 

At last, the aligned device is soaked into a water beaker, until PVA is dissolved. Then the 

membrane is transferred onto the piezoelectric actuator. 

2.3 Fabrication of Piezoelectric Actuator 

In this work, different types of piezoelectric actuators are used. All the functionalities of 

them are based on the inverse piezoelectric effect: piezoelectric materials transform electric 

power (electric voltage) into mechanical power (deformation or strain). Below, we discuss 

the types of actuators used in the subsequent chapters and their corresponding strain 

features. 

2.3.1 Bulk Biaxial Piezoelectric Single Crystal 

In this work, all the piezoelectric materials are PMN-PT (lead magnesium niobate-lead 

titanate), as a relaxor ferroelectrics, which shows the highest piezo-response.[116] Below 

Curie temperature, PMN-PT is a low-symmetry crystal structure and can be rhombohedral 

(R) or tetragonal (T) phases with different compositions of PMN and PT. The best 

piezoelectric response lies in the R zone close to the T zone, the boundary between them is 

called morphotropic phase boundary (MPB). Readers interested in this aspect are 

recommended to refer to the phase diagram of PMN-PT. Interestingly, the highest poling 

direction is not the spontaneous poling direction <111>, but <100>, because the electric 

field can induce engineered domains. Compared to the normal domains, the engineered 

domain has smaller hysteresis, and much higher piezoelectric constants[117]. This is why 

the R phase <100> cut PMN-PT is chosen and poled in the isotropic strain tuning research. 
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Figure 2. 4. Sketch of engineered domains on <100> and <110> orientations. The blue dashed line 

denotes <111> direction. Red arrows denote the direction of the electric field, the central one is 

along <100>, and the last one is along <110>. 

These kinds of crystals can generate biaxial or isotropic in-plane strain. In our work, the 

bulk biaxial piezo is with 200 nm gold coated at both sides of the 300 μm thick PMN-PT. 

2.3.2 Bulk Uniaxial Piezoelectric Single Crystal 

Compared to the biaxial one, the uniaxial piezo owns a different crystal orientation, normal 

to the macro surface is <110> rather than <100>. Recent research shows the poling along 

<110> of R phase and T phase PMN-PT can also induce nice piezoelectric responses. [118–

120] 

An interesting feature of this piezo is the anisotropic in-plane response, which can change 

the crystal symmetry and change the lattice constant.  

2.3.3 Laser Cut Piezoelectric Single Crystal 

Though the PMN-PT is the highest piezoelectric response material, the typical piezoelectric 

constant d33 is about 2700 pC/N.[121] 2D TMDs on the bulk material cannot generate a 

drastic shift, on the other hand, the strain configurations by the above two actuators are not 

versatile. Customized anisotropic strain is on demand. Here, the microelectromechanical 

systems (MEMS) of the piezoelectric platform are fabricated by laser cutting. 

In my works, 2-leg, 4-leg, and 6-leg platforms are fabricated to apply uniaxial, biaxial, and 

triaxial in-plane strain onto QDs membranes or 2D materials. Till now, only the uniaxial 

laser cut film piezoelectric platform with QDs membranes gives some experimental 

findings, see chapter 5. Further discussion of the functionality of those platforms will be 

conducted there. 

2.4 Electric Tuning Strategy 
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Whether in QDs systems or 2D TMDs emitter systems, electric fields are one of the most 

popular tuning strategies. Due to their reduced dimensions, the vertical electric field is 

easier to apply. However, we should not ignore the possibility of a lateral electric field. 

For QDs, the electric dipole has a major component along the out-of-plane direction.[107] 

In our research, the effect of the lateral effect is limited. While for monolayer TMD, the 

case is contrasting: the intrinsic dipoles are in-plane. The lateral electric field will likely 

bring something new. 

Here, we introduce how lateral electric electrodes are fabricated. 

2.4.1 Lateral Electrodes for QDs Nanomembranes 

Here, interdigital structures are patterned on the as-grown GaAs/AlGaAs wafer or selected 

substrates (Al2O3, SiO2, high-resistance Si/SiO2) by standard lithography, deposition, and 

liftoff operations. 

2.4.2 Lateral Electrode for 2D TMDs 

In the research of 2D TMDs, gate tuning is most investigated. In principle, it can apply an 

electric field or dope sample (negatively or positively) by controlling the power suppliers. 

Here, we use the high dielectric strength HfO2 as the insulation layer between metal 

electrodes and WSe2, to suppress the doping effect. 

The fabrication flows this chart. 

 

Figure 2. 5. Sketch of lateral electrode fabrication. 

We start from a piece of as-exfoliated monolayer WSe2 sample on a high-resistance Si 

substrate: WSe2 is encapsulated by multiple layer hBN flake, and the Si substrate is 

patterned with maker array for position recognition. We determine the height or thickness of 

the deposition layer by AFM measuring the step on the edge of the hBN flake. 

Then, we did the first EBL and RIE etching to define the trenches for gold and HfO2. 



 
 

51 
 

Subsequently, we check the etching results by EDX to guarantee the hBN and WSe2 layer is 

completely removed. 

After this, we did the second EBL as well as the gold deposition to define the gold fingers. 

Next, we did the third EBL and HfO2 deposition to define the HfO2 insulation layer between 

the gold electrodes and WSe2, in case of direction contact of them. 

In this fabrication, position-recognition EBL technology is used to help us to deposit 

materials at the required place. The corresponding resolution is higher than the writing 

critical dimensions of the electron beam.  
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3. Strain control of exciton and trion valley depolarization in 

monolayer transition metal dichalcogenides 

In this chapter, we start to discuss the effect of strain on 2D WSe2 monolayer. As discussed 

before, strain can exert some influence on lattice constants and/or symmetries. Here, we 

start from the basic case, biaxial/isotropic strain integration with monolayer WSe2. 

Part of the results are prepared in the manuscript: Strain control of exciton and trion valley 

depolarization in monolayer transition metal dichalcogenides, Z. An, P. Soubelet, Y. 

Zhumagulov, M. Zopf, Delhomme, C. Qian, P. E. Faria Junior, J. Fabian, F. Benthin, X. 

Cao, A. V. Stier, F. Ding, and J. J. Finley.  

Monolayer transition metal dichalcogenides gain much attention, as a platform for 

valleytronics and potential media for information storage. Behind them are the optical 

features of multiple complexes, determined by relaxation and dynamics. Here, we integrate 

polarization-resolved photoluminescence spectroscopy with a cryogenic strain-tuning 

technique to investigate this process in WSe2 and MoSe2. We record different dependence of 

trions and excitons on the biaxial strain: the decreases in helicities of excitons are attributed 

to the intervalley scattering, affected by e-h exchange interaction. The stability of MoSe2 

trions is related to band structure forbidden scattering. The WSe2 trion scattering is 

described in a rate equation model, which agrees well with observations. Our results help to 

understand more about the manipulation of valley depolarization and facilitate the 

development of practical devices. 

 

3.1 Introduction 

Monolayer transition metal dichalcogenides (ML TMDs), provide a superb platform for the 

research of valleytronics and relevant potential applications for information storage.[112] 

Compared to their bulk counterparts, ML TMDs show contrasting differences in optical 

performances, such as strong light-matter interaction, circularly polarized excitation, and 

detection.[22] Due to the reduction of dielectric screening, trions have been reported.[122–

124] Behind the optical performance are the optical selection rules and the locking of 

exciton spin polarization σ+ (-) with K (K′) valley.[22] Experimentally, the observed degree 

of circular polarization (Dop) or helicity is from the ideal case, 100%.[125] An unavoidable 
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process is a relaxation, scattering of excitons, and their interactions with excess 

charges.[126,127] Our investigation of this process is of great significance for the 

demanding dynamic control of valley depolarization.[128] 

WSe2, together with MoSe2 is among the most investigated TMDs. Interestingly, the band 

structure[5] of WSe2 leads to the occupancy of the excited electrons in the upper branch of 

the conduction band. Besides, the neutral exciton in WSe2 (XW) can couple with an extra 

electron in the same or different valleys, comprising a singlet (triplet) negatively trion or 

trion, Ts (Tt). In cryogenic temperature photoluminescence (PL) spectrum, they are 

separated by the 6-7.5 meV.[112,129] In contrast, MoSe2 presents only one high-intensity 

trion peak, which corresponds to the unique composition of trion: the exciton can only 

couple with an excess electron in the different valleys. This regime presents a Rashba-type 

mixing of the bright exciton (XMo) and dark exciton[130], giving rise to the high intensity of 

trion (T) peaks. The band structures of WSe2 and MoSe2 act as the foundation for exciton 

relaxation, scattering, and interactions with electrons. The corresponding optical features are 

the natural choice to investigate this process and its influence on valley depolarization. 

In this letter, we integrate a cryogenic strain-tuning technique with polarization-resolved 

micro-PL spectroscopy to investigate the dynamics of ML WSe2 and MoSe2. We record 

different dependence of Dops on our biaxial strain. In MoSe2, the Dop of XMo decreases 

with our biaxial strain, while that of T is almost intact. Concurrently, the XW, Ts, and Tt all 

show monotonic decreases with strain, though their dynamics are of great difference. The 

scattering of XW is similar to that of XMo, related to e-h exchange interaction. The behaviors 

of Tt and Ts are depicted in our rate equation model, which agrees well with the 

observations. Our results shed light on a deeper understanding of the dynamics and facilitate 

the manipulation of valley depolarization. 

3.2 Sample fabrication 

Figure 3. 1(a) presents the sketch of our samples. Monolayer TMDs (WSe2 or MoSe2) are 

exfoliated from the bulk crystals, before encapsulation by the top and bottom hBN flakes. 

The process is a standard dry-transfer technique,[131] similar to the reports on Si/SiO2 

substrate. Our monolithic piezoelectric actuator is made of a <100> cut PMN-PT (lead 

magnesium niobate–lead titanate) single crystal, with both sides coated with gold electrodes, 
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Ra< 5nm. In the cooling down process, the piezoelectric actuator is poled by high voltages, 

with the top electrode grounded to avoid the possible electric doping effect. 

 

Figure 3. 1 a), Sketch of the sample, consisting of a multiple layer hBN flake encapsulated ML 

TMDs, which can be monolayer WSe2 or MoSe2. The arrows in the bottom left denote the biaxial 

strain configuration. Typical spectra of monolayer WSe2 and MoSe2 are listed in panels (b) and (c), 

respectively. Inset are the regimes of negative trions. Panel (d) presents the circular polarization 

spectra of WSe2 trions at 5.92 and 50.2 μW, with a calculated dependence of spin-polarization on the 

density ratio of power/charge. 

3.3 Results and discussion 

In our characterization, the piezoelectric actuator will deform and transfer controlled strain 

into the TMDs flake, when an external electric voltage applies. Note that, the strain by the 

actuator is not the only resource of strain, which is also contributed by the residual strain in 

the sample fabrication, the contraction of the actuator in the cooling down, and even the 

local dielectric inhomogeneity.[132] These contributions are static when measurement 
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conditions are fixed, thus packed in the offset. In the following discussion, we focus on the 

biaxial strain by the actuator. 

Figure 3. 1(b) and (c) demonstrate the typical spectra of ML WSe2 and MoSe2. Samples are 

pumped by a 532 nm cw laser, 1 μW, 10K, and optical signals are collected by an objective 

lens, NA=0.7. The rightmost peak in the WSe2 spectrum at 1.7270 eV is neutral exciton 

(XW). Comapred to reports on Si/SiO2 substrate[133,134], there is an ~15 meV redshift, 

which we attribute to the PMN-PT deformation in the cooling down and gold surface 

induced dielectric environment shift. On the left is the trion fine structure at 1.6968 eV (Ts) 

and 1.6902 eV (Tt), whose splitting agrees with previous reports.[56,129,135] Their regimes 

are inset in the top left corner: the particles enclosed by the filled blue (unfilled red) ellipse 

comprise Ts (Tt). Other peaks corresponding to negatively changed exciton and phonon 

replicas are named after similar reports.[136,137] The spectrum of MoSe2 is more 

straightforward, with neutral exciton (XMo) at 1.6244 eV and trion at 1.5954 eV.  

In Figure 3. 1(d), we show the circular polarization behavior of Tt and Ts by a 633 nm cw 

laser, 15 K. The circular Dop is calculated by (𝐼𝑐𝑜 − 𝐼𝑐𝑟) (𝐼𝑐𝑜 + 𝐼𝑐𝑟)⁄ , where I is the 

integrated intensity accessed by the Lorentzian function.[30] Subscripts co and cr denote co- 

and cross-polarized signals, respectively. We see the Dop of Ts and Tt are far from 100%, 

which manifests the scattering process. Note that the Dop of Tt is higher than Ts, which can 

be interpreted by the power-induced asymmetry distribution of electrons.[138] The Dops of 

Tt and Ts can be written as 𝑃(𝑇𝑡) =
𝑃(𝑋)−𝑃(𝑒)

1−𝑃(𝑋)𝑃(𝑒)
 and 𝑃(𝑇𝑠) =

𝑃(𝑋)+𝑃(𝑒)

1+𝑃(𝑋)𝑃(𝑒)
, respectively. Here, 

P(X) is the polarization of exciton between K and K′ valleys, which is positive, because of 

optical selection rules. P(e) is the polarization of electrons, which is negative since the 

excess electron is easier to go to the other valley.[138] These numerical relationships 

mentioned justify P(Tt) > P(Ts), see Appendix.1 for specified interpretation. 

Considering the PL results presented in previous reports, we estimate a charge density 

ne(MoSe2) = 2.5 × 1010cm2, [139] and ne(WSe2) = 3 × 1011cm2 ,[138] respectively. With the 

increase of excitation power, either Dop of Tt or Ts shows a rise, which agrees with the 

previous reports.[138][140] Given the result we got here and the report in the literature, we 

speculate that the density ratio of power/charge determines the optical performance, which 

is supported by a first-principle calculation, inset in the top right corner of Figure 3. 1(d). 

The spin Dop different from the degree of polarization we detect from the optical signals by 

a scattering process. We need to make it clear that it is a possible solution from a set of 
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parameters. It helps readers to understand the dependence on the density ratio of 

power/charge, and more importantly, associate this effect to the interaction of electron and 

excitons. It does not interfere with the strain-dependence discussed below.  

We can get a similar result from the Feynman scattering regime.[141] Readers interested in 

the interaction of exciton and excess electrons can refer to the discussion of the power 

dependence in Figure 4. 4. 

 

Figure 3. 2 a) Strain dependence of WSe2 spectra. The vertical axis denotes the electric signal 

applied to the piezoelectric actuator, as shown in Fig 1(a). (b) extraction information of the neutral 

exciton (XW), triplet negatively charged trion (Tt), and singlet charged trion (Ts). All the peak 

positions are accessed by the commonly used Lorentzian function, with tiny error bars. 

We continue to discuss the influence of strain. Figure 3. 2(a) presents a color map of peak 

shift with active strain between 13.33 kV/cm and −13.33 kV/cm. The electric field in the 

vertical axis denotes the electric signal applied to the piezoelectric actuator, acting as the 

strain gauge. In Figure 3. 2(a), approximately reversible peak shifts of XW, Tt, and Ts are 

traced: decreasing electric field induces a biaxial tensile strain, giving rise to the redshifts, 

which agrees with multiple strain-tuning research at room temperature and first-principle 

calculations.[57,142] To give the readers a clear view, all the peak positions in the upper 

half are extracted and plotted in Figure 3. 2(b). Meanwhile, we note the operation of the 

actuator is not ideally linear, which induces the non-linear responses around –13.33 kV/cm, 

the turning point is not very sharp, and at the end of the sweep, the peak positions do not go 

exactly to their initial positions. These unavoidable features are related to the hysteresis of 

piezoelectric materials. To get rid of this effect, we use the slope factors reported in the ab 

intio calculations[57] aMoSe2 = −98.2 meV/% and aWSe2 = −133.5 meV/% to transform the 
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strain gauge from the electric field into energies of neutral excitons. In Figure 3. 3, the strain 

state at 0 kV/cm is treated as the offset, which is comprised of the passive strain mentioned 

before and some active strain. 

Readers might notice that the distance shift between Ts and Tt with the strain. In our 

experiment, we collect a series of data to investigate the strain's effect on the splitting. Till 

now, we do not find a convincing explanation. In the literature, the splitting between Ts and 

Tt is proportion to the e-h exchange interaction,[41,143,144] which is comprised of the 

interactions between excess electrons with bounded hole. Based on our current results, the 

previous reports[41] focusing on the short-range e-h exchange interaction is not perfectly 

strict. 

 

Figure 3. 3 (a) Strain dependence of XW, Tt, and Ts. Based on the valley depolarization model in the 

main text, the ratio 𝜏𝑊,𝑋
𝑟𝑎𝑑 𝜏𝑊,𝑋

𝑉⁄  are extracted in (b). Parallel results on MoSe2 XMo and T are present 

in panels (c) and (d), respectively. 

From the color map in Figure 3. 2(a), readers can see the shifts in intensities. The intensity 

of neutral exciton is associated with the evolution of conduction band edges.[47] The 

intensities of trions are more complicated, which act as a physical interface to detect the 
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trion scattering process. From now on, we start to discuss the Dop dependence on strain. 

From the previous reports, we know the excitation power,[138,140] temperature,[145] 

photon energy,[128] photon helicity,[128] traps from the substrate,[134,146] 

impurities[146] and external stimulus such as strain,[69,147,148] magnetic field[56] can 

affect the relaxation and dynamics after excitation. So here, the experimental condition is 

deliberately choosed. We employ a 1.96 eV left circular polarized photon to excite the 

sample ML WSe2 and 1.68 eV photons for ML MoSe2, respectively. And the excitation 

power is controlled at about 1 μW to suppress the scattering between excited particles. The 

detection is on an impurities-free sample position, and the influence from the substrate is 

further ruled out. As such, the shift of observation can manifest the effect of the strain. In 

our optical setup, the accuracy of the circular polarization state is above 98%. 

The scattering processes and related dynamics determing the Dop of excitions and trions, 

vary with materials and radiations. We first discuss the excitons of MoSe2 and WSe2, as 

they share a similar behavior: Once pumped up in K valley, they can, during their lifetimes, 

transform into other radiations, by coupling with an extra electron, as well as scattering into 

the K′ valley. In principle, the relaxation is determined by the radiations' lifetime (τrad) and 

angular momentum relaxation time.[149] Here, in our case, the latter corresponds to the hole 

spin lifetime or intervalley scattering time (τV). We adopt the valley depolarization model 

from Ref.[128] to describe the process: 

𝜂𝑎,𝑋 =
𝜂𝑎,𝑋,0

1 + 2 𝜏𝑎,𝑋
𝑟𝑎𝑑 𝜏𝑎,𝑋

𝑉⁄
(3.1) 

Here, the ηX,a,0 is the Dop of fresh exciton at the moment of generation, we assume it's 1. 

The subscript, a, denotes the excitons and materials system WSe2 (W) or MoSe2 (Mo). The 

superscript, V, denotes the intervalley scattering (V) and rad for radiative lifetime (rad). 

Based on Eq.(3.1), we can further extract the 𝜏𝑀𝑜,𝑋
𝑟𝑎𝑑 𝜏𝑀𝑜,𝑋

𝑉⁄  and 𝜏𝑊,𝑋
𝑟𝑎𝑑 𝜏𝑊,𝑋

𝑉⁄  , as shown in 

Figure 3. 3 (b) and (d). Both ratios of XW and XMo present stable increases with our biaxial 

tensile strain. We note that the absolute values for XMo are larger than those of XW, which is 

related to their short lifetime of XMo, associated with the Rashba mixing of bright and dark 

excitons.[130] 

In principle, the lifetimes of excitons usually are determined by the materials system itself, 

generally scattering of the matrix, such as the scattering from the phonons.[126,143,150] In 

our case, the strain range is 0.1% at most, thus the corresponding influence on the phonon is 



 
 

60 
 

expected to be very weak. To quantify this effect, a first-principle calculation result is 

shown in Figure 3. 4(d): where, the lifetime of XW shows a linear dependence: 𝜏𝑊,𝑋
𝑟𝑎𝑑 = 𝑘𝑠 +

𝑏. s is the strain, b is the intercept, 1.28 ps, and slope factor k is about 0.02 ps/%. So the 

𝜏𝑊,𝑋
𝑟𝑎𝑑  is stable to our strain. As a comparison, the dependence of scattering time is shown in 

Figure 4. 4(c), which presents a more prominent shift. Naturally, we attribute the variation 

of 𝜏𝑊,𝑋
𝑟𝑎𝑑 𝜏𝑊,𝑋

𝑉⁄  to the shift of intervalley scattering process. For the neutral excitons, the 

intervalley scattering process is mainly driven by the e-h exchange interactions.[112] Here, 

we associate the effect of strain on this Coulomb interaction with the distance shifts between 

particles, which energitically corresponds to the peak shifts in Figure 3.2. 

We proceed to discuss the Dop of trion (T) in MoSe2. Compared with the trions in WSe2, 

the composition of trions in MoSe2 (Figure 3. 1(b) and (c)) is more straightforward. The 

solo peak of the trion and corresponding band structure rule out the effect of the intervalley 

scattering process, as shown in Figure 3. 4(b). A similar assumption and equation to 

Eq.(3.1) go as: 

𝜂𝑀𝑜,𝑇 =
𝜂𝑀𝑜,𝑋,0

1 + 2𝜏𝑀𝑜,𝑇
𝑟𝑎𝑑 𝜏𝑀𝑜,𝑇

𝑉⁄
(3.2) 

Here, the 𝜏𝑀𝑜,𝑇
𝑟𝑎𝑑  and 𝜏𝑀𝑜,𝑇

𝑉  are the lifetime and intervalley scattering time of T. Note that in 

Eq. (3.2), we still use the initial Dop of the neutral exciton, because it's equal to that of the 

exciton, as the trion is comprised of the exciton and electron in the opposite valley. 

The 𝜏𝑀𝑜,𝑇
𝑟𝑎𝑑 𝜏𝑀𝑜,𝑇

𝑉⁄  are calculated and plotted in Figure 3. 3(d). We find the Dop of T in MoSe2 

is almost intact, which agrees with the forbidden radiation of intervalley scattering 

complexes (right side mechanism of Figure 3. 4(b)), in agreement with the spin 

protection.[151,152]  
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Figure 3. 4 (a, b) Regime of intervalley scattering in WSe2 and MoSe2, respectively. For MoSe2, 

there are no corresponding peaks to the right side schematic. (c, d), A first-principle calculation 

results of the radiative intervalley scattering time constant and lifetime of XW with strain. Details of 

the calculation are in Appendix.3.1 and 3.2. (e) A calculation of Dops of Tt and Ts with intervalley 

scattering rate. Readers interested in the details of panels (c) and (d) can refer to Appendix.3.1 and 

3.3. 

At last, we come to the description of trion in ML WSe2 (Tt and Ts). From the process 

depicted in Figure 3. 4(a), Ts and Tt can convert into each other via the intervalley 

scattering, this is the reason why they are explained together. From the schematic, the 

scattering process consists of interactions between XW, Tt, Ts, and excess electrons. The 

multiple scattering channels and sophisticated process render the solution of rate equation 

unsolved, so we turn to describe all relevant scatterings via this model: 

𝑑𝑁𝑊,𝑋
𝐾

𝑑𝑡
= 𝑝𝑢𝑚𝑝 −

𝑁𝑊,𝑋
𝐾

𝜏𝑊,𝑋
− 𝑁𝑋

𝐾
𝑁𝑊,𝑒

𝐾 + 𝑁𝑊,𝑒
𝐾′

𝜏𝑊
𝑏 −

𝑁𝑊,𝑋
𝐾 − 𝑁𝑊,𝑋

𝐾′

𝜏𝑊
𝑉

(3.3) 

𝑑𝑁𝑊,𝑇𝑡
𝐾

𝑑𝑡
= −

𝑁𝑊,𝑇𝑡
𝐾

𝜏𝑊,𝑇𝑡
+

𝑁𝑊,𝑋
𝐾 𝑁𝑊,𝑒

𝐾

𝜏𝑊
𝑏 −

𝑁𝑊,𝑇𝑡
𝐾 − 𝑁𝑊,𝑇𝑠

𝐾′

𝜏𝑊
𝑉  



 
 

62 
 

𝑑𝑁𝑊,𝑇𝑠
𝐾

𝑑𝑡
= −

𝑁𝑊,𝑇𝑠
𝐾

𝜏𝑊,𝑇𝑠
+

𝑁𝑊,𝑋
𝐾 𝑁𝑊,𝑒

𝐾′

𝜏𝑊
𝑏 −

𝑁𝑊,𝑇𝑠
𝐾 − 𝑁𝑊,𝑇𝑡

𝐾′

𝜏𝑊
𝑉  

𝑑𝑁𝑊,𝑒
𝐾

𝑑𝑡
=

𝑁𝑊,𝑇𝑡
𝐾

𝜏𝑊,𝑇𝑡
+

𝑁𝑊,𝑇𝑠
𝐾′

𝜏𝑊,𝑇𝑠
− 𝑁𝑒

𝐾
𝑁𝑊,𝑋

𝐾 + 𝑁𝑊,𝑋
𝐾′

𝜏𝑊
𝑏  

Here, pump denotes the laser excitation process. The N denotes the density of particles, 

exciton, Tt, Ts, and electrons. The superscripts show the location of particles in K or K′ 

valley. The parameter τ denotes the time constant for the particles. Especially, the τ
b 

W denotes 

the formation time of trions, and τ
V 

W is the intervalley scattering time. Readers should know 

this is the description of K valley, and the case for K′ valley is the time-reversal.  

In the first line of the model, an exciton is excited by the laser photons (first item), before 

the spontaneous recombination (second item), the exciton can couple with the electron and 

form Ts and Tt (third item), and can scatter into the K′ valley (last item). Similarly, the 

density of Tt, Ts, and excess electron are listed in the second to the fourth line, respectively. 

We scrutinize the previous reports: The transformations of exciton are confirmed by the big 

dip of the absorption spectrum and weak intensity of the PL spectrum.[143] The intervalley 

scattering is momentum and spins conservative process, the annihilation-creation[127] and 

intervalley jumping regimes[126] have been suggested. 

We integrate all related processes in the model and calculate the Dops of Tt and Ts as a 

function of trion intervalley scattering time τ
V 

W. Figure 3. 4(e) shows a numerical solution for 

a set of fixed realistic parameters (τW,X= 1 ps, τW,Tt=2 ps, τW,Ts=4 ps, τ
V 

W=0.5 ps, and τ
b 

W=0.1 

ps, which is the same set of parameters for the power dependence in Figure 3. 1(d)). We 

qualitatively associate the decrease of intervalley scattering time with the increase of strain, 

see Appendix.3.3. We note that if the intervalley scattering time, τ
V 

W, decreases to 0, the 

Dops of singlet and triplet trions will go to zero, because here the intervalley scattering is 

free of energy consumption, which agrees with the basic assumption of optical selection 

rules. With the increase with τ
V 

W, the Dops of Tt and Ts show an increase, which means the 

strain might affect the dynamics by extending the intervalley scattering time constant. 

This model applies to the scattering process in ML MoSe2, please refer to Appendix.2. 

3.4 Conclusion and prospective 
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In this study, we record a strong impact of strain on the Dops of excitons and trions in ML 

WSe2 and MoSe2. The dependences of neutral excitons are similar, which are attributed to 

evolutions of e-h exchange interaction by strain. The evolutions and interpretations for 

trions are more complicated: trion from MoSe2 is almost intact in the whole tuning range, 

which is related to the band structure suppressed intervalley scattering. The case for trion in 

WSe2 is sophisticated and we describe this process by the rate equation model, which agrees 

with the previous reports and aformentioned assumptions well. In both material systems, 

biaxial strain can affect the Dop of radiations dynamically, which sheds light on the research 

of the scattering dynamics and can facilitate the development of devices. 
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4. Manipulation of WSe2 exciton fine structure by anisotropic 

strain 

The motivation of this chapter is to investigate the influence of anisotropic strain on the 

WSe2 lattice. Similar to the biaxial or isotropic in-plane strain, the uniaxial or anisotropic 

strain can induce the peak shift of all radiative species. However, the influence of 

anisotropic strain on symmetry and the corresponding responses have not been reported at 

cryogenic temperatures. Some content of this chapter is prepared for the manuscript: 

Manipulation of WSe2 exciton fine structure by anisotropic strain. Zhao An, Jonas Bauer, 

Mikhail Glazov, Alexey Chernikov, Pengji Li, Jingzhong Yang, Eddy P. Rugeramigabo, 

Michael Zopf, Kaiqiang Lin, and Fei Ding. 

 

Semiconducting transition metal dichalcogenides, as a platform to investigate the 

valleytronics and corresponding applications, attract much attention. However, there is still 

more than one aspect requiring a deeper understanding, even on the most frequently 

reported monolayer WSe2. Here, in cryogenic temperature, we integrate the dynamic strain-

tuning technique with micro photoluminescence to investigate the fine structures of neutral 

exciton in monolayer WSe2. We first identify the fine structures of exciton by the 

polarization-dependent spectrum and then record the nonlinear responses of exciton fine 

structure to anisotropic strain, which is interpreted by its interaction with exciton 

wavefunction. Our study draws a picture of the manipulation of wavefunctions, shedding 

light on a deeper understanding of WSe2. 

4.1 Introduction 

Semiconducting transition metal dichalcogenides (TMDs) attract much attention these 

years.[22] Compared to their bulk counterparts, the monolayer TMDs flakes show 

contrasting properties, which triggers the expectation for the potential application in 

information storage.[112] Behind the optical performances, it's the optical selection rules, 

which are determined by the spin-orbit coupling and crystal symmetry[8]: in-plane C3 

symmetry, out-of-plane mirror symmetry, and the time-reversal symmetry between K and 

K′ valley in reciprocal space. 
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The research on 2D TMDs are conducted by versatile methods[112]: magnetic 

field,[25,153] gate tuning,[17,30,129,139,154] and strain.[47,69,90] Strain tuning is a more 

powerful technique at the reduction dimensions, partially because of the enhanced 

mechanical properties.[155] The fundamental effect of strain is to affect the distances 

among particles and possibly the crystal symmetry, which can further induce numerous 

optical responses. In previous studies, it has been reported strain can tune exciton energy, 

linewidth,[44] scattering, and diffusions.[156] Local strain can collect the exciton nearby, 

which is called the funneling effect.[39,76,157] Compared to the in-plane isotropic strain, 

anisotropic strain can change the symmetry, possibly form C3 to C2v, even to C1.[91] 

Correspondingly, the optical performance, such as the helicity, will change. Yao Wang and 

coworkers[41] treat the effect of in-plane uniaxial strain (one representative type of 

anisotropic strain) as a horizontal magnetic field and predict the transformation of a unique 

Dirac point into the saddle shape. Mikhail Glazov and coworkers[109,158] reported the 

anisotropic strain can split the unique neutral exciton at a strain-free state into a closely split 

fine structure. 

In this study, we report the fine structure of neutral exciton in WSe2 and its strain 

dependence in cryogenic temperature. The fine structure is initially identified by the 

polarization-resolved PL. Interestingly, we find these split peaks can be controlled by our 

dynamical anisotropic strain: the splitting (phase) of them shows nonlinear evolutions, 

which is interpreted as the interaction of strain with the in-plane wavefunction. We conclude 

that anisotropic strain can tune the short-range e-h exchange interaction, which triggers 

evolutions of the exciton fine structure. 

4.2 Sample and Experimental Setup 

Figure 4. 1 (a) presents the sketch of our device. The monolayer WSe2 layer is mechanically 

exfoliated from the bulk crystal before the encapsulation by hBN multiple-layer flakes. The 

whole process is conducted on the gold surface of the piezoelectric single crystal PMN-PT 

(<110> orientation, 300 μm thick, lead magnesium niobate-lead titanate). The top surface is 

polished, Ra< 5 nm. When voltage applies, the piezoelectric actuator will deform, and then 

transfer in-plane strain to WSe2. To avoid possible doping effects, the top electrode is 

grounded. The optical image of the sample is shown in Figure 4. 1 (b), where the red dot 

denotes the laser spot, about 1.5 μm in diameter. In this research, we use a 633 nm linearly 

polarized continuous wave laser to excite the sample. A half-wave plate and a linear 
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polarizer are inserted in the signal collection arm to select the polarization-dependent signal. 

Additionally, a removable polarimeter is placed before the cryostat, to guarantee the 

precision of the polarization states. 

 

Figure 4. 1. Information of the sample. (a) Sketch of the sample. Monolayer WSe2 encapsulated by 

multiple-layer hBN flakes is transferred on the bulk piezoelectric actuator, which acts as the source 

of strain at cryogenic temperatures. The blue arrows in the bottom left corner indicate the anisotropy 

of strain. (b) The optical image of the sample, where bottom hBN, top hBN, monolayer WSe2, and 

bilayer WSe2 zones are enclosed by curves with different colors. The red dot denotes the laser spot. 

(c) A typical spectrum at 5.5 K, excited by a 633 nm cw laser. For clarity, only concerned peaks are 

annotated. See the main text for all the peak information. (d) Temperature dependence of PL spectra. 

Peaks in the box begin to merge with the increased temperature. (e) Strain dependence of PL spectra. 

The electric field in the vertical axis is applied to the piezoelectric actuator, as shown in (a). Peak 

shifts are observable in the colormap. All intensities are normalized.  

4.3 Results and discussion 

A typical spectrum at 5.5 K is shown in Figure 4. 1(c), where the peak configuration agrees 

well with the previous reports[134,141]. The rightmost peak is the neutral exciton peak, X 

(1.747 eV± 5.37 meV). Other radiative species (binding energy to neutral exciton) are 

triplet negatively charged trion (Tt, 27.86 meV), singlet negatively charged trion (Ts, 35.43 
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meV), spin dark exciton (D0, 44.20 meV), negatively charged biexciton (XX-, 48.7 meV), 

negatively charged dark exciton (D-, 60.30eV), spin dark exciton coupled with Γ5 phonon 

(D
0 

Γ5), negatively charged spin dark exciton brightened by the spin mixing (D
-

B, 76.13 meV), 

and some other phonon replica. To show a clear overview, only X, D0, D-, and D
-

B are 

annotated in the panel. The physical relationships of D0, D- and D
- 

B, are further discussed in 

Figure 4. 2 with their strain dependence. 

Temperature is a great influential factor in terms of the activity of the piezoelectric actuator, 

and optical features of WSe2. To determine suitable temperature parameters, a temperature 

dependence is conducted and shown in Figure 4. 1(d). Compared to the spectra at 5.5 K and 

10 K, the peaks inside the box at 30 K are less characteristic. Therefore, the investigation on 

X and D0 has the freedom to be conducted at 30 K, and the signal collection on D
- 

B should be 

done at a lower temperature, actually 5.5 K. The performance of the piezoelectric actuator at 

5.5 K is presented in Figure 4. 1(e), where all the radiative species show linear shifts with 

the electric field on the piezoelectric actuator. The activities of the actuator at different 

temperatures are compared in Figure 4. 2(a). 

Figure 4. 2(a) presents the peak shift of X as a function of the electric field applied on the 

piezoelectric actuator. The major and minor panels demonstrate the responses at 5.5 K and 

30 K, respectively. Here, X positions are accessed by Lorentzian fitting. We find that the 

tuning slope at 30 K (201.33 μeV*cm/kV) is much larger than that at 5.5 K (85.13 

μeV*cm/kV). The activity of the piezoelectric actuator, together with the former discussion 

in the temperature-dependent optical features, supports our temperature selection: 

investigation on D
- 

B is conducted at 5.5 K, and strain responses of X are conducted at 30 K. 

Notably, the electric field in Figure 4. 2(a) cannot represent the real strain levels of the 

emitters. The reason lies in the presence of piezoelectric hysteresis, which is observed in the 

nonlinearity of the curls. Therefore, we use the exciton energy as the strain gauge in the 

following discussion. 

Here, we need to make it clear that the strain in our research is not all able to be controlled. 

We divide the strain into arbitrary strain ua, and strain manipulated by piezoelectric actuator 

upa. ua derives from the fabrication process, contraction of the substrate during the cooling 

down, and inhomogeneity or local disorder of the sample. It differs from point to point, 

however, at one sample position and a stable temperature, ua is a constant. We make a 

coarse estimation of arbitrary strain, by using a parallel sample on SiO2/Si wafer. The strain 
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at 30 K is estimated from –0.17% to –0.20%, which means the sample is in a compressive 

state, in agreement with the previous report of the piezoelectric actuator.[103] On the other 

hand, the anisotropy of ua cannot be accessed. upa is an anisotropic strain. Here, we stress 

that exciton energy represents the sum of ua and upa, while the shift of it is only contributed 

by upa. 

 

Figure 4. 2. Strain dependence of peaks. (a) and (b) demonstrate the peak shift of D, D0, D- and D
- 

B. 

The horizontal axis in (a) denotes the electric field applied to the piezoelectric actuator. (c) shows 

the shift of energy difference with strain. For a better comparison, all the ranges and steps in the 

same panel are unified, and starting points are aligned. (d) illustrates the radiative recombinations of 

D0, D-, and D
- 

B. In this schematic, the exciton is excited at K′ valley, the case of K valley is the time 

reversal. 

In Figure 4. 2(b), we extract the peak positions of D- and D
-

B. Subsequently, we can get the 

energy difference between X and D0 (ΔX-D0), as well as D- and D
- 

B (ΔD
-
 -D

- 

B
), as shown in 

Figure 4. 2(c). Here, we report the dynamic manipulation of ΔX-D0 for the first time. By 

adopting a shifting slope of −6.4 meV per % uniaxial strain[156], the tuning range is about 

0.14% uniaxial strain. 

Meanwhile, we notice the energy difference ΔX-D0 is above 44 meV, which disagrees with 

the previous ab initio calculation.[159] From the schematic of D0 (bounded electron and 
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hole, enclosed by grey zone) in Figure 4. 2(d), ΔX-D0 is not only determined by the 

conduction band splitting (Δc), but also by the binding energies difference between X and 

D0(Δbd), that is, 

Δ𝑋−𝐷0 = Δ𝑐 + Δ𝑏𝑑 (4.1) 

Interestingly, Δc can be accessed by the energy difference between D- and D
- 

B (ΔD
-
 -D

- 

B
): in the 

radiative process of D
-

B, the electron (solid blue sphere) and hole in different valleys 

combine and decay. To keep the momentum, the left-behind electron (solid red sphere) ends 

up in the opposite top valley via an intervalley scattering (grey curves, from the solid to 

dash open circle). This process counteracts the effect of the binding energy difference(Δbd) 

and finally presents the energy difference Δc.[141] 

Δ𝑐 = Δ𝐷−−𝐷𝐵
− (4.2) 

Δ𝑏𝑑 = Δ𝑋−𝐷0 − Δ𝐷−−𝐷𝐵
− (4.3) 

In principle, Δbd is contributed by the effective mass and electron-hole exchange interaction. 

As the effective mass is not sensitive to the strain,[57] we can deduce the shift of the 

electron-hole exchange interaction with strain. This deduction is meaningful, as this short-

range electron-hole exchange interaction contributes to the splitting of the neutral exciton, 

which we are discussing. 
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Figure 4. 3. (a) Polarization-dependent spectra at 30 K, where no electric field is applied to the 

actuator. The rightmost line in this panel denotes the variation of X. (b) Strain dependence of 

polarization behavior. The horizontal axis is the energy of neutral exciton, denoting the strain level. 

Amp denotes the splitting between two components of X. The initial phase indicates the phase 

relationship between the two components. See the main text for the extraction of them. (c) A 

schematic illustrating the interaction of anisotropic strain with the dipole of WSe2. States 0, 1, 2, and 

3 represent different fine structures, in terms of splittings and phases. Ellipse is analog to the dipole, 

shape, and orientation present the splitting and phase information. The red and purple lines inside are 

the major (ai) and minor axes (bj, i, j= 1, 2, and 3) of the ellipse, helping to show the shape 

deformation. The bisector of red and blue lines (blue dashed line) in state 2 is aligned with the 

direction of external strain. State 0 is the ideally strain-free state, and states 1, 2, and 3 correspond to 

the annotations in (b). 

The splitting of the neutral exciton is identified in the polarization-dependent PL 

measurement. In Figure 4. 3(a), the intensity of neutral exciton (rightmost) at 30 K is not a 

constant, instead, it shows a periodical fluctuation. This observation indicates the presence 

of linear contributions in the signal. We interpret this observation as the effect of arbitrary 

strain(ua), which drives the state from 0 to 1 in panel (c). State 0 denotes a strain-free state, 

where the C3 symmetry is intact, and the corresponding wavefunction is drawn as a regular 

circle. By contrast, there is a symmetry reduction for state 1, which is associated with the 

presence of linear contributions. The major (red, a) and minor (purple, b) axes in state 1 are 
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not equal, a1≠b1. From states 0 and 1, readers can see the shifts in dipole shape and 

orientation, which is the demonstration of anisotropic strain's influence on symmetry. This 

ability is further verified by the interaction with active strain (upa). 

The intensity shifts of the exciton are a straightforward display of polarization. Generally, 

the intensity is vulnerable, hence we focus on the peak position shift: at each strain level, 

the exciton energies show a sinusoidal variation in the polarization-dependent spectra: 

𝑋 = 𝐴𝑚𝑝 ∗ sin (
𝑥 − 𝜃𝑝

90
) + 𝑦0 (4.4) 

Here, Amp is short for amplitude, which denotes variation of peak positions, corresponding 

to the splitting of two linear components. θp reads as the initial phase, illustrating the phase 

relationship between them. All the Amp and θp at different strain states are recorded and 

then plotted as a function of strain in Figure 4. 3(b). Interestingly, it shows a non-monotonic 

shift in Amp, we explain this observation by the interaction of the wavefunction of exciton 

with the anisotropic/pseudo-uniaxial strain. 

When active anisotropic strain (upa, simplified as the black arrows in panel (c)) is applied to 

state 1, the ellipse shows a similar shift, in terms of orientation and shape: a clockwise 

rotation, together with shape deformation, a1/b1> a2/b2. And the shift will be similar if the 

upa proceeds until it goes to state 2, where the angle bisector (the vertical dashed line) is 

along the strain. State 2 is the extreme state: a2/b2 is the minimum. After this, the strain will 

still rotate the wavefunction, whereas the shape of the ellipse will not go circularly, see state 

3(a3/b3> a2/b2). The states 1, 2, and 3 are annotated in Figure 4. 3(b). 

This process helps the reader to understand the evolution, quantitatively, it can be described 

by this model: 

Generally, an in-plane strain can be written as 

(
𝑢𝑥𝑥 𝑢𝑥𝑦

𝑢𝑥𝑦 𝑢𝑦𝑦
) (4.5) 

when anisotropic strain applies, the exciton effective Hamiltonian, describing the radiative 

doublet of bright excitonic states on the basis of σ+ and σ− polarizations, can be expressed 

via the pseudospin Pauli matrices 

𝐻 =
ħℬ

2
[𝜎𝑥(𝑢𝑥𝑥 − 𝑢𝑦𝑦) + 2𝜎𝑦𝑢𝑥𝑦] (4.6) 
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Here, uαβ are the components of the strain tensor, and ℬ is a constant. An overall shift of the 

exciton doublet center is omitted. We introduce the parameters u2 and θ, which describe the 

magnitude of anisotropic strain and its orientation in the (xoy) plane, 

𝑢𝑥𝑥 − 𝑢𝑦𝑦 = 𝑢2𝑐𝑜𝑠2𝜃, 2𝑢𝑥𝑦 = 𝑢2𝑠𝑖𝑛2𝜃, 𝑢2 = √(𝑢𝑥𝑥 − 𝑢𝑦𝑦)
2

+ 4𝑢𝑥𝑦
2 (4.7) 

Diagnosing the Hamiltonian in Eq. (4.6) determines the splitting, 

𝐴𝑚𝑝 = ℬ ∗ 𝑢2 (4.8) 

The angle θ describes the orientation of the polarization angle. Here, we get the splitting is 

proportional to the amplitude of anisotropic strain. The intercept, 0, in Eq.(4.8) denotes 

circular detection in absence of anisotropic strain, shown in state 0 Figure 4. 3 (c). 

In our case, the strain is comprised of an arbitrary strain (ua) and the strain by the 

piezoelectric actuator (upa). By coordinate system rotation,[38] upa can be written as: 

𝑢𝑝𝑎 = (
𝑢𝑥𝑥

𝑝 0

0 𝑢𝑦𝑦
𝑝 ) (4.9) 

and, we define anisotropy of strain by actuator up as: 

𝑢𝑝 ≡ 𝑢𝑥𝑥
𝑝 − 𝑢𝑦𝑦

𝑝 (4.10) 

In this coordinate, the arbitrary strain (ua) has a deflection angle φ, then 

𝑢𝑥𝑥
𝑎 − 𝑢𝑦𝑦

𝑎 = 𝑢𝑎𝑐𝑜𝑠2𝜙, 𝑢𝑥𝑦
𝑎 = 𝑢𝑦𝑥

𝑎 = (
𝑢𝑎

2⁄ )𝑠𝑖𝑛2𝜙 (4.11) 

the corresponding Amp reads 

𝐴𝑚𝑝 = ℬ√𝑢𝑝
2 + 𝑢𝑎

2 + 2𝑢𝑝𝑢𝑎𝑐𝑜𝑠2𝜙 (4.12) 

polarization angle θp goes: 

𝜃𝑝 = 𝜃0 ± 𝑎𝑛𝑔𝑙𝑒[𝑢𝑝 + 𝑢𝑎𝑐𝑜𝑠2𝜙, 𝑖(𝑢𝑎𝑠𝑖𝑛2𝜙)] (4.13) 

θ0 is a constant, accounting for the setup-induced offset, and i is the imaginary sign. Eqs. 

(12, 13) present the Amp and initial phase in Figure 4. 3(b) are quantitatively related to the 

arbitrary strain ua and strain by the actuator, in terms of magnitudes and orientations. 

Additionally, in this research, the single crystal PMN-PT is <110> cut, which features: 

𝑢𝑥𝑥
𝑝 − 𝑢𝑦𝑦

𝑝 = 𝑘(𝑢𝑥𝑥
𝑝 + 𝑢𝑦𝑦

𝑝 ) (4.14) 
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Generally, peak shift is proportional to the sum of them (𝑢𝑥𝑥
𝑝 + 𝑢𝑦𝑦

𝑝 ),[142] while the 

splitting of X is proportional to the difference between them (𝑢𝑥𝑥
𝑝 − 𝑢𝑦𝑦

𝑝 ).[109] Hence, Eqs. 

(4.12–4.14) establish the numerical relationship between the strain we apply and evolutions 

of Amp and phase we record. The lines in Figure 4. 3(b) represent the fitting results from 

this model. Around 1.743 eV, the strain state is along the angle bisector of the dipole, where 

the extrema (state 2) is achieved. 

Notably, the model and observation will not guarantee that we can always get a process with 

the turning point in between. The observation is determined by the arbitrary strain-induced 

states. if the orientation of state 1 is not far from the uniaxial strain direction we can get an 

observation like panel (b). Otherwise, we cannot. In some scanning, we also get the 

monotonic shift, which corresponds to the processes of rotation before (downwards) or after 

(upwards) state 2. 

In our case, the strain induced by the piezoelectric actuator is not large enough to counteract 

the arbitrary strain. At this emitter, we are not able to achieve the regular circle of the 

dipole, state 0. The strain magnitude is closely related to the possibility to see a turning 

point. 

We also try to analyze the peak intensity of neutral exciton. Unfortunately, we did not find 

a reliable regular. In the colormap of Figure 4. 3 (a), the phase difference between X and D0 

always keeps a constant, about 90 deg. In the specified analysis, we find the variations of 

phases (IX and ID0) are comparable to the phase difference of them, which dampens the 

credibility of this observation. Therefore, this section of results is not discussed here. 

In the last section, a power dependence is added. The discussion is related to Figure 3. 1(d) 

in Chapter 3. In this sample here, the peaks are more characteristic, therefore we can verify 

our understanding of interactions between exciton and charges from another prospective, the 

competition between exciton (X) and dark exciton (D0). 

From a comparison of the PL spectrum here and the reflectance contrast spectrum[143], we 

can deduce the conversion of hot excitons into other radiative species. Those relaxation 

processes are discussed in Chapter 3, determining optical performances, such as valley 

coherence. 
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Figure 4. 4 (a) Power-dependent spectra. Inset is the intensity ratio of neutral exciton and spin dark 

exciton D0. (b) The upper panel is the Feynman diagram of the scattering process. Superscript 

denotes the state: E is bounded in exciton, D0 is bounded in dark exciton, and b(t) is the bottom (top) 

bracket of the conduction band. The q means the momentum transfer. The bottom panel shows the 

corresponding initial (left) and final (right) states before/after the scattering. 

In the low excitation phase, the many-body effect is less prominent. The single-particle 

picture can help to understand the process. As shown in Figure 4.4 (b), the hot exciton (top 

left, with E as the superscript, with solid line denoting electron dashed line hole) pumped up 

by the laser, can transform into a spin dark exciton (bottom right, with D0 as the 

superscript). This process of very fast[160,161] in terms of thermodynamics, and 

energetically favorable. This process justifies the higher intensity of D- and D0 intensity at 

the lower power stage. We note some researchers [41,138]suggested other e-e scattering and 

e-exciton mechanisms for a transition from bright to dark excitons.  

With the increase of power, other species show a relative increase in intensity than D-. 

shown in panel (a), where all the intensities are normalized. This observation can be 

explained by the finite density of excess electrons. As illustrated in panel (b), the scattering 

process needs the assistance of the free electron (blue arrow, eb). Due to the limitation of 

excess electrons, higher injection of hot excitons at increased power cannot sufficiently 

transform into D0. The suppressed scattering process contributes to the higher relative 

intensities of the neutral exciton, as shown in the inset panel of Figure 4.4 (a). In the 

extremely low power stage, the irregularities in the dashed box derive from the high signal-

noise ratio. 

4.4 Conclusion and prospective 
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To summarize, we apply dynamically controlled anisotropic strain to the monolayer WSe2 at 

cryogenic temperature. We observe the fine structure of neutral exciton and record the 

evolution of their components with strain. The strain here is not high enough to completely 

remove the effect of arbitrary strain, which triggers to investigate higher-level strain tuning 

platforms as well as more versatile piezoelectric actuators. 
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5. Strain-induced modulation of quantum dot emissions at Si-

vacancy transitions 

The motivation of this chapter follows the former chapters, where monolithic anisotropic or 

isotropic single piezoelectric crystals are used. While the bulk devices show some limitations 

in terms of strain configuration and amplitude. Here, in this chapter, we discuss some micro-

fabricated piezoelectric platforms and integrate a 2-leg MEMS strain tuning platform with 

QDs-embedded nanomembranes. The corresponding manuscript is in preparation, Strain-

induced modulation of quantum dot emissions at Si-Vacancy transitions, Zhao An, Xin Cao, 

Jingzhong Yang, Maik Steinbach, Jürgen Koch, Peter Jäschke, Eddy P. Rugeramigabo, 

Fredrik Benthin, Rolf Haug, Michael Zopf, and Fei Ding. 

A 6-leg platform with QDs is finished.  

Qubit is the information unit in the envisioned quantum network. These years, multiple 

optical physical media have been developed, and photons from self-assembled quantum dots 

and negatively charged silicon-vacancy centers in diamonds are among the leading 

candidates. However, either of them is troubled by the incompatibility of the high brightness 

and long coherence time, which motivates us to investigate the hybridization of quantum 

dots and Silicon-vacancy. Here, we integrate a compact piezoelectric actuator with GaAs 

quantum dots embedded membrane, whose emission is around the zero phonon line of 

silicon-vacancy. In the cryogenic photoluminescence spectrum, we observe two different 

trions from the same quantum dot and find their binding energies show opposite evolutions 

with a strain. Our work deepens the understanding of quantum dots at zero phonon line of 

silicon-vacancy and facilitates the development of compact devices for the hybrid 

communication system. 

5.1 Introduction 

The pursuit of quantum communication networks spurs the development of quantum optics 

and related devices.[111] Quantum emitters, as one of the core devices inside, undergo great 

developments these years. On one hand, a series of solid-state emitters have emerged: self-

assembled quantum dots[96] (QDs), negatively charged silicon-vacancy centers (SiV-)[162] 

and nitrogen-vacancy centers [163] in diamonds are among the most promising candidates. 

On the other hand, different optical structures[114,164] and post-growth tuning techniques 
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have been reported, such as strain[91,165], magnetic[166,167], and electric[168,169] field 

tuning. All of these make the emitter system more versatile and accelerate the realization of 

a practical system.[114,170,171] 

While to date, no emitter is perfect for all the application scenarios. The emitters usually 

entail important compromises in their optical properties and quantum memory 

performances.[111] A prominent example is represented by GaAs QDs: they show an 

attractive combination of high brightness,[172–174] high indistinguishability,[175,176] high 

degree of entanglement,[174,177,178] and compatibility with optical structure and external 

fields.[91,165,168,169] However, QDs suffer from the phonon scattering from the host 

matrix, which reduces their coherence time greatly, usually on tens or hundreds of 

picoseconds for GaAs QDs polarization encoded qubits.[179] In contrast to QDs, SiV- 

enjoys a much longer spin coherence time, up to 10 ms at 100 mK.[180] Recently, it has 

been reported that its coherence time can be further extended by strain.[181] While the 

modulation of their emission wavelength and the fabrication of optical structures are less 

flexible.[111] Considering the complementary features, the hybridization of QDs and SiV- 

seems a more attractive option: the long coherence time of SiV- photon manifests its 

potential in the quantum memory, and other components in the quantum communication 

system can rely on the QDs and related optical devices. 

There are several stumbling blocks in this hybridization. The first refers to the optical 

performance of QDs, emitting around ZPL of SiV- (QD@SiV-). Generally, the optical 

properties of GaAs QDs are influenced by their confinements[182]. QDs under different 

confinements are driven by different physics and exhibit different radiative species and 

wavelengths.[183] So far, there are not many reports on the optical performance of the QDs 

@ SiV-. A second aspect is pointed to the random growth nature of QDs, which makes it 

almost impossible to find different QDs with identical properties. This feature manifests the 

necessity of a deliberate post-growth tuning method. Fortunately, both issues can be tackled 

by the strain tuning technique. 

These years, strain tuning technique for QDs has experienced considerable 

development.[91,106] Compared to the electric field,[184] strain can tune the wavelength 

without dampening the brightness. Interestingly, strain can eliminate the notorious fine 

structure splitting (FSS) by recovering the symmetry of QDs.[185,186] 
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Here, we integrate a QD-embedded membrane with a compact piezoelectric actuator. The 

structure of the piezoelectric actuator is deliberately defined so that it's able to apply 

position-resolved strain at cryogenic temperature. In the cryogenic PL spectrum, we observe 

two trions from a QD at SiV-, their binding energies exhibit opposite responses to the same 

strain. In our device, photons from two QDs (A and B, Figure 1(a)) are tuned to resonance 

by the same electric field, which we attribute to the different configurations of the strain. 

The role of strain is further identified by evolutions of FSS and polarization phase, which 

agrees well with the model. 

5.2 Sample fabrication 

Figure 5. 1(a) shows the sketch of our device, consisting of a MEMS piezoelectric actuator 

and a piece of QDs-embedded membrane (gray plate). The optical structure (bottom left of 

Figure 5. 1(a)) is grown on a 50 nm AlAs sacrificial layer by molecular beam 

epitaxy.[96,183] Subsequently, a standard photolithography and a wet-chemical etching are 

successively applied, releasing the membranes with the size of 120 × 160 𝜇𝑚2. After 

selection, a nano-membrane is transferred and held at the center of our piezoelectric actuator 

by a photoresist. The core part of actuator is an ‘H’ type structure PMN-PT 

([Pb(Mg1/3Nb2/3)O3]0.72-[PbTiO3]0.28), with two legs, each 1.5 mm long, 1.0 mm wide, 

separated by a 14.5 um groove. The final state of the sample is inset in the bottom right of 

Figure 5. 1(a). 

5.3 Results and discussion 

 

Figure 5. 1. (a) Schematic of position-resolved emitter system. Two exemplary QDs (A and B) are 

chosen from the membrane (light gray), either on top of or in the gap between the legs of the 

piezoelectric actuator. Y1 and Y2 denote the two directions along/orthogonal to the leg. The cross-

section of the membrane is displayed (bottom left) together with an optical microscopy image of the 

top view (bottom right). (b) Exemplary photoluminescence spectra of different QDs at 6 K. The 
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transitions are around the ZPL of SiV- (black, dashed line). (c) A second-order autocorrelation 

measurement for X photon . Red line are the fitting results, see main text for main information. 

To characterize the emission properties, we collect the photoluminescence (PL) spectrum at 

6 K, illuminated by a 532 nm cw laser. Figure 5. 1(b) presents a series of exemplary PL 

spectra, with peak clusters distributed in 723–727 nm, 730–734 nm, and 737–741 nm. Their 

primary peak configurations are similar, with a strong neutral exciton (X) peak on the 

rightmost and several derivative peaks on its left. The zero phonon line (ZPL) of SiV- (dot 

line) is within the range of our emissions. We select one QD and identify three prominent 

transition peaks as X, positive trion X+ and negative trion X- (red spectrum in Figure. 

5.1(b)). The verification of the transitions is detailed in the following section. To determine 

the single photon emission quality, second-order autocorrelation measurements are 

performed by sending the X photons to a Hanbury Brown and Twiss setup and the result is 

shown in Figure. 1(c). The anti-bunching coincidence histogram is modelled by the function 

g(2)(τ)= [(g(2)(0)-1)e
-|τ|
τc +1] *Ndet(σ), (5.1) 

where 𝜏𝑐 denotes the correlation time scale determined by the pumping and radiative decay 

process, 𝑁𝑑𝑒𝑡(𝜎) is the instrument response function, mainly determined by the limited time 

resolution of the avalanche photodiode (𝐹𝑊𝐻𝑀 = 443.0 ps). As shown in Figure 1(c), the 

sample exhibits a nice single photon emission feature, with g
exp
(2) (0) = 0.07 ± 0.3 (black dot) 

and g
fit

(2)(0) = 3.06 ×10−9± 0.03 (red curve). 

We continue to discuss the different trions in the spectrum. Temperature- and polarization-

dependent measurements are successively implemented to determine the origin of the 

transitions.  Temperature-dependent PL spectra of a randomly selected QD are stacked in 

Figure 5. 2(a), where all the emissions show redshifts with the increase of temperature. The 

integrated intensity reduction is further accessed by the Gaussian function and normalized in 

Figure 5. 2(b). The X+ peak decreases faster than the others, which indicates a stronger 

scattering effect induced by temperature. Meanwhile, we collect the polarization dependence 

of PL spectra, by inserting a half wave-plate before a linear polarizer in the signal arm. We 

note that X shows a sinusoidal variation, which originates from the linear contribution of the 

signals in the presence of FSS. By contrast, the peak positions of X+ and X– keep constants, 

which agrees with a previous report of the trions, whose polarizations are influenced by the 
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extra charges.[187,188] Based on these observations and previous reports,[189] we argue X+ 

is associated with a positive trions, and X– comes from a negative trion, because the mobility 

of the hole is more sensitive to the temperature-induced scattering. 

 

Figure 5. 2. (a) Temperature dependence of emissions from 6 K to 60 K. (b) Comparison of 

temperature-dependent integrated intensities of X+, X-, and X, normalized by their intensities at 6 K. 

The dashed lines are exponential decays to guide the eyes. (c) Traces of all emissions energies as a 

function of polarization angle. The horizontal axis corresponds to the detuning of photons energies. 

(d) Strain dependence of emissions of QD, showing reversible tuning of spectral properties with the 

electric field. (e) Opposite binding energy evolutions of X+ (black) and X- (blue) to the same strain, 

black (blue) data points are linearly fitted as a function of the energy of neutral exciton. 

We continue to discuss strain dependence of trions. Here, a source-meter (Keithley 2410 

SMU) is used to drive the piezoelectric actuator. In this work, the top gates are grounded, in 

the case of electric doping to the nanomembrane. In Figure 5. 2(d), all the emissions show 

reversible shifts with the electric field applied to the actuator. We note there is a non-linear 

stage in the upper half, which is related to the hysteresis of the piezoelectric single 

crystal.[190] To get rid of this, we use the energy of X as the strain gauge in the following 

discussion. 

In Figure 5. 2(e), we compare the strain dependence of X– and X+ to the same strain. We find 

their binding energies (EB(X+) and EB(X-)) show linear but opposite shifts, which can be 

interpreted by the interaction of strain with their wave functions. According to empirical 

pseudo-potential calculation[191], the shift of binding energy can be written as: 
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ΔEB(X+) ≈ ΔJeh − ΔJhh, (5.2) 

ΔEB(X-) ≈ ΔJeh − ΔJee, (5.3) 

where, Jee, Jhh, and Jeh are Coulomb integrals between the lowest electron and highest hole 

states. The definition goes as[182] 

𝐽𝜇𝜇′ = ∬ 𝑑𝑅𝑑𝑅′
[Ψ𝜇(𝑅)]

∗
[Ψ𝜇′(𝑅′)]

∗
[Ψ𝜇′(𝑅′)][Ψ𝜇(𝑅)]

𝜖(𝑅, 𝑅′)|𝑅 − 𝑅′|
(5.4) 

R or R′ is the Bohr radius of the electron or hole. μ and μ′ are electrodes or holes, ε is the 

phenomenological microscopic dielectric functions. 

From Eq. (5.4), Coulomb integrals are determined by the dispersion of the wave functions 

(ψ(R)). In the presence of a compressive strain, the wave functions at the conduction (valence) 

band edge become more localized (delocalized, shift in R), resulting in ∆Jhh <0 < ∆Jeh < 

∆Jee.[191] Therefore, we can get ΔEB(X+) >0, and ΔEB(X-) <0 in Eqs. (5.2) and (5.3), which 

justifies the opposite slopes in Figure 5. 2(e). 

In good consistency with this modeling, Gustavo A. N. and coworkers[182] report their 

calculations on the values of binding energies. In their configuration interaction model, they 

treat the strain as a perturbation, encoding its effect into the external potential in the 

Schrödinger equation. Their final results agree with our observations as well. 

 

Figure 5. 3. Characterization of the optical response of QDs in the membrane to the different types of 

strain fields. (a) Comparison of the spectral feature of the neutral excitons at QDs A and B (see Figure 

1(a)), as a function of the electric field applied to the piezoelectric actuator.  (b) and (c) show the 

evolutions of FSS (black) and phase (blue) as a function of exciton energy. The distinction indicates 

the different strain configurations between the two QDs. (d) Polar plots of the polarization at the 

different strain conditions 1, 2, and 3 as denoted in (c). Orientation and amplitude represent phase and 

FSS, respectively. All plots have an axis scale of 45 μeV. 
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We continue to discuss the ability of this MEMS piezoelectric actuator by highlighting the 

resonance of the uncorrelated QDs in the same membrane. Figure 5.3(a) traces X emissions 

from QD A and B by applying a sequence of electric field values to the piezoelectric actuator. 

Two QDs A and B are selected: QD A is located in the nanomembrane glued to the leg of the 

piezoelectric actuator and QD B is in the portion of the nanomembrane on top of the gap 

between the legs, as shown in Figure 1(a). In contrast to QD A, the energy shift of QD B 

suggests that the dot experiences gradually either enhanced tension or released compression 

from 25 kV/cm to 50 kV/cm. With increasing electric field, the spectra of QD B exhibit a 

redshift with a magnitude that is almost twice the magnitude of the blueshift observed in QD 

A . The shift of QD A is similar to the observation in Figure 5.2(d), triggered by a compressive 

strain. On the contrary, the shift of QD B is apparently driven by a tensile strain, which 

originates from the contraction of the two legs. These performances can be understood in the 

following way: For QD A, the compressive strain along the orthogonal directions Y1 and Y2 

can be expressed by 

𝑠𝐴
Y1 = −k1× Ep + 𝑓(𝑠𝐵

Y1) (5.5) 

𝑠𝐴
Y2 = −k1× Ep (5.6) 

where k1 and Ep are the piezoelectric coefficient and electric field applied on the piezoelectric 

actuator, respectively. The negative signs denote compressive strains.  Here, we use the same 

piezoelectric coefficient along two directions, because the PMN-PT single crystal is <100> 

cut. The last item denotes the difference in Y1 and Y2 direction, which is contributed by 

asymmetric boundary condition and influence of suspended section of membrane. The strain 

at QD B is quite different: under a positive electric field, it experiences the same tensile strain 

as QD A along the Y2 direction with the same magnitude, but with a distinguished tensile 

strain along the Y1 direction, 

𝑠𝐵
𝑌1 = 2 × η × k

1
× Ep, (5.7) 
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𝑠𝐵
Y2 = −k1× Ep (5.8) 

η is the strain transfer coefficient from the actuator to the membrane, approaching 1. 

This configuration of strain field is further verified in terms of  FSS and polarization angle of 

QDs A and B. In Figure 5.3(b), we observe that while FSS and polarization angle of QD A 

vary monotonically, there is a turning point in the FSS and a step-like evolution of the 

polarization angle for the QD B, in Figure 5.3(c).  Generally, the isotropic strain cannot 

reshape or rotate the wave functions of QDs. The evolutions in Figures 3(b) and (c) argue the 

anisotropy of strain fields at QDs A and B, which agrees with the Eqs. (4) and (5). An 

anisotropic strain (uniaxial strain for example) applied to a QD can introduce a change in 

symmetry, affecting the FSS and the polarization angles of the X states. The corresponding 

Hamiltonian can be written as 

H = H2v + Hc1 + sVs(𝒏). (5.9) 

Here, H2v and Hc1 are the contributions from reduced C2v and C1 symmetries, respectively. s 

is the maganitude of strain, sVs(𝒏) is the potential contributed by the external strain and n 

denotes the direction dependence of strain. 

H = (
E̅ + c + a1 × s k + b × s

k + b × s E̅ − c + a2 × s
) , (5.10) 

where, a1 = ⟨1|Vs|1⟩ ,  a2 = ⟨2|Vs|2⟩, k = ⟨1|Hc1|2⟩ ,  𝑏= ⟨1|Vs|2⟩ , E̅ + c = ⟨1|H2v + Vc1|1⟩, E ̅ −

c = ⟨2|H2v + Vc1|2⟩, |1⟩ |2⟩ are wave functions of two bright excitons. To get the FSS, we 

determine the eigenvalues by diagnosing the Hamiltonian: 

FSS = √4(b × s + k)2 + (a × s + 2c)2, (5.11) 

a = a1 – a2. The phase(𝜃±) can be expressed as 

tan(θ±  −  θ0)  = 
−2c − a × s ∓ √4(b × s + k)2 + (a × s + 2c)2

2(b × s + k)
 . (5.12) 

Here, we introduce a constant θ0 as the offset, to account for phase deviation. 

Eqs (5.11, 5.12) associate strain s with the FSS and phase, quantitatively.  

Because exciton energy is proportional to the strain 

EX = EX,0 + k2 × s, (5.13) 
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EX,0 is the X energy at a strain-free state and k2 is the transforming matrix to associate a strain 

and its energy shift. 

Interestingly, we find that FSS is always positive, with a minimum value. Experimentally, in 

Figure 5.3(c), the strain dependence of FSS at QD B presents a minimum value less than 10 

μeV, at about 1.7118 eV. At the same strain level, a step-like evolution of polarization angle 

occurs. We note that such a turning point in the magnitude of FSS is not always present, 

depending on the strength and direction of strain, as suggested by the last item of Eq. (5.9). 

The strain dependence of QD A is an example, where the FSS and polarization angle both 

demonstrate monotonic shift with strain. Actually, readers can regard this process as a phase 

between state 1 and state 2 for QD B.  

Below, we combine the results in Figure 5.3(c) and (d) to draw the whole picture of strain 

dependence. The three states in Figure 5.3(c) correspond to the three points in Figure 5.3(d). 

At state 1, the FSS the is about 40 μeV, and polarization angle is 5 deg. While a compressive 

strain applies, the FSS decreases, which corresponds to the contraction of magnitude in panel 

(d). Meanwhile, polarization angle shows a gentle increase, see the anti-clockwise rotation in 

panel (d). The shifts magnitude of FSS and polarization angle agree with parabola and inverse 

tangent curves, suggested by the Eqs. (5.11) and (5.12). If the strain continues, the case is 

similar until it approaches state 2, where the shift of FSS is slow and FSS gets the minimum, 

while the polarization angle presents a rapid shift. The case at state 3 is similar to that at state 

1, the same rotation direction but a higher magnitude of FSS. In this sample, the edges of 

nanomembranes are not perfectly aligned with the cleavage planes ({110}), so the minimum 

value of FSS does not go down to zero (< 1μeV). 

5.4 Conclusion and prospective 

To summarize, we performed cryogenic PL research on QDs at SiV-, reporting that differently 

trions show opposite shifts in response to the same strain. Since the device can apply position-
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dependent strain, in principle, we can always find two QDs and tune them into resonance, 

which is luring for a compact photonic circuit. Behind the optical performance is the 

interaction of strain with their wave functions. 

In this study, we are not able to eliminate the FSS (<1 μeV), which results from the imperfect 

alignment of membrane edges with the cleavage planes ({110}). The strain performance 

should be increased if the photoresist holding the membrane is completely removed. 

Besides the 2-leg device we discussed, a 6-leg strain tuning platform is integrated with the 

low-dimensional emitter system, as below. 

 

Figure 5. 4. (a) Schematic of six leg devices. (b) A prototype of the strain tuning platform. The Aa, 

Bb, and Cc are three pairs of legs. The membrane is 200 × 250 μm2. (c) IV curves for the film (20 

μm thick) piezoelectric single crystal strain tuning device. (d) IV curves for bulk (300 μm thick) 

piezoelectric single crystal strain tuning device. Panel (a) adapted from the SPP 2244 proposal. With 

permission from Fei Ding. 

In Figure 5.4(a), the integrated 2D TMDs heterobilayer with a 6-leg platform is sketched. 

Compared to the 2-leg one, the 6-leg platform is more flexible: the 6-leg device can change 

the anisotropy of strain and orientation of strain. Ideally, we can put the membrane in 

between, without the concern about the alignment. The second aspect derives from the three 
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pairs of legs: two of them can be used to apply anisotropic strain, and the third pair can tune 

the wavelength. Considering the discussion in chapter 4, a 6-leg platform is envisioned to be 

able to achieve a regular circular of the wave function and meanwhile tune the photon 

energy around. 

Even as the best piezoelectric material, PMN-PT still owns a quite limited d33, on the order 

of magnitude of 2000 pC/N, which requires a very high voltage to induce observed shift. 

For bulk materials used the chapters 3 and 4, the coercive field is about 1.6 kV/cm or 48 V, 

Figure 5. 4(d). Here, a thin film piezoelectric is used, according to multiple IV curves 

measures, the voltage to achieve a coercive field is about 6 V, Figure 5. 4(c). which benefits 

the integrated devices for other measurements, such as ARPES and applications. Generally, 

the magnitude for signal modulation is not higher than 15V. 

A comparable strain strategy is reported by Xiaodong Xu and coworkers[192,193]. 

Compared to their 2-leg device, our 2-leg platforms should be further developed for a higher 

strain magnitude. And the 6-leg one shows some advantages. 
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6. Appendix  

 

1. Power dependence degree of Polarization Tt and Ts 

We can now write the polarization of excitons (with NX denoting the exciton density) as 

0 < 𝑃(𝑋) =
𝑁𝑋

𝐾 − 𝑁𝑋
−𝐾

𝑁𝑋
𝐾 + 𝑁𝑋

−𝐾 < 1 (𝑎. 1) 

According to the optical selection rules, P(X) is positive. 

Similarly, the P(e) goes as  

−1 < 𝑃(e) =
𝑁e

K − 𝑁e
K′

𝑁e
K + 𝑁e

K′ < 0 (a. 2) 

Now we explain why P(e) is negative. Some researchers[138] suggested the exciton 

polarization mechanism: when pumped up in K valley, hot excitons can affect the 

distribution of excess electrons, which results in the preference of excess electrons located 

in the K′ valley. The reason behind this lies in the triplet trion is a phonon-aided process, 

while the singlet trion is a spin-flip process, which is less likely to happen than the phonon-

aided process. In terms of lifetime, the triplet is shorter than the singlet,[194] which justifies 

this assumption.  

According to the definition of Dop, the polarization of Tt writes as 

𝑃(𝑇𝑡) =
𝑁𝑐𝑜 − 𝑁𝑐𝑟

𝑁𝑐𝑜 + 𝑁𝑐𝑟

(𝑎. 3) 

The composition of Tt in K valley, shown in Figure 3.1(b) 

𝑇𝑡
𝐾 ⟺ 𝑒𝐾′

+ 𝑋𝐾 (𝑎. 4) 

 

𝑃(𝑇𝑡) =
𝑃(𝑋) − 𝑃(𝑒)

1 − 𝑃(𝑋)𝑃(𝑒)
(𝑎. 5) 

Similarly, 

𝑃(𝑇𝑠) =
𝑃(𝑋) + 𝑃(𝑒)

1 + 𝑃(𝑋)𝑃(𝑒)
(𝑎. 6) 
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From the equations, we can also deduce the dependence of Dop on the density of X and e. 

𝑃(𝑇𝑡) − 𝑃(𝑇𝑠) =
2𝑃(𝑋)[1 − 𝑃(𝑒)2]

[1 − 𝑃(𝑋)𝑃(𝑒)][1 + 𝑃(𝑋)𝑃(𝑒)]
(𝑎. 7) 

Eqs.(a.1, a.2, a.7) justify the P(Tt)> P(Ts) in the Figure 3. 1(d). 

 

2. Rate equation model for MoSe2 

Our rate equation model fits MoSe2 as well. With similar notations and physical meanings, 

the model for MoSe2 goes as  

𝑑𝑁𝑀𝑜,𝑋
𝐾

𝑑𝑡
= 𝑝𝑢𝑚𝑝 −

𝑁𝑀𝑜,𝑋
𝐾

𝜏𝑀𝑜,𝑋
− 𝑁𝑋

𝐾
𝑁𝑀𝑜,𝑒

𝐾′

𝜏𝑀𝑜
𝑏 −

𝑁𝑀𝑜,𝑋
𝐾 − 𝑁𝑀𝑜,𝑋

𝐾′

𝜏𝑀𝑜
𝑉

(𝑎. 8) 

𝑑𝑁𝑀𝑜,𝑇
𝐾

𝑑𝑡
= −

𝑁𝑀𝑜,𝑇
𝐾

𝜏𝑀𝑜,𝑇
+

𝑁𝑀𝑜,𝑋
𝐾 𝑁𝑀𝑜,𝑒

𝐾′

𝜏𝑀𝑜
𝑏 −

𝑁𝑀𝑜,𝑇
𝐾 − 𝑁𝑀𝑜,𝑇

𝐾′

𝜏𝑀𝑜
𝑉  

𝑑𝑁𝑀𝑜,𝑒
𝐾

𝑑𝑡
=

𝑁𝑀𝑜,𝑇
𝐾′

𝜏𝑀𝑜,𝑇
− 𝑁𝑒

𝐾
𝑁𝑀𝑜,𝑋

𝐾′

𝜏𝑀𝑜
𝑏  

Again, above is the case for K valley, the case for K′ goes below 

𝑑𝑁𝑀𝑜,𝑋
𝐾′

𝑑𝑡
= −

𝑁𝑀𝑜,𝑋
𝐾′

𝜏𝑀𝑜,𝑋
− 𝑁𝑋

𝐾′ 𝑁𝑀𝑜,𝑒
𝐾

𝜏𝑀𝑜
𝑏 −

𝑁𝑀𝑜,𝑋
𝐾′

− 𝑁𝑀𝑜,𝑋
𝐾

𝜏𝑀𝑜
𝑉

(𝑎. 9) 

𝑑𝑁𝑀𝑜,𝑇
𝐾′

𝑑𝑡
= −

𝑁𝑀𝑜,𝑇
𝐾′

𝜏𝑀𝑜,𝑇
+

𝑁𝑀𝑜,𝑋
𝐾′

𝑁𝑀𝑜,𝑒
𝐾

𝜏𝑀𝑜
𝑏 −

𝑁𝑀𝑜,𝑇
𝐾′

− 𝑁𝑀𝑜,𝑇
𝐾

𝜏𝑀𝑜
𝑉  

𝑑𝑁𝑀𝑜,𝑒
𝐾′

𝑑𝑡
=

𝑁𝑀𝑜,𝑇
𝐾

𝜏𝑀𝑜,𝑇
− 𝑁𝑒

𝐾′ 𝑁𝑀𝑜,𝑋
𝐾

𝜏𝑀𝑜
𝑏  

 

3. Ab initio calculation and related time constant calculations 

3.1 Basic information on density functional theory calculation 

A density functional theory (DFT) calculation is performed to reveal the micro effect of 

strain on the low energy bands at K valley that constitute relevant excitons and trion 

observed experimentally.  
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The DFT calculations are performed using the WIEN2K code[195]. The crystal structure of 

the strained WSe2 monolayer is generated using the Atomic simulation environment (ASE) 

python package.[196] We consider the PBEsol exchange-correlation function[197], a 

Monkhorst-pack k-grid of 15×15 and self-consistent convergence criteria of 10-2 mRy/Bohr 

for the force, 10-6 e for the charge and 10-6 Ry for the energy.  

For the heterostructures, the core-valence energy separation is chosen as -6 Ry, and the 

atomic radius is set to 9. For the inclusion of SOC, core electrons are considered fully 

relativistically whereas valence electrons are treated in a second variational step,[198] with 

the scalar-relativistic wave functions calculated in an energy window of −10 to 2 Ry. At 

zero strain, we found an equilibrium, in-plane lattice parameter of 3.2706 Å and a thickness 

of 3.3516 Å. We emphasize that for every strain value, the atomic structure is fully relaxed 

without SOC.[57] 

3.2 Lifetime of the exciton 

The calculated excitation lifetime uses the following formula: [199] 

𝜏𝑋
𝑟𝑎𝑑 =

ℏ𝜘𝑏𝜔𝑊,𝑋
2 𝑚0

2

𝑞𝑒2|𝑝𝑐𝑣|2|𝜙(0)|2
(𝑎. 10) 

where 𝜘𝑏 is the environmental high-frequency dielectric constant, here we use 5, 

corresponding to an hBN-encapsulated monolayer. ωW,X is the exciton resonance frequency 

determined by the band gap and binding energy, pcv is the interband momentum matrix 

element, φ(r) is the exciton wavefunction and 𝑞 = √𝜘𝑏𝜔0 𝑐⁄ . 

Using ab initio calculations of the band structure of monolayer with a strain and variable 

calculations[200] to strain. Our results are shown in Figure 3. 4(c). 

3.3 Triplet-singlet valley scattering time 

Triplet-singlet valley scattering time consists of a pair of electron-hole hopping from one 

valley to the other, conserving the total momentum and spin. As in the exciton case, several 

possible channels, such as trion-trion, trion electron-hole exchange, trion phonon, and trion-

impurity interactions, can contribute to the intervalley triplet-singlet scattering of trions. The 

triplet to singlet scattering time can be estimated using the following formula: 

𝜏𝑇
𝑒𝑥𝑐 =

8ℏ(𝑞𝜏𝑇
𝑟𝑎𝑑)

2

𝑀
(𝑎. 11) 
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where, 𝑀 = 𝑚𝑒 + 𝑚ℎ is the effective mass of exciton. The quadratic dependence of the 

intervalley depolarization time on the radiative time indicates a significant sensitivity of the 

intervalley scattering of a trion singlet-triplet pair to external control. 
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7. Conclusion and outlook 

Conclusion 

Strain tuning applies to the low-dimensional emitter systems, however, it's much more 

challenging to apply strain at cryogenic temperatures. Compared to the multiple methods at 

room temperature, the strategy and tuning range at cryogenic temperature is limited. 

In this thesis, we report several attempts to investigate responses of low dimensional emitter 

systems at cryogenic temperatures: 

On the biaxial bulk piezoelectric actuator, hBN encapsulated monolayer WSe2 is 

transferred. Once excited by the circularly polarized laser, the degree of circular 

polarizations of different radiations shows their corresponding strain dependences, which 

inspires the manipulation of valley depolarization/dephasing. 

On the anisotropic bulk piezoelectric actuator, a similar sample is transferred. The narrow 

linewidth allows us a deep insight into the fine structures. The interaction between exciton 

wavefunction and anisotropic strain provides a new strategy to control the emitter system. 

A drawback of cryogenic temperature strain tuning is its flexibility. Here, a designed 

MEMS platform is fabricated. From the results of a 2-leg strain tuning platform with QDs, 

the 2-leg device works well, it helps to unveil the opposite strain dependence of positive and 

negative trions. Importantly, this device applies to the integration with 2D TMDs flakes. 

Outlook 

The current work on the strain tuning platform is not satisfactory: 

1, A higher-level strain tuning platform needs to be developed. With higher strain, the 

research will not be limited to qualitative investigations. In the meanwhile, another group 

achieve a higher level of strain via a commercial 2-leg device, which motivated the 

development of more mature devices. 

2, A differentiated strain platform is required. These days, more and more interest is in the 

hetero-bilayer or homo-bilayer systems. Previous theoretical work describes a picture that 

the local atom landscape (twist angle and lattice constants) can be tuned by differentiated 
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strain. Some researchers envision the potential application of such a platform in signal 

processing and switching. 

3, Strain tuning can be hybridized with some other optical technologies. In some roadmap 

for a lab-on-chip system, the integration with a gate tuning technology is envisioned. Due to 

the nice compatibility, multiple functional modules developed by the Si photonics 

technologies can migrate here, such as parametric nonlinear sources, electro-optic 

modulators, and cavities. All this progress helps the 2D TMDs or QDs emitters to walk a 

step further. 

4, In Chapter 3, we explain the interaction of strain with neutral excitons in WSe2, while the 

interaction of trion with strain is not fully understood.  
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