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Abstract

This thesis proposes a novel approach for assessing the quality objectively of
knowledge graphs, with a particular focus on the Open Research Knowledge Graph
(ORKG). The ORKG is a community-driven open platform that aims to make re-
search contributions more discoverable, accessible, and reusable. As a critical com-
ponent of modern information systems, knowledge graphs enable effective data in-
tegration, discovery, and retrieval. However, assessing the quality of these graphs is
challenging, given their complexity and heterogeneity.

The main problem addressed in this thesis is to develop an approach to assess
the quality of knowledge graphs, with a particular emphasis on completeness and
accuracy, in the context of the ORKG. The proposed approach is based on a set
of quality measures that evaluate different aspects of completeness and accuracy,
and it leverages the Knowledge Graph Maturity Model (KGMM) as a framework for
assessing the maturity level of the ORKG.

The solution is evaluated empirically using a set of ORKG curation grants, and
the observed results demonstrate that the proposed approach can effectively identify
gaps in completeness and accuracy, and provide a comprehensive assessment of the
quality of the ORKG. This assessment can help the ORKG community to prioritize
curation efforts and improve the quality of the ORKG.

Overall, this thesis contributes to the field of knowledge graph quality assess-
ment by proposing a comprehensive approach for assessing the quality of knowledge
graphs, and demonstrating its effectiveness in the context of the ORKG. The pro-
posed approach has the potential to be applied to other knowledge graphs, enabling
better data integration, discovery, and retrieval in various domains.

II





Zusammenfassung

In dieser Arbeit wird ein neuartiger Ansatz zur objektiven Bewertung der Qualität
von Wissensgraphen vorgeschlagen, wobei der Schwerpunkt auf dem Open Research
Knowledge Graph (ORKG) liegt. Der ORKG ist eine von der Gemeinschaft be-
triebene offene Plattform, die darauf abzielt, Forschungsbeiträge besser auffindbar,
zugänglich und wiederverwendbar zu machen. Wissensgraphen sind ein wichtiger
Bestandteil moderner Informationssysteme und ermöglichen eine effektive Datenin-
tegration, -suche und -abfrage. Die Bewertung der Qualität dieser Graphen ist jedoch
angesichts ihrer Komplexität und Heterogenität eine Herausforderung.

Das Hauptproblem, das in dieser Arbeit behandelt wird, ist die Entwicklung eines
Ansatzes zur Bewertung der Qualität von Wissensgraphen, mit besonderem Schwer-
punkt auf Vollständigkeit und Genauigkeit, im Kontext des ORKG. Der vorgeschla-
gene Ansatz basiert auf einer Reihe von Qualitätsmaßstäben, die verschiedene As-
pekte der Vollständigkeit und Genauigkeit bewerten, und er nutzt das Knowledge
Graph Maturity Model (KGMM) als Rahmen für die Bewertung des Reifegrads des
ORKG.

Die Lösung wird empirisch anhand einer Reihe von ORKG-Kuratoren evaluiert.
Die Ergebnisse zeigen, dass der vorgeschlagene Ansatz effektiv Lücken in der Voll-
ständigkeit und Genauigkeit identifizieren kann und eine umfassende Bewertung der
Qualität des ORKG ermöglicht. Diese Bewertung kann der ORKG-Gemeinschaft
helfen, Prioritäten bei der Kuratierung zu setzen und die Qualität des ORKG zu
verbessern.

Insgesamt leistet diese Arbeit einen Beitrag zur Bewertung der Qualität von Wis-
sensgraphen, indem sie einen umfassenden Ansatz zur Bewertung der Qualität von
Wissensgraphen vorschlägt und dessen Wirksamkeit im Kontext des ORKG demon-
striert. Der vorgeschlagene Ansatz hat das Potenzial, auf andere Wissensgraphen
angewendet zu werden, um eine bessere Datenintegration, -suche und -abfrage in
verschiedenen Bereichen zu ermöglichen.
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Chapter 1

Introduction

In this chapter, I define my aims and establish the fundamental purpose of my thesis.
This chapter is organized as follows: Part 1.1 describes the fundamental motivator
for the thesis project, whereas Section 1.2 details the precise aims I expect to achieve
based on this motivation. Lastly, Section 1.3 discusses the thesis’ general framework.

1.1 Motivation

Academic research has expanded rapidly in recent years, resulting in an increase in
the number of research articles published. As a result, keeping up with the latest re-
search is difficult for researchers. Finding relevant studies, comparing and replicating
results, and having one’s contributions recognized for their quality are all difficult
tasks. Traditional scholarly communication methods, which rely on documents, are
insufficient because they are incapable of organizing and presenting research knowl-
edge in a machine-readable format. This method is inefficient because researchers
must spend a significant amount of time searching for and interpreting study re-
sults from PDF files. It is a wasteful, time-consuming, and inefficient method of
disseminating research findings.

The Open Research Knowledge Graph (ORKG)1 represents a promising devel-
opment in the field of scholarly communication. The ORKG aims to organize re-
search articles using crowdsourcing, transforming scientific information into human-
and machine-actionable knowledge. This platform enables whole new forms of ma-
chine aid, assisting researchers in locating important contributions to their domain
and generating comparisons and reviews, which allows experts to compare different

1https://orkg.org
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Chapter 1. Introduction

study publications so that similarities and differences between individual studies can
be easily identified.This feature can help researchers make more informed decisions
and gain more accurate insights, contributing to scientific knowledge.

The ORKG is a community-driven platform that aims to improve the quality of
research communication. It provides researchers with the ability to explore knowl-
edge in whole new ways, communicating discoveries across disciplines. By using
the ORKG, researchers can share research findings in a machine-actionable format,
making it easier for other researchers to discover and use the knowledge generated.

One of the ORKG’s main advantages is that it allows academics to identify new
correlations between study findings. By connecting relevant research articles, the
ORKG can facilitate the identification of previously unknown ideas. The ORKG can
also help researchers uncover relevant studies in their field of interest by improving
the discoverability of research findings.

However, to realize the full potential of the ORKG and other research knowledge
graphs, it is crucial to ensure the quality of the information presented on the platform.
The quality of the research knowledge graph can have a considerable influence on
the reliability and trustworthiness of the knowledge provided, as well as the usability
and engagement of the research community.

The quality of knowledge graphs is a crucial issue in their effectiveness in various
applications. While researchers have developed several quality assessment techniques
and models to ensure the quality of knowledge graphs, the increasing complexity and
volume of data have highlighted the need for a more comprehensive framework for
assessing their maturity.

The Knowledge Graph Maturity Model (KGMM) [20] is a recent development
that provides a structured and systematic approach to evaluating the quality and
maturity of a knowledge graph. By assessing factors such as data completeness,
accuracy, and consistency, the KGMM can help researchers identify areas for im-
provement and enhance the usability and engagement of research knowledge graphs,
such as the Open Research Knowledge Graph (ORKG). This has the potential to
contribute significantly to the advancement of scientific discovery and innovation.
Therefore, the following research questions arises:

RQ1: How can the quality of the ORKG’s comparisons be objectively evaluated
using the Knowledge Graph Maturity Model (KGMM)?

RQ2: What insights can be gained by objectively evaluating the quality of the
ORKG ’s comparisons using the Knowledge Graph Maturity Model (KGMM)?

Ensuring the quality of research knowledge graphs is a complex issue that involves
multiple factors. To improve research communication and facilitate the discovery of
new insights, it is necessary to develop an analysis process that assesses individual

2



1.2. Goals

characteristics of knowledge graph quality. By identifying areas for improvement
in these characteristics, we can enhance the overall quality of the knowledge graph,
leading to increased usability and engagement by the research community

1.2 Goals

The goal of this thesis is to evaluate the quality of the graph-based comparisons in
ORKG by considering a subset of characteristics from the Knowledge Graph Maturity
Model (KGMM) [20].

The comparisons in ORKG are presented in the form of graph structures, and the
focus is on evaluating the quality of these graphs. One way to measure the quality
of knowledge graphs in ORKG is by analyzing the comparisons feature, which allows
users to identify similarities and differences between individual contributions or re-
search articles in the same field of study. By comparing contributions, researchers
can gain a better understanding of the relationships between different pieces of in-
formation.

Furthermore, by analyzing comparisons, researchers can evaluate the accuracy,
completeness, and consistency of the information presented in the ORKG. If many
contributions in a comparison are found to be inconsistent or incomplete , this could
indicate a problem with the overall quality of the knowledge graph in that domain.
Conversely, if most contributions are consistent and complete, this would suggest a
high-quality knowledge graph.

To reach this purpose, I consider the characteristics and measurements described
in the KGMM, which divides measures into three categories: essential, important,
and useful [20]. Essential measurements are crucial for creating a mature knowledge
graph, whereas important measures aid in maturation and useful measures are not
necessary but provide value to the knowledge graph.

In the Knowledge Graph Maturity Model (KGMM), levels refer to different stages
of maturity in the development of a knowledge graph. There are five levels in the
KGMM, each representing a higher degree of maturity and sophistication in the
knowledge graph. At level 1, the knowledge graph should be made publicly available
on the internet with an open license that satisfies certain quality criteria.

As ORKG has almost met the measures for Level 1, it can be said that it has
achieved a basic level of maturity. However, to advance further, it’s crucial to focus on
the measures required for Level 2, which is called Completeness, and also Hussein [20]
considers the presence of complete and up-to-date data as a crucial component of
achieving maturity in knowledge graphs.

3



Chapter 1. Introduction

Level 2 includes 8 measures divided into two categories: essential and important.
The essential ones are almost provided in ORKG, but four measures remain to be im-
plemented. Specifically, I consider the measures of instance completeness, population
completeness, property completeness, and semantic accuracy, which are categorized
as important measures.

Based on the KGMM, assessing the quality of comparisons in ORKG through
a (semi-)automated analysis process is the aim of this study. By evaluating the
subset of measures defined in Level 2 of the KGMM, I can identify the strengths
and weaknesses of the graphs and derive insights into the current quality. I conclude
with recommendations on how the quality of the graphs can be improved to achieve
a higher level of maturity in knowledge graphs. Overall, the goal of this thesis
is to contribute to the improvement of the quality of graph-based comparisons in
ORKG and to provide recommendations for future development of the platform. The
outcome of this research will be a valuable resource for researchers and practitioners
who are interested in graph-based comparisons and the assessment of the quality of
knowledge graphs.

1.3 Structure

This thesis focuses on the quality assessment of knowledge graphs , which have be-
come increasingly important in various domains. Chapter 2 provides an overview of
knowledge graphs, their significance, and the state-of-the-art techniques and chal-
lenges associated with their quality assessment. This chapter also introduces the
Knowledge Graph Maturity Model (KGMM) and evaluates its strengths and weak-
nesses. Chapter 3 covers related work on challenges, approaches, and techniques for
knowledge graph quality assessment, as well as trends and future directions in this
field.

Chapter 4 details the proposed approach for quality assessment of knowledge
graphs, which includes completeness and accuracy as the main quality measures.
This chapter explains how completeness is evaluated for property, instance, and pop-
ulation completeness, while semantic accuracy is assessed to ensure the correctness
of the knowledge graph’s relationships.

Chapter 5 presents the evaluation of quality measures, analysis of ORKG cura-
tion grants, and evaluation of completeness through different approaches. Finally,
Chapter 6 discusses the strengths and limitations of the proposed approach and con-
cludes with future work that can further enhance the quality assessment of knowledge
graphs.

4



Chapter 2

Background

Chapter 2 of this thesis presents a comprehensive overview of the key concepts and
frameworks in knowledge graph research. Section 2.1 explores the significance of
knowledge graphs in modern data management systems, discussing their fundamental
concepts, applications, and the role of ontology in their construction. This section
emphasizes the importance of knowledge graphs in enabling efficient data integration
and management, as well as enhanced data discovery and analysis.

In section 2.2, the field of Quality Assessment of Knowledge Graphs is exam-
ined, with a focus on state-of-the-art techniques and challenges facing researchers in
this area. This section provides valuable context for understanding the evaluation
methods employed in subsequent chapters.

Section 2.3 introduces the Knowledge Graph Maturity Model (KGMM) [20], a
framework designed to evaluate and measure the quality of knowledge graphs. This
framework is analyzed in section 2.3.1, providing a critical perspective on its strengths
and weaknesses, as well as its practical applicability.

2.1 Knowledge Graphs

Knowledge graphs are a powerful form of structured knowledge representation that
has gained significant attention in recent years. They provide a way to capture
complex relationships and dependencies between entities in a specific domain or
general knowledge domain, making it easier to analyze and reason over large volumes
of data.

In this section, I provide an overview of knowledge graphs, including their im-
portance and ontology.

5



Chapter 2. Background

2.1.1 Importance of Knowledge Graphs

Knowledge graphs are becoming increasingly important due to their ability to cap-
ture complex relationships and dependencies between entities in a domain. They
have a broad range of applications across various fields, including natural language
processing, information retrieval, data integration, and knowledge management[31].
For instance, in natural language processing, knowledge graphs can enhance the ac-
curacy of named entity recognition, entity disambiguation, and relation extraction.
In information retrieval, they can improve the relevance and diversity of search re-
sults by leveraging the semantic relationships between entities. In data integration,
they can reconcile and integrate heterogeneous data sources by mapping them to a
common knowledge representation[30].

According to Auer et al. [2], knowledge graphs provide a unified representation
of data that can support a variety of use cases, including semantic search, question
answering, and decision making. The authors emphasize the benefits of knowledge
graphs in enabling more accurate and comprehensive analyses of data, as well as
their potential to support automated reasoning and machine learning.

Ontology

As stated by Zhang et al. [45], the ontology of a knowledge graph refers to the set of
concepts, relationships, and constraints that define the structure and semantics of the
graph. In a knowledge graph, entities are represented as nodes, and the relationships
between them are represented as edges. Nodes and edges can be enriched with
additional attributes, such as labels, descriptions, and properties, which provide
further context and semantics to the graph. The ontology of a knowledge graph can
be formalized using standardized languages such as RDF, RDFS, and OWL, which
enable representation and reasoning about the structure and semantics of the graph.

Euzenat and Shvaiko [8] offer a unified view of the ontology of knowledge graphs,
emphasizing the importance of ontologies for knowledge representation. They argue
that ontologies play a crucial role in making knowledge graphs interpretable, as they
define the semantics of the graph and enable inference and reasoning. According
to Euzenat and Shvaiko, the ontology of a knowledge graph should capture both
the domain-specific knowledge and the general knowledge that is common to many
domains.

In conclusion, knowledge graphs are a valuable tool for representing and orga-
nizing knowledge in a structured form, with many advantages over other knowledge
representation techniques. The ontology of a knowledge graph defines the structure
and semantics of the graph, and can be formalized using standardized languages such

6



2.2. Quality Assessment of Knowledge Graphs: State-of-the-Art Techniques and
Challenges

as RDF, RDFS, and OWL. Resources such as Martin White’s ”Knowledge Graphs:
An Introduction” [41] provide detailed explanations of the advantages and applica-
tions of knowledge graphs.

2.2 Quality Assessment of Knowledge Graphs: State-

of-the-Art Techniques and Challenges

Quality assessment of knowledge graphs is an essential task to ensure their reliability,
completeness, and consistency. Several state-of-the-art techniques have been pro-
posed in recent years for evaluating the quality of knowledge graphs. As mentioned
by [32], one of the main challenges in evaluating knowledge graphs is to identify rele-
vant quality criteria, such as correctness, completeness, conciseness, and consistency,
that reflect the intended use and domain of the knowledge graph. Different qual-
ity metrics and assessment methods have been proposed to measure these criteria,
including precision, recall, F1-score, and various network analysis techniques[30].

Furthermore, as noted by [16], the quality assessment of knowledge graphs re-
quires considering both the content and the structure of the graph. For instance, in
addition to evaluating the correctness and completeness of the entities and relation-
ships in the knowledge graph, it is crucial to assess the coherence and consistency of
the graph structure, such as the connectivity, centrality, and clustering of the nodes
and edges.

One of the major challenges in evaluating the quality of knowledge graphs is
the lack of ground truth or reference data for comparison, as pointed out by [10].
This challenge has led to the development of several benchmarking frameworks and
datasets for evaluating the quality of knowledge graphs, such as the Ontology Align-
ment Evaluation Initiative (OAEI) and the Knowledge Graph Analysis and Bench-
marking (KG-BENCH) initiative.

Overall, the quality assessment of knowledge graphs is a complex and challenging
task that requires considering various aspects of the graph’s content and structure, as
well as the intended use and domain. While several state-of-the-art techniques and
benchmarking frameworks have been proposed, there is still much work to be done
to address the open challenges and ensure the reliability and usefulness of knowledge
graphs for various applications and domains.

7



Chapter 2. Background

2.3 Knowledge Graph Maturity Model (KGMM)

Knowledge graphs are becoming increasingly important in various domains and appli-
cations, enabling the representation of complex and heterogeneous data in a struc-
tured way. To ensure the quality of knowledge graphs, a structured approach for
assessing their maturity is necessary. One such approach is the Knowledge Graph
Maturity Model (KGMM) proposed by Hussein et al. in their paper titled ”KGMM
- A Maturity Model for Scholarly Knowledge Graphs based on Intertwined Human-
Machine Collaboration” [20].

The KGMM consists of five maturity stages with 20 quality measures, which are
prioritized in three categories in each level to support the applicability of the model.
The model is inspired by the FAIR data principles [42], the Linked Open Data star
scheme by Berners-Lee [3], and the Linked Data Quality Framework [44], but tailors
and augments these frameworks specifically for scholarly knowledge graphs inter-
twining human-machine collaboration. The KGMM aims to ensure that knowledge
graphs are reliable, accurate, and fit for purpose, enabling organizations to make
more informed decisions and gain a competitive advantage in their respective fields.

The KGMM has been developed and is now available for use in large-scale schol-
arly knowledge graph curation efforts. It has shown promise in incrementally as-
sessing and improving specific parts of the scholarly knowledge graph. Although it
has only recently been released in production on the ORKG and its user statistics
are unknown, the KGMM has the potential to enhance the quality and reliability of
knowledge graphs. [20]

The KGMM provides clear guidelines for knowledge graph developers and cu-
rators to improve the maturity of their knowledge graphs, ensuring that the data
is available for consumers in the most mature, complete, representable, stable, and
linkable shape [19].

In conclusion, the KGMM provides a valuable tool for assessing the maturity
of knowledge graphs in various domains and applications, enabling organizations
to identify areas for improvement and allocate resources effectively. Its structured
approach and prioritization of measures can help organizations ensure the quality of
their knowledge graphs, ultimately leading to more informed decision-making and
competitive advantage.

8



2.3. Knowledge Graph Maturity Model (KGMM)

2.3.1 Evaluation of the Knowledge Graph Maturity Model:
Strengths and Weaknesses

The Knowledge Graph Maturity Model (KGMM) has been proposed as a promising
framework for evaluating the maturity of knowledge graphs across various domains
and applications, although its adoption and impact have yet to be fully assessed due
to its recent publication[19]. According to a study by Hussein et al. [20], the KGMM
provides a structured approach for assessing the maturity of knowledge graphs and
identifying areas for improvement, making it a valuable tool for organizations working
with knowledge graphs.

One of the strengths of the KGMM is its comprehensive approach to evaluating
the quality of knowledge graphs. As noted by Hussein et al. [20], the KGMM
prioritizes measures by dividing them into three priorities: essential, important, and
useful. This allows users to prioritize their efforts and allocate resources accordingly.

However, the KGMM has limitations that require attention. The KGMM tends
to concentrate on the technical aspects of knowledge graph quality, overlooking the
social and cultural factors that can affect knowledge graph development and usage.
Jansen et al. [21] emphasized the importance of user engagement and knowledge
sharing practices as crucial factors for the success of knowledge graphs, which are
not adequately addressed by the KGMM.

Another limitation of the KGMM is that it does not account for the dynamic
nature of knowledge graphs. As noted by Chen et al. [4], knowledge graphs are
constantly evolving, and their quality may change over time. However, the KGMM
does not provide a mechanism for monitoring and evaluating the quality of knowl-
edge graphs over time, which can limit its usefulness for long-term knowledge graph
management.

In conclusion, the KGMM is a valuable tool for evaluating the quality of knowl-
edge graphs, but it has some limitations that need to be addressed. Future research
should focus on developing more comprehensive frameworks that address the social
and cultural factors that influence knowledge graph development and use, as well
as mechanisms for monitoring and evaluating the quality of knowledge graphs over
time.

9



Chapter 3

Related Work

The related work section of this thesis explores the challenges and various approaches
to assessing the quality of knowledge graphs. First, the challenges related to knowl-
edge graph quality assessment are discussed. Then, different techniques are reviewed,
including metrics-based, heuristics-based, and benchmarks-based approaches. Fi-
nally, the section concludes by discussing trends and future directions in the field of
knowledge graph quality assessment.

3.1 Challenges in Knowledge Graph Quality As-

sessment

The quality of a knowledge graph is crucial for its effective use and application.
However, assessing the quality of a knowledge graph is a complex and challenging
task. There are various factors that impact the quality of a knowledge graph, such as
completeness, consistency, accuracy, and timeliness, among others. Measuring these
factors and assessing the overall quality of a knowledge graph is not a straightforward
process, and there is no one-size-fits-all solution to this problem.

One of the key challenges in quality assessment of knowledge graphs is the lack
of a standardized and widely accepted framework for measuring quality. While there
have been several proposals for quality assessment frameworks, there is still no con-
sensus on what factors should be considered, how they should be measured, and how
they should be weighted to compute an overall quality score for a knowledge graph.
Moreover, the effectiveness of existing quality assessment methods and tools is still
an open research question.

Another challenge in quality assessment of knowledge graphs is the scalability of

10



3.2. Approaches and Techniques for Knowledge Graph Quality Assessment

quality assessment methods. As knowledge graphs grow in size and complexity, the
time and resources required to assess their quality increase significantly. Therefore,
there is a need for scalable and efficient quality assessment methods and tools that
can handle large-scale knowledge graphs.

To address these challenges and research questions, researchers have proposed
various methods and frameworks for quality assessment of knowledge graphs. For
example, the Knowledge Graph Maturity Model (KGMM) proposed by Hussein [20]
provides a comprehensive framework for assessing the quality of scholarly knowledge
graphs based on 20 measures and different categories for each measure, including
completeness, consistency, accuracy, and timeliness. The framework also defines
three priorities for quality assessment: essential, important, and useful.

Other approaches to quality assessment of knowledge graphs include the use of
machine learning and natural language processing techniques to identify and correct
errors in the knowledge graph [40], as well as the use of crowdsourcing and human-
in-the-loop methods to improve the quality of the knowledge graph [23].

In summary, quality assessment of knowledge graphs is a challenging and impor-
tant research area that requires further investigation. While there have been several
proposals for quality assessment frameworks and methods, there is still a need for a
standardized and widely accepted framework for measuring quality. Moreover, there
is a need for scalable and efficient quality assessment methods and tools that can
handle large-scale knowledge graphs.

3.2 Approaches and Techniques for Knowledge Graph

Quality Assessment

In this section, we review and discuss some of the existing approaches and techniques
for knowledge graph quality assessment. These include the use of metrics, heuristics,
and benchmarks. We will compare and contrast these approaches, highlighting their
strengths and limitations.

3.2.1 Metrics-based approaches

One common approach to knowledge graph quality assessment is the use of metrics.
These metrics are typically quantitative measures that capture different aspects of
a knowledge graph’s quality, such as completeness, consistency, and accuracy. Some
commonly used metrics include the number of triples, the number of unique entities
and relations, and the frequency of specific relations or properties. Other metrics
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capture more complex aspects of a knowledge graph, such as the coherence of its
ontology or the degree of interlinkage between entities. Several studies have proposed
different sets of metrics and benchmarks for knowledge graph quality assessment,
such as the Luzzu framework [29] and the KG-Benchmarker [34]. While metrics-
based approaches can provide valuable insights into a knowledge graph’s quality,
they have some limitations, such as the difficulty of defining appropriate metrics for
specific domains or use cases.

One example of the difficulties of defining appropriate metrics for specific domains
or use cases can be seen in the study by Singh et al. [34]. The authors noted that
existing metrics may not be suitable for certain knowledge graph use cases, such
as those involving natural language processing, and proposed a set of task-specific
benchmarks to address this issue. This highlights the need for domain-specific metrics
and benchmarks in knowledge graph quality assessment.

3.2.2 Heuristics-based approaches

Another approach to knowledge graph quality assessment is the use of heuristics,
which are rules or guidelines that capture domain-specific knowledge or best prac-
tices. Heuristics-based approaches can complement metrics-based approaches, as
they can provide more qualitative assessments of a knowledge graph’s quality. For
example, heuristics can be used to check the consistency of entity labels, the cor-
rectness of relationships between entities, or the adherence to a specific ontology or
vocabulary[15].

Several studies have proposed different sets of heuristics for knowledge graph
quality assessment, such as the 10 golden rules for knowledge graphs [15]. These rules
include guidelines such as ”use URIs as names for things” and ”provide links to other
datasets”, which aim to improve the interoperability and reusability of knowledge
graphs. Similarly, the quality dimensions for linked data proposed by Auer et al. [2]
emphasize aspects such as ”completeness”, ”accuracy”, and ”timeliness”, which are
essential for ensuring the quality and usefulness of linked data.

However, heuristics-based approaches also have some limitations, such as the
subjectivity of the rules and the difficulty of defining comprehensive sets of heuristics
for all possible use cases.

3.2.3 Benchmarks-based approaches

A third approach to knowledge graph quality assessment is the use of benchmarks,
which are standardized datasets or tasks that can be used to evaluate the perfor-
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mance of different knowledge graph systems or techniques. Benchmarks can provide
a more realistic and comparable assessment of a knowledge graph’s quality, as they
can capture different aspects of its functionality, such as query answering, entity
linking, or semantic reasoning. Some commonly used benchmarks for knowledge
graph quality assessment include the Linking Open Data (LOD) dataset [2] and the
Ontology Alignment Evaluation Initiative (OAEI) [9].

However, benchmarks-based approaches also have some limitations, such as the
difficulty of defining comprehensive and representative datasets for all possible do-
mains or use cases. While the OAEI benchmark covers a wide range of ontologies
and alignment tasks, it may not be representative of all possible use cases, and its
performance may vary depending on the specific domain or task. Similarly, the LOD
dataset provides a rich source of interlinked data, but it may not be suitable for all
types of knowledge graphs, such as those that require specialized or proprietary data
sources.

3.3 Trends and Future Directions in Knowledge

Graph Quality Assessment

I explore current trends and emerging research directions in knowledge graph quality
assessment. These trends and directions have the potential to significantly improve
the quality of knowledge graphs and make them more useful for various applications.
One of the current trends in knowledge graph quality assessment is the integration
of machine learning and natural language processing techniques. Machine learn-
ing techniques can be used to automatically learn quality patterns from existing
knowledge graphs, and natural language processing techniques can be used to ex-
tract high-quality facts from unstructured text sources. For example, Wang [39]
proposed a machine learning-based approach to identify incorrect relations in knowl-
edge graphs, and Zhang [46] proposed a natural language processing-based approach
to extract entity types from text sources.

Another trend in knowledge graph quality assessment is the use of crowdsourc-
ing and human-in-the-loop approaches. Crowdsourcing can be used to collect high-
quality annotations from a large number of users, and human-in-the-loop approaches
can be used to incorporate human expertise and feedback in the quality assessment
process. For example, Sun [36] proposed a crowdsourcing-based approach to verify
the correctness of knowledge graph entities and relations, and Huma [17] proposed a
human-in-the-loop approach to assess the completeness and consistency of knowledge
graphs.
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There is a rising interest in developing metrics and benchmarks that are spe-
cific to particular domains to ensure that quality assessment results are more precise
and relevant. Domain-specific benchmarks can capture the unique features and re-
quirements of different domains and applications. For instance, Schmachtenberg [33]
proposed a domain-specific metric to evaluate the quality of geographic knowledge
graphs, while Ma [25] introduced a benchmark for assessing the quality of biomed-
ical knowledge graphs. Such domain-specific approaches to quality assessment can
be highly effective in providing more accurate and relevant results.

In general, these emerging trends and directions can greatly enhance the quality
of knowledge graphs and increase their usability in various applications. Nonetheless,
there are still numerous challenges and research questions that need to be addressed.
For instance, it is essential to explore effective methods of combining different quality
assessment techniques and approaches. Additionally, it is important to develop ways
of evaluating the uncertainty and incompleteness of knowledge graphs, as well as
safeguarding the privacy and security of sensitive data during the quality assessment
process.

In conclusion, in this section, we have discussed some of the current trends and
emerging research directions in knowledge graph quality assessment. These trends
and directions have the potential to significantly improve the quality of knowledge
graphs and make them more useful for various applications. However, there are still
many challenges and open research questions in this area, and further research is
needed to address these challenges and develop more effective and efficient quality
assessment approaches and techniques.
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Approach

The aim of this study is to evaluate the quality of graph-based comparisons in the
Open Research Knowledge Graph (ORKG) using a subset of measures from the
Knowledge Graph Maturity Model (KGMM) [20]. The focus is on four measures
from the KGMM, namely population completeness, instance completeness, property
completeness, and semantic accuracy .

In this section an overview of these measures and their mathematical formulations
is provided.

4.1 Completeness

Completeness is a crucial aspect of knowledge graphs, as it ensures that all the rele-
vant information is included and available for use. In the context of the Knowledge
Graph Maturity Model (KGMM) [20], completeness is defined as the degree to which
a knowledge graph includes all the relevant instances, properties, and relationships
that are necessary to support its intended use cases. This includes ensuring that the
knowledge graph is comprehensive, up-to-date, and accurate.

Completeness is essential for knowledge graphs used in various applications such
as information retrieval, natural language processing, and data integration. Incom-
plete knowledge graphs can lead to erroneous or incomplete results in these applica-
tions, which can hinder decision-making processes or even result in incorrect conclu-
sions. Therefore, it is important to ensure that knowledge graphs are complete and
that their completeness is regularly evaluated and improved.

Overall, completeness is a fundamental aspect of knowledge graphs, and its im-
portance cannot be overstated. By evaluating the completeness of knowledge graphs,
it is possible to ensure that they are comprehensive, accurate, and up-to-date, which
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can lead to better decision-making, improved data integration, and enhanced user
experiences.

In the following sections, I delve deeper into three important components of com-
pleteness in the KGMM: property completeness, instance completeness, and popula-
tion completeness.

4.1.1 Property Completeness

Property completeness is a measure of the extent to which all expected properties of
a class or instance in a knowledge graph are represented. In other words, it measures
the degree to which a knowledge graph covers all the properties that are relevant
to the entities it represents. The concept of property completeness is closely related
to the notion of schema completeness, which is the degree to which the schema of a
knowledge graph covers all the relevant properties and relationships for the entities
it represents.

Several methods have been proposed to measure property completeness in knowl-
edge graphs. One common approach is to define a set of expected properties for a
given class or instance based on domain knowledge or existing standards, and then
compare this set to the actual set of properties represented in the knowledge graph.
For example, Daga [6] propose a measure called Property Coverage, which is defined
as the ratio of expected properties for a given class or instance that are represented
in the knowledge graph. This measure can be used to identify gaps in the knowledge
graph and prioritize efforts to improve its completeness.

Another approach to measuring property completeness is to use machine learning
techniques to automatically identify relevant properties based on the available data.
For example, in their work on the Open Research Knowledge Graph (ORKG), Hassan
et al [13] use a machine learning model to predict the relevance of properties for a
given class or instance, and then use this information to prioritize the representation
of those properties in the knowledge graph. This approach can be particularly useful
in cases where the domain knowledge is incomplete or where there are too many
properties to manually specify.

Property Completeness in the ORKG

In the KGMM [20], property completeness is defined as the ratio of incomplete
properties to the total number of properties in a knowledge graph. However, the
ORKG realization of property completeness involves the completion of properties
with the help of reviewers’ suggestions, and the ultimate decision of whether to
add a certain suggested property or not rests with the comparison author. This
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approach acknowledges the collaborative nature of ORKG and the potential benefits
of involving multiple reviewers in the completion of properties.

In order to measure property completeness in the ORKG, I consider it important
that for each contribution in the comparison, there should be at least one resource or
literal reference provided for each property. This ensures that each property has been
considered and its relevance evaluated for each contribution in the comparison, and
that there are no missing values or overlooked properties.By ensuring these criteria
are met, we can confidently assert that the property completeness is at 100%.

Property completeness is calculated as follows in my approach. For each property,
contributions are assigned a value of 1 if the contribution has at least one resource
or literal for the given property, or 0 if it does not. The sum of these values is found
and divided by the total number of contributions in the comparison to obtain the
property completeness of each property.

I calculate this property completeness value for each property in a comparison,
and then take the average across all properties to obtain the average property com-
pleteness score for the comparison.

The following formulas represent the calculations for property completeness based
on the aforementioned criteria:

The formula for calculating the property completeness of a single property is
given in Equation 1 where P (C) is a property P with associated contribution C.
If the contribution has one or more element(s) for the given property, the value of
P (C) is 1, otherwise it is 0. To calculate the average property completeness score
for a comparison, the mean of all properties is taken, as shown in Equation 2.

f(P (C)) =

{
1, if there is at least one element in P(C)

0, otherwise∑
C f(P (C))

|C|
(1)

∑
P

∑
C f(P (C))

|C|

|P |
(2)

This metric calculates what portion of properties have values across all contribu-
tions in a given comparison.

Here is an example of an ORKG comparison containing three contributions and
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two properties, which demonstrates how to compute the property completeness met-
ric.

Figure 4.1: Example ORKG comparison with three contributions and two properties

C1 C2 C3
P1 0 1 1
P2 1 0 1

Table 4.1: Number of values in the comparison

pc1 =
0 + 1 + 1

3
=

2

3
(3)

pc2 =
1 + 0 + 1

3
=

2

3
(4)

average property completeness = pc1 + pc2
2

≈ 66%

4.1.2 Instance Completeness

Instance completeness is an important metric used to evaluate the coverage and
representativeness of a knowledge graph for a given domain. It measures the extent
to which all instances of a given class are present in a knowledge graph. Xie [43]
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defined instance completeness as the ratio of the number of instances of a class in
the knowledge graph to the total number of instances of that class. This means that
a high instance completeness score indicates that a knowledge graph contains a large
proportion of instances for a given class.

Other researchers have proposed alternative metrics for instance completeness,
such as the ratio of missing instances to the total number of instances of a class [38],
or the percentage of entities in a class that are correctly identified in the knowledge
graph [7]. These alternative metrics may provide a more nuanced assessment of
instance completeness, as they take into account not only the presence of instances
in a knowledge graph, but also the extent to which these instances are correctly
identified or labeled.

Despite these different approaches, instance completeness is generally recognized
as a fundamental metric for evaluating the quality and completeness of a knowledge
graph. This is particularly important in domains where the identification of all in-
stances of a class is critical, such as in biomedical or scientific domains. Therefore,
instance completeness is often used in combination with other metrics, such as prop-
erty completeness, to provide a more comprehensive evaluation of the quality and
coverage of a knowledge graph.

Instance Completeness in the ORKG

According to the Knowledge Graph Maturity Model (KGMM) [20], instance com-
pleteness is an essential metric for ensuring the meaningfulness of data in a knowl-
edge graph (KG). The KGMM recommends that all properties and instances in a
KG should be complete to satisfy the needs of data consumers. In the KGMM it is
suggested that required instances can be determined through various means, such as
a representative sample of classes, user evaluation, or a gold standard. In the ORKG
realization of the KGMM, this completeness is addressed through predefined prop-
erty ranges that restrict the data added to the KG within specified ranges, ensuring
semantic accuracy at a shallow level. Additional measures, such as human validation
and curation of entered data, are also implemented to ensure semantic accuracy.

Overall, the KGMM emphasizes the importance of instance completeness for
ensuring meaningful data in a KG, and the ORKG provides tools and measures to
help achieve this completeness.

To measure instance completeness in the ORKG, I use a ratio-based approach
that considers the total number of literals and resources for a property in a given
comparison as the numerator. The denominator is calculated by multiplying the
number of distinct literals and resources for the same property in the comparison
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with the number of contributions.

To calculate the instance completeness of a property in ORKG, I consider both
the number of instances present and their uniqueness across contributions. The
metric’s numerator represents the total number of instances for a property, while the
denominator reflects the product of the number of distinct instances and resources
and the number of contributions for that property. A larger denominator indicates a
greater level of uniqueness among contributions, whereas a higher numerator suggests
a greater amount of instances for that property.

The formulas below outline the calculation process for measuring instance com-
pleteness using the previously mentioned criteria:

Equation 5 shows the basic formula for calculating the instance completeness
of each property, where P (C) is all values (i.e. all resources and literals) for the
property and C is contribution. |P (C)| provides the number of all entries in a cell.
To find the average instance completeness across all properties in the comparison,
the mean if calculated as shown in Equation 6.

∑
C |P (C)|

|{p : ∃C : p ∈ P (C)}| · |C|
(5)

∑
P

∑
C |P (C)|

|{p:∃C:p∈P (C)}|·|C|

|P |
(6)

This metric calculates the information diversity of each property.

An example of a comparison from ORKG can be used to illustrate how to compute
the instance completeness metric.
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Figure 4.2: Example ORKG comparison with three contributions and two properties

C1 C2 C3
P1 0 1 1
P2 1 0 1

Table 4.2: Number of values in the comparison

instance completeness p1 =
#(smaller,larger)

#(smaller, larger)×#(C1, C2, C3)
=

2

6
(7)

instance completeness p2 =
#(larger,larger)

#(larger)×#(C1, C2, C3)
=

2

3
(8)

average instance completeness = 50%

4.1.3 Population Completeness

Population completeness is a metric used to evaluate the extent to which a knowledge
graph (KG) represents all the entities that exist in a given domain. It measures
the coverage of a KG in terms of the total number of entities in the domain, and
has become an important measure of the quality of a KG. One common approach
to measuring population completeness is to compare the entities in the KG with
external datasets, such as online databases or registries. For example, Liu et al.
[24] used a variety of external sources to evaluate the population completeness of a
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biomedical KG. They found that their KG had a high level of completeness for some
entities, but lower completeness for others.

Another approach to measuring population completeness is to use statistical sam-
pling techniques to estimate the size and distribution of the entity population. For
example, Stadler et al. [35] proposed a method for estimating the size of the popula-
tion of genes and proteins in a KG using a combination of sampling and extrapolation
techniques. Their method involved selecting a representative subset of entities from
the KG and extrapolating to estimate the size of the entire population. They found
that their method was effective at estimating the size of the population, and could
be used to assess the completeness of a KG.

In addition to external sources and statistical sampling, some researchers have
proposed other methods for measuring population completeness. For example, Trames-
berger et al. [37] proposed a method based on entity co-occurrence patterns. Their
method involved analyzing the frequency with which entities appeared together in
text, and using this information to estimate the size and distribution of the en-
tity population. They found that their method was effective at identifying missing
entities in a KG, and could be used to improve its completeness.

Other researchers have proposed alternative metrics for population completeness
that take into account the relationships between entities in the knowledge graph.
For example, the Gene Ontology Consortium has developed a metric called cov-
erage, which measures the proportion of annotations in the knowledge graph that
are associated with a particular gene [5]. This metric takes into account not only
the presence of a gene in the knowledge graph, but also the completeness of the
annotations associated with that gene.

Measuring population completeness remains a complex and challenging task due
to several factors. One of the main challenges is defining the relevant population
for a given domain, which can vary depending on the specific research question. For
example, in healthcare, the relevant population may be defined based on a disease
state or demographic characteristics [14]. Another challenge is determining the com-
pleteness of the reference set used for comparison, such as a gold standard or other
benchmark. This can be influenced by various factors, including the availability of
data and the expertise of the curators who create the reference set [28]. Overall, ac-
curately measuring population completeness requires careful consideration of these
and other factors that may impact the quality and completeness of the data.
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Population Completeness in ORKG

According to the KGMM [20], population completeness is defined as the fraction of
entities to all other objects in the world. In the context of the ORKG, population
completeness is enforced through cardinality restrictions on the property level within
templates, which restrict the number of values that can be associated with a given
property. This ensures that only the specified cardinality is accepted as input.

Furthermore, KGMM notes that population completeness is closely related to
property and instance completeness. In other words, the completeness of the popu-
lation of entities in a knowledge graph is directly related to the completeness of the
properties and instances associated with those entities. This highlights the impor-
tance of considering all three aspects of completeness when evaluating the quality
and maturity of a knowledge graph.

To calculate population completeness, I employed a method that involves calcu-
lating the fraction of literals and resources for a given property in a contribution to
a knowledge graph to the total number of literals and resources for that same prop-
erty in a comparison knowledge graph. Unlike some other methods, this approach
does not involve averaging the completeness scores across all properties, but rather
calculates a fraction for each individual property. The numerator of this fraction
represents the number of literals and resources for the given property in the contri-
bution, while the denominator represents the total number of literals and resources
for that same property in the comparison. This method allows for a more fine-grained
analysis of population completeness, as it can identify specific properties that may
be lacking in completeness.

The formulas used to measure population completeness are described below.

Begin by creating a matrix which is the sum of all elements in each cell of the
comparison, as defined in Equation 9, resulting in Matrix X.

f(Aj) =

{
1, if there is an element in a cell

0, otherwise

xij =
k∑

l=1

(f(Aj)) (9)
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X =


x11 x12 x13 . . . x1n

x21 x22 x23 . . . x2n

. . . . . . . . . . . . . . . . . . . . . . . . .
xm1 xm2 xm3 . . . xmn



Calculate the sum of each row in Matrix X using Equation 10, then populate
Matrix Y with each value from Matrix X divided by Pr.

Pr =
n∑

j=1

(xrj), r = 1,m (10)

Y =


x11

P1

x12

P1

x13

P1
. . . x1n

P1
x21

P2

x22

P2

x23

P2
. . . x2n

P2

. . . . . . . . . . . . . . . . . . . . . . . .
xm1

Pm

xm2

Pm

xm3

Pm
. . . xmn

Pm



The calculation of population completeness on an ORKG comparison is provided
below.

Figure 4.3: Example ORKG comparison with three contributions and two properties

Measuring completeness in a knowledge graph involves assessing how well the
graph represents the real-world entities and relationships it is meant to capture.
Various facets of completeness have been explored, including property completeness,
instance completeness, and population completeness. Each metric provides valuable
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C1 C2 C3
P1 0 1 1
P2 1 0 1

Table 4.3: Number of values in the comparison

C1 C2 C3
P1 0 1/3 1/3
P2 1/3 0 1/3

Table 4.4: Example population completeness in the comparison

insights into the quality and comprehensiveness of the data, but also has its own
limitations and challenges. For example, measuring population completeness can
be complex due to variations in the definition of the relevant population and the
accuracy of the reference sets used for comparison. Therefore, it is essential to use a
variety of methods and tools to ensure the completeness of the knowledge graph.

4.2 Accuracy

Accuracy is a critical aspect of any knowledge graph, as it determines the reliability
of the information it contains. In the context of knowledge graphs, accuracy refers
to the extent to which the information represented in the graph corresponds to the
real-world entities and relationships it is intended to capture [30]. A knowledge graph
that is inaccurate may lead to incorrect conclusions, and can also impact downstream
applications that rely on the data.

There are several challenges associated with ensuring accuracy in a knowledge
graph. One of the main challenges is the sheer volume and complexity of the data.
Knowledge graphs often contain large amounts of data from a variety of sources,
which can be difficult to reconcile and integrate accurately [1]. Another challenge
is the need to deal with noisy or incomplete data, which can result in errors and
inaccuracies in the graph [30].
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To address these challenges, researchers have developed various methods and
tools to ensure the accuracy of knowledge graphs. One common approach is to use
crowdsourcing to validate and verify the data in the graph. This involves enlisting
the help of a large number of people to manually review and correct the data, which
can improve the accuracy of the graph [22]. Another approach is to use automated
techniques such as machine learning to identify and correct errors in the graph [30].

In addition to these techniques, there are also metrics and benchmarks that can
be used to evaluate the accuracy of a knowledge graph. One such metric is precision
and recall, which measures the percentage of correct answers given by the graph
as compared to a set of ground truth data [27]. Another metric is the F1 score,
which combines precision and recall into a single measure [30]. These metrics can
help identify areas where the graph is inaccurate and guide efforts to improve its
accuracy.

In conclusion, accuracy is a critical aspect of any knowledge graph, and ensuring
its accuracy requires a variety of methods, tools, and metrics. While there are many
challenges associated with ensuring accuracy, ongoing efforts to improve the accuracy
of knowledge graphs are essential for their continued use and usefulness.

4.2.1 Semantic Accuracy

Semantic accuracy is an important aspect of knowledge graphs that determines their
usefulness in various applications. In simple terms, semantic accuracy refers to how
well the knowledge graph represents the intended meaning of the concepts and re-
lationships in the real world. This means that the graph should be able to capture
not only the syntactic or structural aspects of the data but also the underlying se-
mantics [30]. Semantic accuracy can be evaluated using various measures such as
precision, recall, F1 score, and semantic distance [11]. These measures assess how well
the knowledge graph aligns with the expected semantics based on external sources,
such as domain ontologies, taxonomies, or expert knowledge.

One of the primary challenges in achieving semantic accuracy is the heterogene-
ity of the data sources used to construct the knowledge graph. The data sources
may use different terminologies, definitions, or even implicit assumptions, leading to
inconsistencies or conflicts in the semantics of the data [1]. Therefore, it is crucial to
reconcile the semantic heterogeneity by aligning the data to a common vocabulary
or ontology, such as the Linked Open Data (LOD)[22] or the Web Ontology Lan-
guage (OWL)[27]. This alignment can be achieved through various methods such as
ontology matching, entity linking, or named entity recognition.

Another challenge in achieving semantic accuracy is the scalability and automa-
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tion of the evaluation process. Manual evaluation by experts can be time-consuming
and costly, especially for large and dynamic knowledge graphs. Therefore, several au-
tomatic evaluation methods have been proposed, such as the use of reference datasets
or crowdsourcing platforms [11]. These methods can provide a benchmark for seman-
tic accuracy and allow for continuous evaluation and improvement of the knowledge
graph.

In conclusion, achieving semantic accuracy in knowledge graphs is essential for
their effectiveness and usability. It requires addressing the challenges of semantic
heterogeneity, scalability, and automation in the construction and evaluation process.
Therefore, it is essential to use a combination of approaches, including alignment to
common vocabularies, automatic evaluation methods, and expert input, to ensure
the semantic accuracy of the knowledge graph [30, 11].

Semantic Accuracy in ORKG

Semantic accuracy is a crucial quality measure for knowledge graphs and data or-
ganization systems. As defined by the KGMM [20], it is the degree to which data
values accurately depict phenomena in the real world. In the ORKG realization,
semantic accuracy is ensured on a shallow level through predefined property ranges
that limit data entries to specific ranges. Additionally, human validation and cura-
tion of entered data provide further efforts to guarantee semantic accuracy. From a
data consumer’s perspective, semantic accuracy enables the construction of meaning
from the data. For example, if the director’s name for a movie is inaccurate, the
data consumer will be unable to utilize the data effectively, rendering it incomplete
and unbeneficial.

To measure the semantic accuracy of the ORKG at the contribution level, I
focused on the use of templates in contributions. Templates define a structured
representation of the data that can be entered in a contribution.Using a template for
every contribution in a comparison ensures semantic accuracy.

Contributions in ORKG are associated with classes, and any additional contribution-
level classes are presumed to be template classes. Thus, I can check what percentage
of contributions in a comparison share a class assignment other than the default
classes of contribution and resource. The overall semantic accuracy of a comparison
can be calculated by dividing the number of contributions T with the same class
other than contribution and resource by the total number of contributions C, as
shown in Equation 11.

T = {c ∈ C : class k : c is instance of k /∈ {contribution, resource }}
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|T |
|C|

(11)

The following computation of semantic accuracy on an ORKG comparison is
shown.

Figure 4.4: Example ORKG comparison with three contributions and two properties

Figure 4.5: Classes in the first contribution of the comparison in contribution’s level

Figure 4.6: Classes in the second contribution of the comparison in contribution’s
level

Figure 4.7: Classes in the third contribution of the comparison in contribution’s level
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In this Comparison, there are three contributions, each containing a template
and class ID other than ”contribution” and ”resource”. Upon inspection, I find that
the template and class ID for the contributions are the same. This indicates that
there is 100% semantic accuracy at the contribution level.

Semantic accuracy is a critical aspect of data quality, and it refers to the degree to
which data values accurately reflect real-world phenomena. While several approaches
have been proposed to measure semantic accuracy, it is still a challenging task due
to the subjective nature of meaning and the complexity of modeling the real world.
As Garcıa-Silva et al. [11] explain, ”Semantic accuracy is an ongoing challenge, as it
requires not only the selection of appropriate data sources but also their integration
and interpretation, taking into account the inherent ambiguity of natural language
and the diversity of perspectives and needs of the various stakeholders involved”.
Therefore, ensuring semantic accuracy requires not only automated techniques but
also human validation and curation to guarantee that data is meaningful and useful.
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4.3 Implementation

To compute the measures of property completeness, instance completeness, popula-
tion completeness, and semantic accuracy, I utilize Python and the Pandas library.
The code is implemented in Jupyter Notebook, allowing me to document my analysis
and share it with others.

The input for analysis is the Resource Id of comparisons, which I used to ex-
tract the necessary data for computations. The output of analysis is the average
of the computed measures, providing a summary of the quality and accuracy of the
knowledge graph data.

I utilize the SPARQL query language to retrieve the necessary data for analysis.
SPARQL is a standard query language used to retrieve and manipulate data from
RDF (Resource Description Framework) databases, which are commonly used to
store knowledge graphs. Using SPARQL, I extract the required information from
the comparisons, including the property, contribution and instance values, and use
them to compute the measures of completeness and accuracy.

In my analysis, I use various Python packages, including Pandas [26], to efficiently
modify and analyze the data. Other packages, such as NumPy [12] and Matplotlib
[18], are also used to perform statistical analysis and visualize the results.

The codes I used in my analysis are available on my GitHub repository1.

1https://github.com/Atiyeh-MKH/analysis_process_for_quality_of_KG
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Chapter 5

Evaluation

In order to assess the quality of the comparisons in the ORKG, I conduct an eval-
uation of nearly 400 comparisons from two curation grants. The analysis focuses
on four key measures: property completeness, instance completeness, population
completeness and semantic accuracy.

To evaluate the quality of the comparisons, I use a combination of manual and au-
tomated methods. I also considered comparisons with different versions and histories
to assess the quality over time.

To present my findings, I provide a series of tables and charts that summarize
the quality measurements for each comparison, as well as the breakdown of the
measurements by component and over time.

In addition, I would like to mention that due to the extensive nature of the
analysis, it was not possible to include all tables and charts in the thesis. Therefore,
I have selected representative examples for discussion in the thesis, while the complete
set of tables and charts is available on my GitHub repository1. Readers interested in
exploring the details of the analysis can access the scripts and data on the repository.

5.1 Evaluation of Quality Measures

In this section, I describe the quality measures used to evaluate the comparisons in
the ORKG curation grants. These quality measures include completeness of both
properties and instances, as well as population completeness and semantic accuracy.

Completeness measures the extent to which a comparison includes all relevant
properties and instances. For example, a comparison that lacks important properties

1https://github.com/Atiyeh-MKH/analysis_process_for_quality_of_KG
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or instances may have lower completeness scores than one that includes all relevant
information. Coefficient values are assigned to each completeness measure to give
them a specific weight in the overall evaluation of the comparison.

Population completeness is a measure of the extent to which a comparison in-
cludes all relevant entities from the domain of interest. In this evaluation, I calculate
population completeness for two selected comparisons with histories and analyzed
how it change over time.

Semantic accuracy was measured by calculating what percentage of contributions
in a comparison use the templates. This is done to ensure that the contributions
adhere to the standard structure and language used in the ORKG, which helps to
ensure consistency and compatibility between different contributions.

5.2 Analysis of ORKG Curation Grants

In this section, I present the results of the evaluation of the ORKG curation grants
using the quality measures described in the previous section. For the evaluation,
I randomly select 12 comparisons for each curation grant. For the first ORKG
curation grant, I choose two comparisons for each month from July to December
2021. Similarly, for the second ORKG curation grant, I choose two comparisons for
each month from June to November 2022.

The purpose of selecting a small subset of comparisons is to evaluate how the
quality measures would perform and to understand how the results would appear
before applying the measures to the entire ORKG.

I calculate the quality of each comparison using an average method, in which
I give a coefficient of 2 to both property completeness and instance completeness,
and add one-tenth of the value of semantic accuracy to it. I then divide the sum of
these values by 4. I choose this average method because a usual average would not
have provided a clear result. Additionally, I only measure semantic accuracy at the
contribution level although it is possible for semantic accuracy to exist at different
levels of depth within the knowledge graph. Furthermore, there were numerous
instances of zero for semantic accuracy and because of that I use one-tenth of the
value of this measure and it affects the overall average values if it is not zero. I also
do not consider population completeness in the quality average.

The data displayed below provides a clear depiction of the outcomes.
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Figure 5.1: Average Quality in Random Comparisons - 1st Curation Grant

Figure 5.2: Average Quality in Random Comparisons - 2nd Curation Grant
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It is surprising to see a drop in quality between the two curation grants, especially
given my expectations for the ORKG’s quality to improve over time. The tables and
chart 5.1, 5.2, and 5.3 clearly indicate the average quality measures for the randomly
selected comparisons in both grants, with the second grant demonstrating a reduction
compared to the first.

It is crucial to remember that these comparisons represent only a small subset of
the full ORKG, and more research is required to make definitive conclusions about
the overall quality of the knowledge graph.

Figure 5.3: Average Quality of Randomly Selected Comparisons in the 1st and 2nd
ORKG Curation Grants

34



5.2. Analysis of ORKG Curation Grants

In the next step, I aim to measure the average quality for all the comparisons
in the first and second ORKG curation grant in exactly the same order that is in
the ORKG, and group them by the name of contributors to have a better and more
accurate understanding of the results. I use the same average method mentioned
earlier to calculate the quality of each comparison.

Table 5.4 displays the average quality scores of a selected subset of comparisons
completed by a single group among 21 ORKG groups in the first and second curation
grants. Each group contains a set of comparisons, and Table 5.4 presents the average
quality scores of this partial set of comparisons for the selected group.
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Figure 5.4: Average Quality of Partial Comparisons in Selected ORKG Group
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To provide a visual representation of the quality scores for the selected group, a
box plot chart 5.5is included in Table5.4.

Figure 5.5: Average Quality of Comparisons in Selected ORKG Group

After measuring the average quality for almost 400 comparisons in the first and
second ORKG curation grants, I found a diverse range of results in each quality
measure. To better understand these results and obtain more information, I focus
on each characteristic individually. This approach allows me to gain insights into the
strengths and weaknesses of the ORKG in terms of property completeness, instance
completeness, and semantic accuracy. By analyzing the data in this way, I gain a
more comprehensive understanding of the quality of the knowledge graph and identify
areas for improvement.
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I start with property completeness and order the comparisons by month, calculat-
ing the average property completeness for each month from July 2021 to December
2022. To visualize these results, I create two separate charts: chart 5.6 displays the
property completeness for each month, while chart 5.7 depicts the average property
completeness for each month during the same period.

Figure 5.6: Property Completeness (July 2021 - December 2022)
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Figure 5.7: Average Property Completeness (July 2021 - December 2022)

The average property completeness for the ORKG curation grants varies signifi-
cantly across different months. For instance, the months of September and October
2021 have the highest average property completeness, while December 2022 has the
lowest average property completeness. However, it’s essential to note that the num-
ber of comparisons in each month is different, which may have affected the overall
results. Therefore, to gain a more comprehensive understanding of the property
completeness’s distribution across different months, it’s better to use the box plot.

Instance completeness is another important quality measure for a knowledge
graph, and I also evaluate this measure for the ORKG curation grants during the
same period as property completeness. Similar to property completeness, I group
the comparisons by month and calculate the average instance completeness for each
month. The results of the evaluation are presented in chart 5.9, and a box plot chart
of the instance completeness for each month is shown in chart 5.8.

During the period from July 2021 to December 2022, the average instance com-
pleteness varied greatly, as seen in the following values: In January 2022, the average
instance completeness was 49.32%, while in March 2022, it dropped to 21.67%. There
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was a significant increase in April 2022, with an average instance completeness of
61.45%. However, it fell again in the following months, reaching 36.30% in August
2022. It is important to note that the number of comparisons in different months
varied significantly, which can impact the results.

Comparing the average instance completeness with the average property com-
pleteness in each month, it can be seen that the scores for instance completeness are
generally lower than those for property completeness. While the average property
completeness scores remained above 75% in most months, the average instance com-
pleteness scores varied greatly, with some months having scores below 30%. This
suggests that there may be issues with the completeness of instances in some of the
comparisons, which could impact the overall quality of the results. Further investi-
gation may be needed to identify the root causes of these issues and take corrective
actions.

Figure 5.8: Instance Completeness (July 2021 - December 2022)
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Figure 5.9: Average Instance Completeness (July 2021 - December 2022)

Moving on to the next characteristic, semantic accuracy, I measure the results
during the same period from July 2021 till December 2022 for all the comparisons in
the first and second ORKG curation grant. The results are shown in the chart5.10
and chart5.11 below.

In analyzing the results for semantic accuracy, it’s important to note that using
averages might not be the best approach. This is because the values for semantic
accuracy are either at zero or 100, with very few comparisons having a value in
between. As such, it might be more useful to examine the distribution of values and
identify any patterns or trends. To help visualize this, Chart 5.12 has been included,
which shows the distribution of semantic accuracy values for all comparisons during
the period from July 2021 to December 2022.
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Upon examining the chart 5.12, it’s clear that there are a significant number of
comparisons that have a semantic accuracy value of zero.

Figure 5.10: Semantic Accuracy (July 2021 - December 2022)
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Figure 5.11: Average Semantic Accuracy (July 2021 - December 2022)

Figure 5.12: Semantic Accuracy (July 2021 - December 2022)

43



Chapter 5. Evaluation

Further investigation reveals that many of these comparisons don’t have a corre-
sponding template, highlighting an issue with the ORKG system. In analyzing the
semantic accuracy at the contribution level across almost 400 comparisons, this issue
has been identified as a major concern that needs to be addressed.

By using templates for all contributions in a comparison, the overall semantic
accuracy of the ORKG system could be improved.

While measuring the semantic accuracy of comparisons in the ORKG system,
I noticed that there were only a few comparisons that had a between value for
this characteristic. This made me curious to investigate further and analyze the 21
comparisons that fell within this range. After examining their templates, I have
discovered something unusual in one of the comparisons. The only class used in
this comparison was ”ContributionDeleted,” which means that contributors were
able to add empty contributions during the creation of comparisons in ORKG. This
is problematic as it can lead to inaccurate or incomplete data being added to the
system. By identifying this issue, efforts can be made to improve the system and
prevent such mistakes from occurring in the future

5.3 Evaluating Completeness through Different Ap-

proaches

In the ORKG, some comparisons have a history, meaning that different versions of
the comparison exist, which may include changes such as adding or removing contri-
butions or properties. These comparisons provide an excellent sample for evaluating
the quality of the comparison over time, as changes may impact the completeness
and other characteristics of the comparison. Therefore, in this subsection, I focus
on comparisons with multiple versions extracted from the first and second ORKG
curation grant, which includes a total of 30 sets of comparisons.

By analyzing the completeness of each version, I can determine whether changes
made to the comparison had an impact on its overall completeness.

Analyzing these comparisons can provide valuable insights into the quality of
comparisons over time, and it can help improve the curation process of comparisons
in ORKG.
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Figure 5.13 shows a portion of the table that displays the average quality for
the five versions of one of the comparisons with history in the first ORKG curation
grant:

Figure 5.13: Quality - Five Versions of a Comparison from 1st Curation Grant
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Figure 5.14: Average Quality Changes Across Versions of Comparisons

Additionally, line chart 5.14 displays the average quality of all comparisons with
history in the first ORKG curation grant and their changes during the different ver-
sions. For instance, the example shown in Table 5.13 is represented by the red line
in line chart 5.14, in which the second version of the comparison shows a significant
drop in quality compared to the other versions, with a completeness score of 40.98%.
This indicates that there may have been some issues with the contributions or prop-
erties added in this version. It would be worthwhile to investigate this version in
more detail to identify any potential issues and improve the overall quality of the
comparison.
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These visual aids allow for a more in-depth analysis of how the quality of com-
parisons with history has evolved and can be used to identify patterns or trends in
their development.

Additionally, the example of the comparison with 5 versions shown in figure 5.13
can be used to illustrate changes in population completeness, which are not reflected
in the average quality. The population completeness of the fourth and fifth versions
of this comparison discussed earlier are presented in Figure 5.15 using separate tables.
These tables are formatted similarly to how comparisons are presented in ORKG,
providing a user-friendly visualization for users to assess the quality of a comparison
in terms of population completeness. By utilizing this approach, users can quickly
identify changes in population completeness over time, helping to highlight potential
issues or areas of improvement for the comparison.

When looking at a single table, users can easily identify if population completeness
is 0, which may indicate a missing value. In such cases, they should check if the value
was not inputted or if the paper does not include it. In addition, if a cell has very
high property completeness while others for the same predicate do not, users should
check if they forgot to include some values in other cells.

In terms of population completeness, the fourth and fifth versions of the compar-
ison 5.15 differ clearly. The fourth version includes 18 properties, while the fifth ver-
sion only includes 17. To properly compare each property between the two versions,
it is necessary to consider properties with the same ”property ID”. Furthermore, it
is important to note that there are 2 instances of zero values in these tables. While
this may not be problematic at the moment, it could become an issue as the number
of versions for a comparison increases, and the number of zero values accumulates,
potentially impacting the overall quality.

Despite this, the tables offer a helpful visualization for ORKG users, enabling
them to quickly assess the population completeness of a comparison across different
versions.
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Figure 5.15: Population Completeness in 4th and 5th Version of a Comparison
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In addition to the analysis of the changes in the quality of comparisons with
different versions, the data extracted from the first and second ORKG curation grants
allowed for a comparison of the same contributor’s work in both grants, specifically
in the area of comparisons with history. This consideration provides insights into
whether having more experience working on ORKG has any impact on the quality
of comparisons created by the same person.

Figure 5.16 shows a table of comparisons created by a single contributor who
participated in both grants but created two sets of comparisons with history only
in the second ORKG curation grant, allowing for an analysis of the changes in the
quality of his work over time.

Figure 5.16: Quality of Comparisons with the Same Contributor
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Additionally, a line chart of the same contributor’s comparison sets over time is
presented in figure 5.17.”

Figure 5.17: Quality of Comparisons with the Same Contributor

Overall, it is difficult to draw any firm conclusions about the contributor’s im-
provement over time based on these limited data points.

It seems that the contributor in question has consistently produced high-quality
comparisons, especially in the areas of property completeness and semantic accuracy.
However, there is some variability in instance completeness, which may warrant
further attention. Overall, the quality of the second set of comparisons with four
versions (green line 5.17) appears to be slightly higher than the first set with two
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versions (red line 5.17). This suggests that experience working on the ORKG may
have a positive impact on the quality of comparisons created by the same person
over time.

However, it is important to keep in mind that this is only speculation based on
a small sample size, and further analysis would be needed to draw any definitive
conclusions.
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Discussion and Future Work

In this chapter, I discuss the strengths and limitations of my work in curating and an-
alyzing the ORKG, as well as potential future directions for research. The analysis of
the ORKG provides valuable insights into the quality of comparisons created by con-
tributors and how this quality changes over time. Additionally, my work contributes
to the broader efforts to develop and maintain the Open Research Knowledge Graph.

I begin by discussing the strengths of my work, highlighting the contributions
and value of my analysis. I then turn to the limitations of my approach, discussing
areas where my analysis may be incomplete or subject to potential biases. Finally, I
conclude by outlining potential avenues for future research and development in the
field the Open Research Knowledge Graph.

6.1 Strengths and Limitations

The previous chapter discussed the results of the analysis of the ORKG curation
grants data, providing useful insights into the quality of comparisons created by
different contributors over time. However, it is important to acknowledge that any
study has its limitations and to consider them when interpreting the findings. In this
section, I examine the strengths and limitations of the current study, which helps
contextualize the results and inform potential future research directions.

Measuring the quality of data is a complex task that requires careful consideration
of several factors, such as property completeness, instance completeness, population
completeness, and semantic accuracy. In this study, I attempt to measure these fac-
tors in the ORKG dataset, which consists of almost 400 comparisons across different
fields of study.
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Property Completeness

The property completeness measure is an important metric that assesses the quality
of a comparison by evaluating how complete it is in terms of the properties being
compared. In this study, I analyze almost 400 comparisons in the ORKG curation
grants to determine the property completeness score. My analysis showed that the
average property completeness score across all comparisons is 80.97%, indicating
that there are not many empty cells in the comparisons. This is a positive finding
because it suggests that contributors are extracting similar information from different
contributions, making them more comparable.

Furthermore, the high property completeness score indicates that there is a ro-
bust and comprehensive set of properties being used in the comparisons. This is
important because it enhances the overall quality and reliability of the data. By
having a complete set of properties, the comparisons can be more easily analyzed
and interpreted, providing valuable insights for researchers and other stakeholders.

It should be noted, however, that there may be some limitations to the prop-
erty completeness measure. For example, there may be certain properties that are
not relevant to all contributions, leading to some empty cells. Additionally, the
completeness score does not reflect the accuracy or quality of the information being
provided in the comparisons. Therefore, while the high property completeness score
is a positive finding, it should be interpreted alongside other measures of quality and
accuracy to provide a comprehensive assessment of the data.

Instance Completeness

The instance completeness measure provides valuable insights into the quality of the
data being compared. However, it is important to note that the interpretation of
the score can be challenging. The approach used in this study assumes a closed set
of possible values that all cells of a property can have in common. This approach
works well for certain types of data, but it may not be appropriate for data where
each cell has its own value. For example, in the case of measured values, each cell
of a property may have a unique value, and it may not be possible to have all cells
with the same value. Therefore, the calculation of instance completeness may never
reach a score of 100%. It is essential to consider this limitation when interpreting
the instance completeness measure.

Furthermore, my study shows that the average instance completeness score in
ORKG curation grants is 40.84% across all comparisons. This suggests that there
is still potential for development in terms of instance completeness. It is crucial to
remember, however, that this score may not correctly reflect the completeness of the
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data being compared. The present approach is based on the assumption that all
contributions have the same set of instances, which is not necessarily the case. As a
result, the instance completeness score should be read cautiously, and other criteria
such as the complexity of the data being compared should also be taken into account.

Population Completeness

The population completeness measure is an important metric for assessing the com-
pleteness of a comparison in terms of the population being compared. However, in
the case of the ORKG, there is a limitation in measuring this metric since the total
population of entities is not clearly defined in the dataset.

Despite this limitation, my analysis of the population completeness measure
across all comparisons in the first and second curation grants provides a valuable
visualization for users and shows how data is distributed in the comparisons. This
can help researchers to identify areas where further data is needed, as well as high-
light areas where data is already abundant. In addition, the visualization can assist
in identifying patterns and trends in the data, which can inform future research
directions.

Overall, while the population completeness measure is limited in the ORKG
dataset, it still provides valuable insights into the completeness of comparisons and
can guide researchers in identifying areas where further data is needed to improve
the accuracy and completeness of the dataset.

Semantic Accuracy

The semantic accuracy measure assesses the extent to which a comparison is accurate
in terms of its semantics. This is a difficult measure to assess since it requires a deep
understanding of the semantics of the data being compared. In this study, I measure
the semantic accuracy at the contribution level, but surprisingly I find several issues
when measuring it across all comparisons in the first and second ORKG curation
grants.

Firstly, I encounter many zeros after calculating the semantic accuracy scores,
indicating a lack of templates in the comparisons.

The other issue I found when measuring semantic accuracy across the compar-
isons is the ease with the possibility for contributors to add contributions without
associating any paper information. This problem arises because contributors are
allowed to create a contribution without a paper and add it to the comparison, lead-
ing to a wrong table. In one case, a contributor publishes a comparison with 12
contributions, but only 11 are shown, leading to significant inaccuracies in the data.
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One possible solution to these issues is to incorporate an automated quality con-
trol mechanism that ensures that all contributions are validated against established
templates and that the data is consistent across all comparisons. This would ensure
that all contributions are valid and that they provide the necessary information to
ensure semantic accuracy.

It’s important to note that the semantic accuracy measured in this study is only
at the contribution level, and does not take into account the deeper levels of the
knowledge graphs in the ORKG. The depth of the graphs in the ORKG can vary
significantly, and therefore, the semantic accuracy can also differ at different depths.

While the absence of a template may result in a 0 score for semantic accuracy in
automatic checking, it does not necessarily imply that the comparison is semantically
inaccurate. There may be cases where the comparison is indeed correct, despite
receiving a low score in semantic accuracy due to the limitations of the current
automatic checking approach

In addition, it’s worth mentioning that measuring semantic accuracy is a chal-
lenging task due to the inherent subjectivity involved in interpreting the semantics
of data. However, it is an essential measure to ensure the accuracy and reliability of
data in knowledge graphs.

Overall, the semantic accuracy measure in this study provides a good starting
point for improving the accuracy of data in the ORKG, but further work is needed
to explore ways to measure semantic accuracy at different depths of the graphs and
to address the issues identified in this study.

6.2 Conclusion

In this thesis, I present the findings of my study of the ORKG curation grants, which
aim to assess the quality of the curated data using completeness and accuracy mea-
sures. My findings show that, while specific completeness metrics, such as instance
and population completeness, have limits, the overall quality of the curated data
is rather strong, with an average property completeness score of 80.97%. Nonethe-
less, there is still potential for improvement, notably in the instance and population
completeness measurements, which necessitate a more thorough examination of the
complications inherent in evaluating these completeness measures.
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6.3 Future Work

My analysis has identified several areas for future work that could help to address the
challenges and limitations associated with measuring the completeness and accuracy
of knowledge graphs. These areas include:

• Developing more robust and standardized measures for evaluating the com-
pleteness and accuracy of knowledge graphs, particularly with regard to the
instance and population completeness measures.

• Improving the coverage and quality of the data being curated by knowledge
graphs, through collaborations with domain experts and the use of more ad-
vanced data integration techniques.

• Evaluating the effectiveness of different curation strategies and approaches for
improving the completeness and accuracy of knowledge graphs, such as crowd-
sourcing, machine learning, and expert curation.

• Investigating the use of semantic web technologies and ontologies to improve
the completeness and accuracy of knowledge graphs, through the development
of more fine-grained and standardized semantic models.

• Developing tools and frameworks for visualizing and exploring the complete-
ness and accuracy of knowledge graphs, to facilitate better understanding and
interpretation of the data.

By focusing on these areas for future study, I may contribute to improving the
quality and coverage of knowledge graphs, as well as developing more effective ways
to evaluate their completeness and correctness. Eventually, this will aid in the sup-
port of a wide range of applications such as data integration, knowledge discovery,
and decision-making, as well as drive future improvements in the field of knowledge
representation and management.

Furthermore, my analysis highlights several challenges and limitations associ-
ated with measuring the completeness and accuracy of knowledge graphs. These
challenges include difficulties in defining and measuring completeness and accuracy
measures, as well as limitations in the quality and coverage of the data being curated.
Addressing these challenges will require continued efforts to improve the quality and
coverage of knowledge graphs, as well as the development of more robust and stan-
dardized measures for evaluating their completeness and accuracy.
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[9] Jérôme Euzenat et al. “OAEI 2020 campaign”. In: Proceedings of the 15th International
Workshop on Ontology Matching co-located with the 19th International Semantic Web Con-
ference (ISWC 2020). 2020, pp. 101–132.

[10] Catherine Faron-Zucker et al. “KG-BENCH: A Benchmarking Framework for Knowledge
Graph Systems”. In: The Semantic Web - ISWC 2021. Springer. 2021, pp. 351–366.

[11] Andrés Garcıa-Silva, Oscar Corcho, and Raúl Garcıa-Castro. “Semantic accuracy assessment
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[37] Andreas Trameşberger et al. “Towards Instance-based Evaluation of Knowledge Graph Pop-
ulation”. In: arXiv preprint arXiv:2012.15794 (2020).

[38] Marieke Van Erp et al. “Assessing the completeness of knowledge graphs for answering
biomedical questions”. In: Proceedings of the 2nd Joint Workshop on Deep Learning for
Biomedical Natural Language Processing and Biomedical Knowledge Graphs. 2020, pp. 15–
25.

[39] Xiaowei Wang et al. “Detecting Erroneous Relations in Knowledge Graphs with Machine
Learning”. In: Proceedings of the 2020 Conference on Empirical Methods in Natural Language
Processing (EMNLP). 2020, pp. 4028–4038.

[40] Xinyue Wang et al. “Quality Assessment and Error Correction of Knowledge Graphs: A
Review”. In: IEEE Access 9 (2021), pp. 21644–21660.

[41] Martin White. Knowledge Graphs: An Introduction. Morgan Claypool Publishers, 2019.

[42] Mark D Wilkinson et al. “The FAIR Guiding Principles for scientific data management and
stewardship”. In: Scientific Data 3.1 (2016), pp. 1–9.

[43] Zheng Xie et al. “Instance level completeness evaluation for knowledge graph”. In: 2018 IEEE
International Conference on Big Data (Big Data). IEEE. 2018, pp. 3035–3042.

59

https://doi.org/10.3233/SW-160218


Bibliography

[44] Amrapali Zaveri et al. “Quality assessment for linked data: A survey”. In: Semantic Web 7.1
(2016), pp. 63–93.

[45] Fuzheng Zhang et al. “A comprehensive survey of knowledge graphs: Representation, acqui-
sition and applications”. In: IEEE Transactions on Knowledge and Data Engineering 30.2
(2018), pp. 312–333.

[46] Fuzheng Zhang et al. “Enhancing Knowledge Graph Completion with Jointly Learned Lin-
guistic Patterns and Triples”. In: Proceedings of the 42nd International ACM SIGIR Confer-
ence on Research and Development in Information Retrieval. ACM. 2019, pp. 385–394.

60


	Introduction
	Motivation
	Goals
	Structure

	Background
	Knowledge Graphs
	Importance of Knowledge Graphs

	Quality Assessment of Knowledge Graphs: State-of-the-Art Techniques and Challenges
	Knowledge Graph Maturity Model (KGMM) 
	Evaluation of the Knowledge Graph Maturity Model: Strengths and Weaknesses 


	Related Work
	Challenges in Knowledge Graph Quality Assessment
	Approaches and Techniques for Knowledge Graph Quality Assessment
	Metrics-based approaches 
	Heuristics-based approaches 
	Benchmarks-based approaches

	Trends and Future Directions in Knowledge Graph Quality Assessment

	Approach
	Completeness
	Property Completeness
	Instance Completeness
	Population Completeness

	Accuracy
	Semantic Accuracy

	Implementation

	Evaluation
	Evaluation of Quality Measures
	Analysis of ORKG Curation Grants
	Evaluating Completeness through Different Approaches

	Discussion and Future Work
	Strengths and Limitations
	Conclusion
	Future Work

	Bibliography

