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A B S T R A C T   

The stability of Tetrapod armour units against solitary waves using Smoothed Particle Hydrodynamics (SPH) 
method is analysed in this work. To this purpose, the SPH-based DualSPHysics code was coupled with the 
multiphysics library Project Chrono. Tetrapod units are placed above a submerged mound. DualSPHysics solves 
the fluid-solid interaction, while Project Chrono solves the Tetrapod-mound interactions based on the contact 
and material properties of the block surface. The motion of the units during the simulation was compared with 
the physical model experiments where Tetrapods are made of mortar, and the mound is in PVC. The numerical 
results expressed as displacements of Tetrapods and damage ratio under different solitary waves are in 
reasonable agreement with the experiments, proving the capability of the DualSPHysics code to simulate chal
lenging environments under the same numerical framework. The validated tool is then applied to study the 
stability for different coefficients of friction between mound and Tetrapods aiming at simulating the effects of 
different materials and surface roughness.   

1. Introduction 

During the Great East Japan Earthquake in 2011, many armour units 
installed at the breakwaters were scattered due to the generated tsunami 
waves (Esteban et al., 2014). These kind of events prompt reserachers to 
study in detail the effectiveness, resisistence and resilience of armour 
units and deatched breakwater for coastal risk mitigation. Hanzawa 
et al. (2012) investigated the stability of the blocks against solitary wave 
by hydraulic model experiments for breakwaters composed of 
wave-dissipating concrete blocks. Maruyama et al. (2014) and Mitsui 
et al. (2016) conducted hydraulic model experiments and numerical 
analyses to investigate the stability of armour units behind composite 
breakwaters against overflowing tsunami. These numerical studies are 
based on the hydrodynamic forces acting on the fixed individual units, 
and there is little study that directly calculates the behaviour of the 
units. Thus, predicting the stability of armour units due to tsunami by 
numerical simulation is an important but challenging task. 

The behaviour of a coastal structure can be defined by a number of 
parameters, related to its hydrodynamic and structural response to the 

action of sea waves and currents. For a rubble mound breakwaters, the 
number of displaced armour units defines the damage ratio and ex
presses its structural stability. The hydraulic instability of the armour 
layer, usually referred and compared to the “undamaged” section, de
pends on hydrodynamic conditions and structural features, being 
expressed by parameters such as the incident wave height, the nominal 
diameter of the armour unit, the armour layer slope, the structural 
permeability etc. (Campos et al., 2020). Packing and interlocking of 
armour units might have a significant impact on the damage ratio and 
vary largely based on the armour unit shape. To this extent, studying the 
hydrodynamic behaviour of armour units under extreme wave condi
tions is fundamental for coastal engineering design. 

The Tetrapod, which is the subject of this study, is a typical armour 
unit that has been widely used around the world since they were first 
employed in 1950. The shape of the Tetrapod is the result of testing a 
number of shapes in terms of hydraulic properties (including stability, 
wave overtopping reduction, and reflection reduction), construction 
properties (ease of fabrication and installation), and cost (Danel and 
Greslou, 1962). Although the shape is simple with four legs, when they 
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are placed in combination, complex voids are formed between the units, 
which effectively dissipate wave energy. At the same time, the inter
locking with adjacent units provides extra stability to wave action. 

In the design of armour units, the required mass (or nominal diam
eter) of the unit is calculated to maintain stability against design waves 
and currents. There are various calculation formulae that have been 
proposed, such as the simple and widely used Hudson formula (Hudson, 
1959), the formula by Van der Meer (1988) for armour units covering 
rubble mound breakwaters, and the formula proposed by Hanzawa et al. 
(1996) for wave-dissipating blocks installed in horizontally composite 
breakwaters. The range of application is limited to the range of tested 
conditions and structural layouts for which have been derived. In order to 
characterise the hydrodynamic behaviour of specific armour units, 
physical model tests are still carried out worldwide trying to cover the 
gaps of existing formulas from literature and going beyond the 
state-of-the-art. The research presented in Sande et al. (2018) analysed 
the stability of breakwater roundheads protected with Cubipod units. The 
authors compared single-layer armours with double-layer armours con
firming that under certain conditions, the single-layer ones lead to the 
same behaviour. Safari et al. (2018) analysed the hydraulic stability of 
Starbloc armour unit and their effects on overtopping performance. 
Mares-Nasarre et al. (2022) performed physical model tests to study the 
stability of Cube-armored mound breakwaters in depth-limited breaking 
wave conditions, showing that lower stability was performed with 
respect to formulas from literature. Looking at improving the breakwater 
stability while reducing costs and materials, Yuksel et al. (2022) studied 
the performance of high-density cubes in the armor layers. The afore
mentioned studies are only a few examples of experimental modelling 
employed to characterise armour unit hydraulic behaviour. On the other 
hand, in recent years, it has become possible to predict the behaviour of 
individual armour units by directly evaluating the hydrodynamic forces 
acting on them and the resistance forces due to interlocking using nu
merical models (Dentale et al., 2018; Sarfaraz and Pak, 2018). Once such 
a method is established, it is expected to significantly reduce the cost and 
labour of conducting physical experiments. In addition, numerical 
analysis can be useful for clarifying phenomena by measuring hydraulic 
quantities at multiple locations and conducting parametric studies, 
which are difficult to do with physical experiments. Therefore, the au
thors aim to develop a numerical model that can reproduce the complex 
flow field around armour units and interlocking between units, and 
directly predict the stability against waves and currents. 

The CFD (Computational Fluid Dynamics) models can be classified, 
according to their spatial derivation, into mesh-based or meshless 
models. Mesh-based methods are ideal for solving problems where the 
boundaries remain fixed and, in the presence of a free surface, with no 
large deformations of that surface. Yet, the domain can become highly 
distorted when simulating floating or moving objects, which can cause 
large mesh deformation. The latest developments, such as overset grids 
or embedded meshes in OpenFOAM (Chandar, 2019), can palliate those 
limitations, however simulating numerous fluid-driven objects that can 
collide with each other under wave action of waves remains a major 
challenge for mesh-based methods (Windt et al., 2020). 

Mesh-based methods have been applied to study the interaction of sea 
waves and breakwaters, however they are rather focused on the analysis 
of pressure distribution in the filter layer and core of the breakwater and 
effects of the mound permeability on wave reflection and transmission 
(Koley et al., 2020; Celli et al., 2021), or on forces and pressures exerted 
on the crown wall and single armour units in order to determine indi
rectly possible failure mechanism, but without simulating them (Güler 
et al., 2018). In all these studies, however, the displacement and inter
action of armour units and the damage evolution are not modelled. 

Recently, meshless methods have grown in popularity as they can be 
applied to highly non-linear problems including moving complex ge
ometries. For example, Gotoh et al. (2010) developed a coupled model 
of the MPS and Discrete Element Method (DEM) to analyse the move
ment of armour blocks. However, there have been few studies on 

complex-shaped objects such as Tetrapods. Smoothed Particle Hydro
dynamics (SPH) is one of the most popular and has reached the maturity 
to be used for engineering purposes (Shadloo et al., 2016; Violeau and 
Rogers, 2016; Gotoh and Khayyer, 2018; Manenti et al., 2019; Tsuruta 
et al., 2019). SPH is an ideal method to simulate free-surface flows and 
violent wave-structure interactions since there is no special treatment to 
detect the free surface, and therefore large free-surface deformations can 
be efficiently treated since there is no mesh distortion. In this way, 
rapidly moving complex boundaries, fluid-driven bodies, and interfaces 
are easily treated. SPH is also a suitable numerical method capable of 
solving multi-body and body-fluid interactions (e.g. Asai et al., 2021). 
Solid-solid interactions are commonly solved using DEM, which has 
been coupled with SPH codes to study the sedimentation process of 
blocks on a seabed (Harada et al., 2011) and the behaviour of granular 
flows (Ikari and Gotoh, 2022). Coastal engineering problems are also 
solved using other SPH-based codes such as PARISPHERE code (Tsuruta 
et al., 2019) that is based on the Incompressible SPH (ISPH) and coupled 
with DEM and it includes porous model and scour model. 

The SPH-based code DualSPHysics (Domínguez et al., 2022) is used 
in this work. DualSPHysics encourages the use of SPH for real engi
neering problems and can be run on either CPUs or GPUs (Graphics 
Processing Units with powerful parallel computing). GPUs provide high 
computing power and are a good option to accelerate SPH since a GPU 
card can also be installed on a personal computer. The source code of 
DualSPHysics can be freely downloaded from the website www.dual.sph 
ysics.org. DualSPHysics has been applied widely in coastal engineering, 
yet mostly with fixed structures. The study of the run-up on a real ar
mour breakwater was presented in Altomare et al. (2014), and valida
tion with experimental data was also included in Zhang et al. (2018). 
Impact of tsunami bores on coastal structures was studied in St-Germain 
et al. (2014). Loading induced by random sea states on storm return 
walls was analysed in Altomare et al. (2015a), while Altomare et al. 
(2020) characterised the impact of extreme waves on a large-scale pier 
structure to evaluate the modes that determined its failure. Wave 
overtopping on sloping dikes was numerically measured in Altomare 
et al. (2021), including validation with experimental data. The capa
bilities of DualSPHysics to simulate freely floating objects were analysed 
in Canelas et al. (2015) and under the action of regular waves in Dom
ínguez et al. (2019a). On the other hand, DualSPHysics has been coupled 
with the multiphysics library Project Chrono (Canelas et al., 2018; 
Martínez-Estévez et al., 2023), where DualSPHysics solves the 
fluid-object interaction in a pure SPH framework, and Chrono is 
employed to solve the object-object interaction in terms of surface 
contacts and according to material properties (Suzuki et al., 2022). 

In this study, DualSPHysics is used to reproduce the hydrodynamic 
behaviour of the Tetrapod armour units against solitary waves, where 
Project Chrono is used to solve the interaction of the Tetrapod units over 
the mound breakwater. The case under study constitutes the application 
of SPH to a real problem that cannot be solved with conventional mesh- 
based methods. Conducting a literature review, we can find similar SPH 
works such as the pioneer one by Rogers et al. (2010), where the 
open-source code SPHysics was employed and the friction force between 
a moving caisson and the bed was modelled with a transition from static 
to dynamic friction force. Promising agreement was achieved comparing 
two-dimensional simulations with experimental data in terms of the 
displacement and the horizontal forces on the caisson. The work of 
Sarfaraz and Pak (2018) used the DualSPHysics code for the first time to 
study the stability of cubic armour blocks in low-crested breakwaters. 
SPH methodology was coupled with Polyhedral Discrete Element 
Method (DEM), which is used to solve the solid collisions. Validation 
included the wave force exerted onto a stationary cross-shaped block 
and the response of cubes under harmonic excitations (without fluid). 
The code was then applied to compute the forces and moments applied 
to each armour unit subjected to sea wave action under various condi
tions. However, only two-dimensional simulations were conducted in 
Sarfaraz and Pak (2018) and validation of the displacements of the cubes 
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under the wave action was not provided. 
Recently, Yamamoto et al. (2022) simulated the scattering process of 

the armour blocks placed on the rear side of a breakwater and displaced 
by overflow induced by tsunami waves. Stability number for the studied 
armour layers (see Mitsui et al., 2014) was compared with experimental 
results, proving a reasonable level of accuracy for a range of hydrody
namic conditions and water levels. Moreover, the authors measured the 
forces exerted on the armour units in order to provide further under
standing of the mechanism that leads to their displacements. The present 
work represents an advance in terms of numerical implementation and 
modelling, overcoming limitations related to the boundary conditions 
(DBC vs mDBC) and the fluid-object interaction solvers employed before 
(DEM vs Project Chrono). As mentioned before, Project Chrono is used to 
solve the Tetrapod-mound interaction. Besides, a more exhaustive 
validation is carried out in the present work, since more complete 
experimental data is available. The numerical results are compared with 
the experimental results in terms of surface elevation at different wave 
gauges and the displacement of the Tetrapods during the motion 
induced by the interaction with the different solitary waves. 

An important novelty of the present study is related to the boundary 
conditions needed to simulate moving 3-D complex geometry, such as 
the Tetrapods, as briefly mentioned above. Due to the meshless nature of 
the SPH method, the enforcement of boundary conditions remains an 
open problem, since there is no unanimity in the SPH community on the 
best approach. The different approaches that can be found in the liter
ature present advantages and drawbacks depending on the problem they 
are applied. For this reason, the SPHERIC Grand Challenge #2 
(Vacondio et al., 2020) aims to encourage the development of more 
accurate and valid boundary conditions that can be applied to real en
gineering problems. However, as far as the authors know, only a few 
examples of 3-D fluid-driven objects with complex geometries have been 
simulated with SPH: i) the work of Bouscasse et al. (2013) included the 
simulation of a dolphin shape using ghost particles technique, although 
it was a 2-D geometry with no validation; ii) the Manchester Boober was 
successfully simulated by Omidvar et al. (2013) using repulsive forces; 
and iii) an impressive ditching helicopter with boundary integral 
approach (Macía et al., 2012) was presented by Oger et al. (2020). In this 
work, the geometry of the Tetrapods are treated with accuracy using a 
modified implementation of the Dynamic Boundary Conditions (the 
so-called mDBC) according to English et al. (2022), unlike the work of 
Sarfaraz and Pak (2018) and Yamamoto et al. (2022) that were con
ducted using the classical DBC. 

The paper is organised as follows: Section 2 presents the main 
functionalities available in DualSPHysics to simulate the problem under 
study and describes the collision detection available in Project Chrono; 
Section 3 includes a brief description of the experimental campaign; 
Section 4 includes the numerical setup and numerical results that we 
compared against the experimental data (in terms of surface elevations 
and displacements of the Tetrapods), this section also conducts a 
convergence and performance analysis and applies the validated nu
merical tool to carry out further analysis for different coefficients of 
friction between Tetrapods and the mound; finally, Section 5 raises the 
main conclusions of this work. 

2. Numerical model 

This section introduces the numerical tool, where the main formu
lation of the Smoothed Particle Hydrodynamics (SPH) method is pre
sented. A particular discussion is included about the implementation of 
the boundary conditions and the wave generation and propagation. 
Finally, the coupling between the open-source codes DualSPHysics and 
the multiphysics library Project Chrono is described. In particular, the 
collision detection algorithm is addressed. 

2.1. SPH method 

SPH is a Lagrangian meshless method where a continuum is dis
cretised using a set of material points (or particles). In the particular case 
of fluid dynamics, the Navier-Stokes equations, in its discrete form, are 
locally integrated at the location of the particles, according to the 
physical properties of neighbouring particles. The contribution of those 
neighbouring particles depends on the distance between the particles, 
and the corresponding magnitude (velocity, density, etc.) is obtained 
using a weighted kernel function (W) with an area of influence that is 
defined using a characteristic length called smoothing length (h). A 
quintic Wendland kernel (Wendland, 1995) with compact support of 
radius 2h is applied in this study. The smoothing length (h) is defined as 
a function of the initial interparticle distance, dp, used to create the 
initial condition. 

Herein, the formulation implemented in the DualSPHysics code is 
briefly presented. A complete view of all functionalities available in 
DualSPHysics v5.0 can be found in Domínguez et al. (2022). 

Being a the particle where the physical quantities are being calcu
lated and b the neighbouring particles, the system of Navier-Stokes 
equations (momentum and continuity equations) can be written in the 
discrete SPH formalism as following: 

d
dt

va = −
∑

b
mb

(
pb + pa

ρb⋅ρa
+Πab

)

∇aWab + g (1)  

d
dt

ρa =
∑

b
mbvab⋅∇aWab + D (2)  

where Wab is the kernel function, t is the time, r is the position, v is the 
velocity, p is the pressure, ρ is the density, m is the mass, and g is the 
gravitational acceleration. 

The artificial viscosity (Πab) proposed in (Monaghan, 1992) is used 
here: 

Πab =

⎧
⎪⎨

⎪⎩

(
− αcab

ρab

)(
hvab • rab

r2
ab + 0.01h2

)

vab • rab < 00vab • rab > 0 (3)  

where c is the numerical speed of sound and h the smoothing length. The 
numerical results presented in this work were achieved using α = 0.04. 

On the other hand, the term D in the continuity equation introduces a 
diffusive term to reduce density fluctuations. The work proposed by 
Fourtakas et al. (2019) introduces a correction in the same formulation 
proposed by Molteni and Colagrossi (2009) but substituting the dynamic 
density with the total one. 

D= 2δhc
∑

b

(
ρT

ba − ρH
ab

) rab⋅∇aWab

r2
ab

mb

ρb
(4)  

being δ the coefficient that controls this diffusion term (set to 0.1 in this 
work) and subscripts T and H represent the total and hydrostatic 
component of the density of a weakly compressible and barotropic fluid 
by locally constructing the hydrostatic pressure as: 

ρH
ab = ρ0gzab (5)  

where zab is the vertical distance between particles a and b. 
As pointed out by Fourtakas et al. (2019) this formulation improves 

the behaviour of pressure near the wall boundaries, when compared 
with the formulation proposed by Molteni and Colagrossi (2009) and, at 
the same time, it avoids the high computational cost associated to the 
calculation of the normalized density gradient in delta-SPH proposed in 
Antuono et al. (2012). Thus, despite the formulation of Antuono et al. 
(2012) is more general, the formulation by Fourtakas et al. (2019) can be 
satisfactorily used for gravity-dominated flows. 

The fluid is treated as weakly compressible in DualSPHysics, so that 
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an equation of state is used to calculate fluid pressure as a function of 
density rather than solving a Poisson-like equation. In fact, the 
compressibility is adjusted to reduce the speed of sound so that the time 
step (based on the sound speed) are reasonable. Therefore, the system of 
equations presented before is closed with the Tait’s equation of state: 

p=
c2ρ0

γ

[(
ρ
ρ0

)γ

− 1
]

(6)  

where γ = 7 is the polytropic constant, with ρ0 = 1000 kg/m3 being the 
reference density of the fluid. 

The meaningful magnitudes (position, velocity, density and pres
sure) are integrated in time using a symplectic algorithm (Leimkuhler 
and Matthews, 2015). The symplectic position Verlet time integrator 
scheme is second order accurate in time. It is ideal for Lagrangian 
schemes as it is time reversible and symmetric in the absence of diffusive 
terms that preserve geometric futures. The position Verlet scheme in the 
absence of dissipation forces reads: 

rn+1 /

2
a = rn

a +
Δt
2

vn
a (7.1)  

vn+1
a = vn

a + Δt
dvn+1 /

2
a

dt
(7.2)  

rn+1
a = rn+1 /

2
a +

Δt
2

vn+1
a (7.3) 

However, in the presence of viscous forces and density evolution in 
DualSPHysics, the velocity is required at the (n+1/2) step thus, a ve
locity Verlet half step is used to compute the required velocity for the 
acceleration and density evolution for dv/dt(rn+1/2) and dρ/dt (rn+1/2), 
respectively. The scheme implemented in DualSPHysics follows: 

rn+1 /

2
a = rn

a +
Δt
2

vn
a (8.1)  

vn+1 /

2
a = vn

a +
Δt
2

dvn
a

dt
(8.2)  

vn+1
a = vn

a + Δt
dvn+1 /

2
a

dt
(8.3)  

rn+1
a = rn

a + Δt
vn+1

a + vn
a

2
(8.4)  

where rn+1/2 is substituted to rn+1 in eq. (7) to eliminate dependence 
from vn+1/2. Finally, the density evolution follows the half time steps of 
the symplectic position Verlet scheme as follows (Parshikov et al., 
2000): 

ρn+1 /

2
a = ρn

a +
Δt
2

dρn
a

dt
(9.1)  

ρn+1
a = ρn

a
2 − εn+1 /

2
a

2 + εn+1 /

2
a

(9.2)  

where εn+1 /

2
a = −

(
dρn+1 /

2
a
dt /ρn+1 /

2
a

)

Δt. 

A variable time step is used in DualSPHysics based on the CFL 
(Courant-Friedrich-Lewy) condition, the force terms and the viscous 
diffusion term following Monaghan et al. (1999). 

2.2. Boundary conditions 

Dynamic Boundary Conditions (DBC) (Crespo et al., 2007) have been 
initially implemented in DualSPHysics. Solid objects such as the walls 
and bottom of flow facilities, floating objects, wavemakers, hydraulic 
and maritime structures, etc., are discretised by a set of boundary 

particles that satisfy the same equations as fluid particles, however they 
do not move according to the forces exerted on them. When a fluid 
particle approaches a boundary particle, and the distance becomes 
smaller than the interaction distance (2h), the density of the affected 
boundary particles increases, resulting in a pressure increase. In turn, 
this results in a repulsive force being exerted on the fluid particle due to 
the pressure term in the momentum equation. DBC have been success
fully applied in some coastal engineering problems due to their capa
bility of discretising complex 3-D geometries into a set of boundary 
particles, as presented in the study of wave-runup of armour block 
breakwaters (Altomare et al., 2014; Zhang et al., 2018). However, DBCs 
present some drawbacks, such as an over dissipation that leads to 
un-physical large boundary layers. A modification of DBC (the so-called 
mDBC) has been presented by English et al. (2022). Within this imple
mentation, the boundary particles are arranged in the same way as in the 
original DBCs, but with the boundary interface located at a given dis
tance away from the innermost layer of boundary particles (defined as 
dp/2 for simple geometries). Boundary interface is represented as a solid 
black line in Fig. 1. For each boundary particle, a ghost node (red cross 
in Fig. 1) is created in the fluid domain in a similar way as Marrone et al. 
(2011). This ghost node is projected according to the normal vector of 
the boundary pointing to the fluid part of the domain (arrows in Fig. 1). 
For a flat boundary, the ghost node is mirrored across the boundary 
interface along the direction of the normal pointing into the fluid. For 
boundary particles located in a corner, the normal is defined as the di
rection between the boundary particle and the corner, so that the ghost 
node is mirrored through the point of this corner into the fluid domain. 
Fluid properties are then computed at the ghost node through a cor
rected SPH approximation and finally mirrored back to the boundary 
particles. Density field at the ghost node is computed according to Liu 
and Liu (2006). This new approach is here applied since it provides a 
more accurate and smoother pressure field, resulting in a reduction of 
the unphysically large boundary layer, as already shown in English et al. 
(2022). 

Rigid bodies, such as the units of the armoured breakwater, are 
discretised as a set of particles where the mDBC approach is applied, and 
their motion can be obtained by solving the basic equations of the rigid 
body dynamics, where the net force of each floating particle is computed 
first as the summation of the contributions of all surrounding fluid 
particles (Canelas et al., 2015). 

2.3. Wave generation 

Different techniques to generate sea waves have been implemented 
in DualSPHysics, such as i) the use of boundary particles, mimicking the 
displacement of the piston- and flap-type wavemakers that move 
following 1st and 2nd order wave generation solution for regular and 
random waves (Altomare et al., 2017) and solitary waves (Domínguez 

Fig. 1. Projection of ghost nodes by mirroring the boundary particles according 
to the normal vector of the boundary pointing to the fluid domain (for a flat 
surface and corner). 
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et al., 2019b), ii) relaxation zones (Altomare et al., 2018) employed 
either as stand-alone generation method or as coupling method with 
other phase-resolving models, iii) inlet/outlet open boundaries (Ver
brugghe et al., 2019) developed initially for two-way coupling with 
wave propagation models but also suitable for stand-alone wave gen
eration, and iv) multi-layered piston wavemaker (Altomare et al., 
2015b) coupled with external method (hereafter called ML-piston). This 
last method is the one employed in the present simulations. The 
ML-piston consists of a set of boundary particles that are bound together 
however they do not move as a whole rigid body, but rather have hor
izontal movements, which are reconstructed on the basis of the velocity 
time series that have been previously resolved in SWASH model (Zijlema 
et al., 2011) or any other model employed for wave propagation. In this 
work, OpenFOAM is employed for the purpose. The first model provides 
information of the velocity field along the water depth at a specified 
location along the wave propagation (i.e. coupling location), allowing 
accurately reconstructing the velocity profile in DualSPHysics. For 
models like SWASH this means to work in a multi-layered mode, while 
models like OpenFOAM provides velocity field for each mesh or nodal 
point that discretises the depth. The velocity time series reconstructed at 
each point along the water depth are then interpolated to assign velocity 
to each boundary particle of the ML-piston. This coupling technique is a 
1-way offline coupling with no reflection compensation, for which it is 
suitable only for low-reflective cases or very short time series used, such 
as the modelling of the main pulse of a single solitary wave. 

2.4. Project Chrono library 

The Project Chrono library (Tasora et al., 2016) is coupled with 
DualSPHysics to solve the fluid-structure interaction problem with me
chanical constrains applied on rigid bodies. A first description and 
validation of the coupling between DualSPHysics and Chrono can be 
found in Canelas et al. (2018), where a simply supported platform was 
exposed to a dam break leading to the collapse and partial transport of 
the structure. Moreover, the same authors presented a new structured 
version of the DualSPHysics code coupled to the multiphysics library 
using a co-simulating environment in Martínez-Estévez et al. (2023), 
improving the applicability to industrial problems. A rigorous validation 
of the collision detection algorithm has been already conducted in 
Martínez-Estévez et al. (2023), following the experimental setup pro
posed in Hagemeier et al. (2021). Good agreement was found between 
the numerical vertical component of a fully submerged sphere falling 
down and impacting the bottom surface of the tank made of steel. 

The smooth dynamics model, available in Project Chrono, deals with 
discontinuous frictional contacts and kinematic restrictions. The first 
ones are of interest in this work since the interaction between the 
different Tetrapods of the breakwater and those Tetrapods interacting 
with the mound are solved by that collision detection algorithm. In 
particular, the smooth contact code implemented (single-core) in 
Chrono 4.0.0 module is used in this work. The collision detection is 
activated when the distance between two approaching objects is less 
than a minimum distance defined by the user. Therefore, Project Chrono 

uses the outer envelope surface of those objects to detect collisions in 
terms of surfaces (not in terms of particles). The normal force (Fn) is 
solved using the following expression: 

Fn = knδ3/2
n n̂ − cnδ3/2

n vn (10)  

where kn is the normal stiffness, cn is the normal damping, vn is the 
normal component of the relative velocity at the point of contact, δn is 
the normal overlap, and n is the unit vector pointing from one particle 
centre to the other (or from one surface object to the other). Note that 
values of normal stiffness and damping depend on the user definition of 
the material properties like Young’s modulus, Poisson’s ratio and coef
ficient of restitution. On the other hand, the tangential force (Ft) follows 
the Coulomb friction condition that defines a maximum allowable force 
⃒
⃒Ft,max

⃒
⃒ = μs|Fn|, but it can be written in a general way as: 

Ft =min
[

μs|Fn|
δt

|δt|
, − ktδ1/2

n δt − gtδ1/4
n vt

]

(11)  

with μs as the coefficient of static friction that defines when passing from 
tangential sticking to tangential slipping, kt is the tangential stiffness, vt 
is the tangential component of the relative velocity at the point of 
contact, and δt is the tangential displacement vector. The normal and 
tangential forces computed on each body as result of the collision are 
included in the basic equations of the rigid body dynamics in order to 
compute the final motion of the solids. A complete description of the 
formulation can be found in Sunday et al. (2020). 

Based on the above-described approach, the friction coefficient be
tween different Tetrapods and the friction coefficient between them and 
the mound of the breakwater needs to be defined for the materials that 
collide. In this research, the values measured during the experimental 
campaign are used. However, it should be mentioned that the contact 
models implemented in the version of Project Chrono used here, do not 
consider the kinetic friction coefficient and the solver only accounts for 
the initial static friction coefficient (μs), which is also used when the 
rigid body is already moving. 

3. Experimental campaign 

A series of physical tests to analyse the movement of Tetrapods units 
against solitary waves were carried out in the facilities of Fudo Tetra 
Corporation in Japan. In this research, some of those tests are chosen to 
validate the numerical tool where the displacement of the units during 
the simulation is compared with physical experiments, as shown in the 
following sections. 

A wave flume of 55 m in length, 1.2 m in width, and 1.5 m in height 
was used for the experiments. The facility is equipped with a piston-type 
wave generator. The layout of the flume is shown in Fig. 2. The position 
of the experimental wavemaker in the pulled state was defined as x = 0 
m. A fixed seabed of mortar with a slope of 1/30 was built from x = 19.0 
m (19 m from the wave paddle). A foundation mound and Tetrapods 
were installed at x = 39.0 m on the slope. The water depth was 0.80 m at 
the offshore uniform depth and 0.083 m at the centre of the structure. 

Fig. 2. Layout of the wave flume during the experiment.  
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Wave gauges were installed at seven locations (WG1 to WG7) to measure 
the water surface elevation. 

The Tetrapods are regularly placed in a single row on the mound, as 
shown in Fig. 3. The Tetrapod model (scale was assumed to be 1:50) was 
made of mortar, 7.7 cm in height, 126 cm3 in volume and 0.3 kg in mass, 
resulting in a density of 2.38 g/cm3. The friction coefficient between 
Tetrapods is 0.65. The mound was impermeable, with a polyvinyl 
chloride (PVC) panel attached to the mound surface. The friction coef
ficient between PVC and the blocks was measured prior to the 

experimental campaign as following described. 
A Tetrapod model was placed on a shallow container with a PVC 

panel attached, and the load was measured by pulling it horizontally 
with a nylon string. The force gauge was pulled at a speed of about 1.2 
cm/s. The shallow container was filled with a thin layer of water to 
maintain the wet condition. The measurements were repeated 10 times. 
Fig. 4 shows the time series of the friction coefficient calculated by 
dividing the pulling force by the self-weight of the block. The average 
value for 5 s, excluding 1 s at the start of the movement, was calculated, 
and 0.32 was obtained as the average of the 10 measurement results. The 
friction coefficient obtained in this way is used in the numerical 
simulations. 

The experiments on block movement due to solitary wave action was 
carried out as follows. The wave heights of the solitary waves were 
varied to 2.6 cm, 4.5 cm, and 6.4 cm at the offshore uniform depth (WG1 
in Fig. 2). Hereinafter, the three different waves are named according to 
the wave height at WG1. The number of moved blocks and the 
displacement of each block were measured. In this study, the blocks that 
moved more than one block height (7.7 cm) defined a damage condition, 
and the damage rate was calculated. The displacement distance was 
obtained by analysing the images taken by a video camera from above. 
The blocks were placed again at the initial position after each wave 
action. The experiment was repeated three times at each wave height 
rank. Fig. 5 shows the movement of the blocks after the solitary wave 
action. It was observed that the blocks slid toward the shore and fell off 
the mound in the case of large wave height. The results of the first of 

Fig. 3. Side view and plan view of the structure.  

Fig. 4. Measurements of the coefficient of friction in the laboratory.  

Fig. 5. Displacement of the blocks after the solitary wave action.  

J. Mitsui et al.                                                                                                                                                                                                                                   



Coastal Engineering 183 (2023) 104315

7

three repetitions of the experiment are shown. 
The experimental time series of the water surface elevation (η) is 

shown in Fig. 6. It can be seen how the wave height increases as it is 
propagated along the slope (the wave is shoaling), but in all cases, the 
wave acted on the Tetrapods before breaking. 

4. Results 

The physical model tests where one row of Tetrapods were placed on 
the mound of PVC are reproduced with the numerical model for the 
different solitary wave conditions. The numerical results presented here 
were all obtained using the latest version of the coupling between the 
open-source codes DualSPHysics (v5.0 is available for free download at 
https://dual.sphysics.org/downloads/) and the multiphysics library 
Project Chrono (v4.0.0 is also available at https://projectchrono.org/ 
download/). The numerical setup is explained first, where special 
attention is paid to the boundary conditions used to discretise the 
complex geometry of the Tetrapods and to the wave generation of the 
solitary waves. Then, a detailed validation is presented with compari
sons of the: i) analytical and numerical hydrostatic force exerted by the 
fluid onto the semi-submerged blocks, ii) numerical response between 
Tetrapod and PVC-slope using the friction coefficient that was measured 
experimentally, iii) experimental and numerical surface elevation at 
different wave gauges, iv) experimental and numerical displacement of 
the Tetrapods during the motion induced by the interaction with the 
different solitary waves. This section also includes a convergence and 

performance analysis that helps to decide the best numerical resolution 
in terms of accuracy and computational runtime. Finally the validated 
model is used to study the effect of the roughness of the mound. 

4.1. Numerical setup 

The numerical tank needs to be defined to mimic the physical fa
cilities. In this way, the dimensions of the experiment (Figs. 2 and 3) are 
used to create the numerical system. Note that the width of the wave 
flume in the physical experiment and in the simulations is the same (1.2 
m), being the total number of Tetrapods (15) in the experiment 
modelled with DualSPHysics. However, the flume length of the nu
merical SPH domain is reduced compared to the experimental one. In 
fact, a mesh-based CFD tool is first executed in order to propagate waves 
and use the information at 6 m from the mound to generate solitary 
waves in the reduced SPH domain (this will be explained better in the 
following sub-section). 

In order to discretise the numerical domain described before into 
particles, an initial interparticle distance, dp, needs to be first defined. 
Following the recommendations in Altomare et al. (2017) and Rota-R
oselli et al. (2018), a minimum of 5 particles need to be used to define 
the wave height (H) for accurate wave propagation (H/dp > 5). Ac
cording to the minimum wave height measured at WG1 (Fig. 6), dp =
0.005 m was initially considered, which means that H/dp is 5, 9 and 13 
for the three different solitary wave heights at WG1. Moreover, using 
this resolution, 15 particles were created in the characteristic size of a 

Fig. 6. Time series of the experimental water level.  
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Tetrapod (7.7 cm). Note that the DualSPHysics software suite includes 
pre-processing tools that allow to introduce complex geometries by 
means of a wide range of input files including CAD, STL, PLY files, etc., 
making the setup of simulations straightforward. In this case, the actual 
geometry of the Tetrapods can be used using STL files. 

The distance of interaction (kernel radius) is here defined as 2h =
0.021 m (being h = 1.2⋅sqrt(3)⋅dp, in 3D). A total number of 17,541,570 
particles are created with 15,385 particles discretising the 15 Tetrapods 
(Table 1). The simulation of 20 s of physical time took around 30 h (for 
the three solitary wave conditions) using NVIDIA GeForce RTX 3080Ti 
GPU with Intel i7-8700K CPU and 64 GB RAM. Around 4 h of that total 
execution time was consumed by Project Chrono solving the interactions 
between Tetrapods and mound with Tetrapods. Whereas the Dual
SPHysics is executed on the GPU card, the collision detection of the 
Project Chrono library is executed on single-core CPU (Martínez-Estévez 
et al., 2023). A convergence study is also conducted in this work, where 
different numerical resolutions and runtimes will be analysed in Section 
4.6. 

As mentioned in Section 2.2, the new mDBC are used here to simulate 
the boundary particles (wavemaker, mound, tank and blocks). In order 
to apply mDBC, normal vectors created for each particle with direction 
towards the boundary interface (STL faces) are needed, their module 
being the distance between the position of the boundary particle and 
boundary interface (see Fig. 1). Note that normal direction and module 
are key to obtaining the ghost node projected into the fluid across that 
boundary interface. Fig. 7 includes the STL file of a Tetrapod (a), how 
this is discretised into SPH boundary particles (b) and the result of 
computing normal vectors (c) for each particle. The module of each 
normal vector varies depending on the distance between the particle and 
the boundary interface (STL) as shown in Fig. 1. This is the first time that 
mDBC is applied to such a complex geometry as the Tetrapod one. The 
use of mDBC, as it was proven in English et al. (2022), avoids the large 
boundary layer created when using DBC so that fluid-structure inter
action is accurately solved. On the other hand, the geometry of the 
Tetrapods needs to be properly discretised into particles (here we use dp 
= 0.005 m) in order to numerically reproduce the actual volume of the 
unit, so that, the actual buoyancy force. 

4.2. Validating wave propagation with ML piston 

A vertical 2-D analysis was performed first for the entire wave flume, 
and then the result was connected to a 3-D analysis for a small domain 
including the structure using one-way coupling (see Fig. 2). The vertical 
2-D analysis was performed using OpenFOAM-v1712. A solver named 
interDyMFoam was used, which is a Volume Of Fluid (VOF) solver for 
gas-liquid two-phase flow with moving grid functionality. A vertical 
wall boundary was created in the analysis domain to simulate a wave 
maker, and a solitary wave was created by moving the wall boundary 
toward the shore using the moving grid function, as in the experiment. 
The moving speed of the wavemaker was calculated by the method by 
Goring and Raichlen (1980) using the measured wave height at the 
uniform water depth (WG1) obtained from physical experiments. The 
grid size was set to 2 cm in the horizontal direction and 1 cm in the 
vertical direction from the offshore end to x = 19.0 m, and 1 cm in both 
the horizontal and vertical directions on the shore side. The grid was 
further subdivided by half near the still water surface on the shore side 
from the x = 27.0 m. The time increments were set to be variable so that 
the maximum Courant number would be less than 0.35. To connect to 
the 3-D analysis, the water particle trajectories at the connection point 
were output in order to get the time series of the position and the ve
locity at those positions. The 3-D analysis by DualSPHysics was con
ducted for the region closer to the mound. Hence, a wave maker was 
installed at 6 m from the mound and moved using the ML-piston. The 
time series of the vertical position and horizontal velocity obtained with 
the 2-D mesh-based code were given to move the wavemaker in the SPH 
simulations. Note that although OpenFOAM cannot be used for the main 
purpose of this work, which is to study the movement of the Tetrapods 
under the action of different solitary waves, however, it is used to 
propagate waves in a large numerical flume. The ML-piston used in the 
SPH domain can be moved with the information provided by any other 
efficient model of wave propagation such as SWASH, OceanWave3D, 
etc. 

A comparison of the experimental and numerical time series of the 
water surface elevation (η) at the locations of WG5, WG6 and WG7 is 
shown in Fig. 8. Note that the location of WG7 is placed in front of the 
structure (Fig. 2). The results show good agreement at all wave height 
ranks. In particular, the case of HWG1 = 6.4 cm has a sharp waveform just 
before the wave breaking, and the water level peak for a short time also 
agrees well. These results confirm the validity of the analysis method for 
the propagation of the solitary wave, which connects the vertical 2-D 
analysis by the VOF method to the 3-D analysis with a reduced 
domain by the SPH method using ML piston. 

Fig. 7. Complex geometry of the Tetrapod: STL file (a), discretization into particles (b) and computation of normals (c) required to apply projections for 
mDBC approach. 

Table 1 
Computational times for the simulations of 17,541,570 particles (15,385 
floating particles).  

Configuration Runtime SPH + Chrono Runtime  
Chrono 

HWG1 = 2.6 cm 29.90 h 3.95 h 
HWG1 = 4.5 cm 30.42 h 4.34 h 
HWG1 = 6.4 cm 30.44 h 4.09 h  
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4.3. Validating friction with Project Chrono 

Note that the actual values of the friction coefficient between Tet
rapods (mortar) of 0.65 and between Tetrapods (mortar) and mound 
(PVC) of 0.32 are used in the simulations. Therefore, the first validation 
of Project Chrono itself was carried out in order to check the numerical 
results of the collision detection algorithm. In these tests, only solid 
objects are included: one Tetrapod is resting on a horizontal plane that 
starts rotating. As input information for these simulations, the exact 
geometry of the unit is given, the mass of each Tetrapod (0.3 kg) and the 
values of friction to be tested (0.32 and 0.65). The instant, so that the 
angle, when the Tetrapod starts to slide along the plane is used to 
determine the numerical friction coefficient as the tangent of the angle. 
Results of this new validation are shown in Table 2, where it can be 
noted that the error of the numerical results is less than 2%. 

4.4. Validating displacement and damage of Tetrapods with the coupled 
model 

The results of the full simulations are presented hereafter. The 
coupled code between DualSPHysics and Project Chrono is used to 
reproduce the physical tests with one row of Tetrapods over a mound 
made of PVC. Fig. 9 presents a first visual comparison with images of the 
first repetition of each experiment on the left and snapshots of the 
simulation on the right side (lateral views). The first frames (a) corre
spond to the initial situation before the arrival of the wave, while the rest 

of the images show the final instant after the solitary wave has already 
interacted with the Tetrapods. In this way, the displacement of the 
blocks can be observed for each wave condition: HWG1 = 2.6 cm (b), 
HWG1 = 4.5 cm (c) and HWG1 = 6.4 cm (d). 

Fig. 10 shows the same results as in Fig. 9 but this time with a top 
view, where the total displacement of the numerical and experimental 
Tetrapods can be more noticeable. In order to validate the numerical 
tool with these physical tests, the displacements of the blocks are ob
tained numerically and compared with the experimental data. It can be 
noted that the behaviour of the different blocks is quite symmetrical in 
DualSPHysics, while in the experiments it is not. One of the reasons may 
be due to the fact that the mound in the numerical model is homogenous 
along the width direction. On the contrary, there might be small dif
ferences and variations in the experimental model, so that, locally, the 
roughness of the mound is not the same along the whole flume width. 
Even, blocks may be slightly different in the experiment. 

It is worth mentioning again that three different repetitions were 
carried out during the experimental campaign and it was noted that an 
important difference among them is the initial disposition of the Tet
rapods. Fig. 11 plots the two different initial configurations for one row 
that can be simulated, where the orientation of the units is reversed. 
Therefore, it is important to compare the final displacement of the three 
physical tests (EXP1, EXP2 and EXP3) with two different configurations 
of the simulations (SPH1 and SPH2). The initial configuration during the 
three experimental repetitions was random and not defined beforehand, 
consequently EXP1, EXP2 and EXP3 are just three different tests of the 
same setup, while SPH1 and SPH2 are the same simulations but with two 
initial orientations. 

Fig. 12 compares the individual displacement of the 15 Tetrapods 
during the three repetitions of the experiments with the two numerical 
configurations (Fig. 11) for each wave condition. Analysing first the two 
highest waves (HWG1 = 4.5 cm and HWG1 = 6.4 cm), the experimental 
and numerical displacements are in agreement. In fact, there is not much 
variation in the displacement of the 15 Tetrapods of the same test or 
simulation. However, the case of HWG1 = 2.6 cm is different, and looking 
first at the experimental displacements, it is clear that a high variation    

Fig. 8. Time series of experimental and numerical water level at three different wave gauges (WG5, WG6, WG7).  

Table 2 
Analysis of the coefficient of friction simulated in Project Chrono.  

Parameter PVC-Mortar Mortar-Mortar 

Experimental friction coefficient 0.320 0.650 
Numerical angle of the slope 0.315 rad 0.585 rad 
Numerical friction coefficient tan(angle) 0.326 0.662 
ERROR +1.8% +1.9%  
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was measured along the units, while the numerical displacements show 
less deviation. Appendix A includes the individual displacement values 
in the form of tables for the three solitary wave conditions. Average and 
standard deviation values are also computed and, for the lowest wave 
condition, a very high deviation is obtained for the experiments. 

After visual comparison and in order to measure the discrepancies, 
the average values of the displacements have been quantified and are 
presented in Table 3. First, the average of the displacements of the 
Tetrapods during experiments is computed for each repetition (EXP1, 
EXP2, EXP3) and the average of the three repetitions was computed 
again in order to obtain one experimental value of displacement for each 
solitary wave (EXP), that are compared with the numerical average of 
SPH1 and SPH2 (Fig. 11). Table 3 includes all these data and the error 
between experimental and numerical solutions. Errors smaller than 1% 
are achieved for the three solitary wave conditions, but we should keep 
in mind the difficulties to reach high reproducibility in the experiments, 
where even for the largest wave height EXP3 showed a large deviation 
from EXP1 and EXP2. Besides, for HWG1 = 2.6 cm, where the lowest 
hydrodynamic forces are at skate, high standard deviation was regis
tered for the individual displacements (Appendix A). 

From a practical point of view, it is interesting to quantify the rate of 
damage, besides the unit displacement. As mentioned in Section 3, 
damage rate is defined as the number of blocks that moved more than 
the characteristic size (7.7 cm) over the total number of blocks. Results 
can be found in Table 4, which includes the damage rate of each indi
vidual repetition of the experiments, the average of the three repetitions 
and the numerical value. All blocks move more than 7.7 cm for the cases 
with HWG1 = 4.5 cm and HWG1 = 6.4 cm, so that damage is 100% both 

during the experiment and in the simulations. Note that in the case of 
HWG1 = 2.6 cm, the 15 Tetrapods in the simulations were moved, but 
two are moved less than 7.7 cm, so they are not included in the damage 
computation (86.67%). 

Experimental and numerical displacements and damage are also 
represented in Fig. 13 using bar charts. Displacements and damage of 
the two simulations and three experiments are included in the figure. 
Overall, the numerical values agree with the experimental data. It can be 
concluded that the DualSPHysics model coupled with the Project Chrono 
library can reproduce the hydrodynamic response of Tetrapods with an 
acceptable level of accuracy, at least for the configuration of one row of 
blocks made of mortar over a PVC mound and against the three solitary 
wave conditions simulated here. 

4.5. Hydrodynamic field study with the numerical model 

There is no experimental information regarding the flow field, 
however the numerical model allows us to compute the pressure and 
velocity field and the forces exerted onto the Tetrapods by the solitary 
waves. In this way, the time series of the wave force experienced by the 
units is shown in Fig. 14. For the sake of clarity, the average of the 
fifteen-time series of the forces exerted on the fifteen Tetrapods are 
included, including the standard deviation, which is represented with 
the shaded area. Total force is represented here without the initial hy
drostatic force: the one due to the initial partially submerged situation of 
the units. Considering the different wave conditions, it can be observed 
how the maximum forces increase with wave height as it is expected. A 
peak in the force signal appears and is more evident for larger waves. 

Fig. 9. Lateral view of the initial (a) and final situation of the Tetrapods after the interaction with the three different solitary waves (b,c,d) during the experiments 
(left) and with the numerical simulations (right). 
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The force peak corresponds to the instant when the solitary wave is 

reaching the units and passing over their crest. The presence of the units 
induces a prompt change of the wave steepness and wave momentum. 
For the largest wave this will lead to wave breaking after the passage 
over the tetrapods. The force time-series corresponds to the case of 
slightly-breaking waves presented by KortenhausOumeraci (1998), 
albeit defined for vertical structures, with the ratio between the peak 
and the following quasi-static part of the signal is smaller than 2.5. The 
wave crest provides the unit’s displacements with consequent reduction 
of the hydrodynamic force acting on them. After the main wave pulse, 
the force does not return to zero: the bump on the trail is actually caused 

by the Tetrapods falling down of the mound, so finding themselves in 

larger water depth than the initial one (excess of hydrostatic compo
nents with respect to the initial position). 

Moreover, the pressure and velocity field during the interaction of 
HWG1 = 4.5 cm with the central Tetrapod (unit 8) is plotted in Fig. 15. 
Note that a cross-sectional view of 16 mm is represented here where 
around 3 particles size (dp = 0.005 m) are visualised in the width di
rection. In the left panels, colour of the particles corresponds to the 
pressure value of each individual fluid particle, considering that values 
from 0 to 1000 Pa follows a water column of 0.1 m. Several instants are 
depicted in the figure, that correspond to the arrival of the wave in the 

Fig. 10. Top view of the initial (a) and final situation of the Tetrapods after the interaction with the three different solitary waves (b,c,d) during the experiments 
(left) and with the numerical simulations (right). 

Fig. 11. Two different configurations can be simulated according to the initial orientation of the Tetrapods.  
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Fig. 12. Experimental and numerical displacements of the 15 Tetrapods during the experimental tests (EXP1, EXP2, EXP3) and numerical simulations (SPH1, SPH2).  

Table 3 
Experimental and numerical displacement of Tetrapods with PVC mound.   

HWG1 = 2.6 cm HWG1 = 4.5 cm HWG1 = 6.4 cm 

EXP1 0.102 m 0.242 m 0.296 m 
EXP2 0.109 m 0.244 m 0.294 m 
EXP3 0.110 m 0.241 m 0.277 m 
EXP 0.107 ± 0.004 m 0.242 ± 0.002 m 0.289 ± 0.010 m 
SPH1 0.102 m 0.237 m 0.282 m 
SPH2 0.111 m 0.243 m 0.292 m 
SPH 0.106 ± 0.006 m 0.240 ± 0.004 0.287 ± 0.007 m 
ERROR 0.7% 0.8% 0.6%  

Table 4 
Experimental and numerical damage of Tetrapods with PVC mound. Number of 
blocks that move more than 7.7 cm are also included in parenthesis.   

HWG1 = 2.6 cm HWG1 = 4.5 cm HWG1 = 6.4 cm 

EXP1 73% (11) 100% (15) 100% (15) 
EXP2 80% (12) 100% (15) 100% (15) 
EXP3 87% (13) 100% (15) 100% (15) 
SPH1 87% (13) 100% (15) 100% (15) 
SPH2 87% (13) 100% (15) 100% (15)  
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second, third and fourth frames and the wave has already passed in the 
last three ones. Note that this central Tetrapod rotates under the action 
of wave of HWG1 = 4.5 cm. The interest here is to observe the smooth 
pressure field present in all the instants of the figure. Velocity values of 
the fluid particles are plotted in the right panels of the figure. It is also 
worth mentioning how mDBC allows the fluid to approach the boundary 
limit defined by the geometry of the Tetrapod. On the other hand, an 
irregular particle distribution around the free surface can be observed in 
some frames of Fig. 15. Despite the enhanced stability and accuracy of 
the density diffusion term by Fourtakas et al. (2019), two incompressi
bility conditions corresponding to the invariant density condition and 
divergence-free velocity condition are not completely resolved. The 
work of Khayyer et al. (2023) proposed two novel schemes, 

Velocity-divergence Error Mitigating (VEM) and Volume Conservation 
Shifting (VCS), which provide more regular and spatially continuous 
particle distributions around the free surface. 

4.6. Convergence and performance analysis 

This section includes the convergence analysis that was performed to 
select the most suitable numerical resolution used to obtain the results 
presented in the previous section. All previous simulations use the initial 
interparticle distance of dp = 0.005 m following the recommendation H/ 
dp > 5, so that 5, 9 and 13 particles discretise the three different solitary 
wave heights at WG1. As mentioned before, using this resolution, 15 
particles were created in the size of a Tetrapod (7.7 cm). A complete 
convergence study includes now the results of using different initial 
interparticle distances. In this case, dp = 9, 7, 5 and 4 mm are used to 
discretise the Tetrapod with 8, 11, 15, and 19 particles per size, 
respectively (Table 5). 

Fig. 16 collects the average displacements for the three repetitions of 
the experiments and for the simulations with different resolutions using 
only the configuration SPH1. Convergence is achieved since numerical 
results using dp = 0.004 m do not really improve the ones achieved 
already with dp = 0.005 m. 

Another important aspect to be considered to evaluate the capability 
of a numerical tool is the computational performance since it is desirable 
that simulations are executed at an affordable computational time. 
Table 6 includes the runtimes of all previous simulations executed on a 
NVIDIA GeForce RTX 3080Ti GPU with Intel i7-8700K CPU. In order to 
make a decision about the best numerical resolution, a good balance 
between accuracy (error values in Table 6) and runtime should be 
achieved. Both highest resolutions dp = 0.005 m and 0.004 m provide 
errors smaller than 5% while executions take 1.25 days and 3 days, 
respectively. Therefore, dp = 0.005 m is a good compromise with run
times that can be considered as reasonable. 

Whereas the DualSPHysics is executed on the GPU card, the collision 
detection of the Project Chrono library is executed on single-core CPU. It 
can be observed how increasing resolution, the total simulation time 
increases since more interactions and SPH particles need to be solved 
and because time step is smaller. However, the time dedicated to solve 
solid interactions is the same (around the 4 h) since the same number of 
objects (and surfaces) colliding need to be solved by Chrono and this is 
independent of the SPH resolution. Special care should be paid if the 
number of blocks increases (or the number of layers of units in the ar
mour layer) since the runtime of the multiphysics library is really 
dependent on that (Martínez-Estévez et al., 2023). 

Fig. 13. Bar chart of the experimental and numerical displacement (left) and damage (right) of Tetrapods with PVC mound.  

Fig. 14. Time series of the numerical wave force experience by the Tetrapods 
for the different wave conditions. 
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4.7. Effect of the roughness of the mound 

The numerical tool was properly validated with specific experiments 
where the movements of the Tetrapods were carefully obtained and the 
actual geometry and properties (mass and friction coefficient) of the 
blocks and the mound were used in the simulations. The experimental 
campaign was conducted with Tetrapods made of mortar and a mound 
of PVC. The friction coefficients were 0.65 in the case of mortar-mortar 
and 0.32 for PVC-mortar. In this section, the roughness of the mound is 
varied. The aim is to represent mounds of different materials or the ef
fects of material deterioration in time or under cyclic loading, which 

Fig. 15. Different instants of the interaction between solitary wave of HWG1 = 4.5 cm with the central Tetrapod. Colour of fluid particles correspond to the pressure 
field (left) and velocity field (right). 

Table 5 
Number of particles and particles per Tetrapod size (7.7 cm) for different 
resolutions.  

Particle 
spacing (dp) 

Number of total 
particles 

Number of floating 
particles 

Particles/ 
Tetrapod size 

0.009 m 3,659,860 2,622 (15 blocks) 8 
0.007 m 7,036,521 5,655 (15 blocks) 11 
0.005 m 17,541,570 15,385 (15 blocks) 15 
0.004 m 32,502,271 29,831 (15 blocks) 19  
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inevitably modifies the surface properties and hence the shear friction 
(e.g. Taklas et al., 2022). In particular, the following values of the co
efficient of friction between the mound and the Tetrapods have been 

modelled: 0.10, 0.21, 0.32, 0.43, 0.54, 0.65, 0.76, 0.87 and 0.98. 
The average displacement and the damage rate are computed from 

the results of the simulations that consider different coefficients of 
friction (COF) and always using dp = 0.005 m. Final instants after the 
solitary wave has passed are depicted in Fig. 17 for the coefficients of 
friction between Tetrapods and mound equal to 0.10, 0.32, 0.54 and 
0.76. It can be observed that the displacement of the units increases with 
the wave height and decreases with the roughness of the mound, as 
expected. 

All the values of displacements and damage rates are plotted in 
Fig. 18 for a more exhaustive analysis. As expected, the higher the wave 
height, the higher the displacement for both settings. The minimum 
friction coefficient simulated here (0.10) provides the highest dis
placements, which are 0.32 m with the wave of HWG1 = 2.6 cm, 0.37 m 
with the wave of HWG1 = 4.5 cm and 0.68 m with the wave of HWG1 =

6.4 cm. Then, the displacement decreases with the coefficient of friction. 
In fact, Tetrapods do not move at all for friction coefficients higher than 
0.32, 0.54, respectively for the two first solitary waves, and with HWG1 
= 6.4 cm displacements are less than 0.07 m for coefficients of friction 
higher than 0.65. 

Fig. 16. Bar chart of the experimental and numerical displacement of Tetrapods with PVC mound for the different experimental tests and numerical simulations with 
different resolutions. 

Table 6 
Initial particle spacing, number of particles, computational times and error 
comparing with experimental results using four different resolutions.  

Configuration Particle 
spacing (dp) 

Number of total 
particles 

Runtime Error SPH1 
vs EXP 

HWG1 = 2.6 
cm 

0.009 m 3,659,860 7.21 h 93.6% 
0.007 m 7,036,521 10.84 h 42.6% 
0.005 m 17,541,570 29.90 h 4.4% 
0.004 m 32,502,271 68.78 h − 2.8% 

HWG1 = 4.5 
cm 

0.009 m 3,659,860 6.78 h 32.5% 
0.007 m 7,036,521 11.21 h 7.1% 
0.005 m 17,541,570 30.42 h 2.0% 
0.004 m 32,502,271 69.50 h − 1.6% 

HWG1 = 6.4 
cm 

0.009 m 3,659,860 7.53 h 22.6% 
0.007 m 7,036,521 10.81 h 5.3% 
0.005 m 17,541,570 30.44 h 2.1% 
0.004 m 32,502,271 70.08 h − 4.0%  

Fig. 17. Final situation of Tetrapods over mound with different roughness.  
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5. Conclusions 

In the present work, the open-source DualSPHysics solver is applied 
to model the performance and behaviour of Tetrapod units under soli
tary wave attack. The model, based on the Smoothed Particle Hydro
dynamics (SPH) method, is coupled with the multiphysics library Project 
Chrono, to solve the interaction between Tetrapods units and the mound 
of the breakwater. The meshless nature of SPH allows modelling rapidly 
moving complex boundaries, fluid-driven bodies and complex in
terfaces, going beyond the limitations of mesh-based methods. The 
coupled DualSPHysics-Chrono model is validated against experimental 
data of solitary waves hitting single layers of Tetrapod units placed on a 
submerged PVC mound. The model was proven to reproduce the unit 
displacement and damage ratio measured experimentally. Then, the 
model is extended to study the stability while varying the friction of the 
foundation mound and studying the variation of the armour layer 
response. 

In order to minimise the discrepancies observed between experi
ments and our numerical results, several strategies should be adopted in 
the forthcoming investigations regarding the SPH method and the con
tact models between solids. More sophisticated approaches should be 
further investigated and applied here such as delta-SPH (Antuono et al., 
2012) and its more recent variant deltaplus-SPH (Sun et al., 2017), 
Riemann solvers (Vila, 1999), Incompressible SPH (Lind et al., 2012; 
Khayyer et al., 2017). The effect of turbulence could be also considered 
in a future work by using the laminar viscosity implementation together 
with the Sub-Particle Scale (SPS) turbulence model. The SPS model was 
first described by Gotoh et al. (2001) to represent the effects of turbu
lence in their Moving Particle Semi-implicit (MPS) model and later 
introduced into weakly compressible SPH by Dalrymple and Rogers 

(2006). Regarding the contact model, it will be worth to compare the 
implementation in Project Chrono, where collision detection is solved in 
terms of geometries, against the previous implementation of DEM 
available in DualSPHysics presented in Canelas et al. (2016), where 
contact forces of the bodies are solved based on particle interactions. 
Thus, refining the SPH resolution, the accuracy of the numerical results 
may be improved, but the computational resources would be far more 
demanding than using Chrono. 

Further investigation to provide a more in-depth systematic analysis 
of wave interactions with armour units of breakwaters should include 
the modelling of Tetrapods interlocking. First, similar validations as the 
ones conducted in Canelas et al. (2016), Canelas et al. (2017) and Sar
faraz and Pak (2018) using DEM should be carried out now with Project 
Chrono. In this way, interaction between cubes will be first validated 
without waves. Secondly, a new experimental campaign would have to 
include collisions among Tetrapods as well, considering, for example, a 
two-layer breakwater configuration. 

The outcomes of the presented research demonstrate that SPH-based 
codes are unique and versatile tools to study the stability of armour 
breakwaters. The work carried out, in fact, can be extended to study the 
performance of armour units having different nominal diameter, den
sity, shape or interlocking properties, aiding the design of coastal pro
tections. Thus, meshless methods represent feasible alternatives or 
complementary tools to more expensive and time-consuming experi
mental campaigns to characterise stability and damage evolution of 
armour layers and revetments. 
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Appendix A 

The following tables include the individual displacements of the 15 Tetrapods during the three repetitions of the experiments (EXP1, EXP2, EXP3) 
and for the two numerical configurations (SPH1, SPH2). Average and standard deviation (STD) values are also computed. Each table refers to each of 
the three solitary wave heights. 

Fig. 18. Displacements (top) and damage rates (bottom) for different friction 
coefficients between Tetrapods and mound. 
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Table A1 
Displacements of the Tetrapods during the experiments and the numerical simulations for HWG1 = 2.6 cm (all units are in meters).  

Block No. EXP1 EXP2 EXP3 SPH1 SPH2 

1 0.198 0.194 0.181 0.043 0.068 
2 0.177 0.111 0.111 0.084 0.087 
3 0.119 0.111 0.000 0.106 0.088 
4 0.104 0.118 0.125 0.102 0.112 
5 0.188 0.146 0.181 0.122 0.109 
6 0.182 0.118 0.115 0.114 0.138 
7 0.090 0.132 0.000 0.132 0.162 
8 0.000 0.118 0.078 0.119 0.174 
9 0.078 0.191 0.104 0.131 0.136 
10 0.108 0.118 0.111 0.117 0.132 
11 0.111 0.000 0.191 0.127 0.107 
12 0.000 0.000 0.118 0.105 0.112 
13 0.000 0.000 0.083 0.106 0.089 
14 0.000 0.104 0.078 0.083 0.088 
15 0.181 0.181 0.181 0.040 0.069 
AVERAGE 0.102 0.109 0.110 0.102 0.111 
STD 0.074 0.064 0.059 0.029 0.032   

Table A2 
Displacements of the Tetrapods during the experiments and the numerical simulations for HWG1 = 4.5 cm (all units are in meters).  

Block No. EXP1 EXP2 EXP3 SPH1 SPH2 

1 0.267 0.243 0.313 0.205 0.253 
2 0.236 0.264 0.243 0.257 0.220 
3 0.247 0.222 0.188 0.225 0.266 
4 0.215 0.257 0.271 0.256 0.225 
5 0.260 0.212 0.208 0.228 0.258 
6 0.226 0.257 0.257 0.259 0.225 
7 0.260 0.288 0.194 0.231 0.257 
8 0.233 0.257 0.257 0.257 0.226 
9 0.222 0.219 0.222 0.229 0.260 
10 0.306 0.260 0.257 0.259 0.237 
11 0.215 0.198 0.222 0.225 0.258 
12 0.208 0.250 0.257 0.255 0.225 
13 0.257 0.208 0.222 0.224 0.267 
14 0.215 0.264 0.264 0.257 0.222 
15 0.264 0.257 0.243 0.196 0.253 
AVERAGE 0.242 0.244 0.241 0.237 0.243 
STD 0.027 0.026 0.033 0.021 0.018   

Table A3 
Displacements of the Tetrapods during the experiments and the numerical simulations for HWG1 = 6.4 cm (all units are in meters).  

Block No. EXP1 EXP2 EXP3 SPH1 SPH2 

1 0.313 0.323 0.330 0.239 0.277 
2 0.233 0.285 0.222 0.292 0.274 
3 0.288 0.222 0.299 0.248 0.306 
4 0.333 0.285 0.288 0.303 0.296 
5 0.313 0.306 0.243 0.294 0.315 
6 0.347 0.288 0.299 0.310 0.297 
7 0.302 0.340 0.253 0.282 0.306 
8 0.337 0.281 0.292 0.312 0.241 
9 0.285 0.333 0.313 0.292 0.307 
10 0.302 0.292 0.278 0.314 0.295 
11 0.271 0.299 0.243 0.297 0.312 
12 0.278 0.292 0.288 0.303 0.294 
13 0.292 0.236 0.247 0.233 0.306 
14 0.250 0.285 0.292 0.277 0.274 
15 0.292 0.337 0.264 0.234 0.277 
AVERAGE 0.296 0.294 0.277 0.282 0.292 
STD 0.031 0.033 0.030 0.029 0.020  
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