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A B S T R A C T

Management of network resources in advanced IoT applications is a challenging topic due to
their distributed nature from the Edge to the Cloud, and the heavy demand of real-time data
from many sources to take action in the deployment. FANETs (Flying Ad-hoc Networks) are
a clear example of heterogeneous multi-modal use cases, which require strict quality in the
network communications, as well as the coordination of the computing capabilities, in order to
operate correctly the final service. In this paper, we present a Virtual Network Embedding (VNE)
framework designed for the allocation of dataflow applications, composed of nano-services that
produce or consume data, in a wireless infrastructure, such as an airborne network. To address
the problem, an anypath-based heuristic algorithm that considers the quality demand of the
communication between nano-services is proposed, coined as Quality-Revenue Paired Anypath
Dataflow VNE (QRPAD-VNE). We also provide a simulation environment for the evaluation
of its performance according to the virtual network (VN) request load in the system. Finally,
we show the suitability of a multi-parameter framework in conjunction with anypath routing
in order to have better performance results that guarantee minimum quality in the wireless
communications.

1. Introduction

Unmanned aerial vehicles (UAVs) have gone from being restricted to particular scenarios – due to public safety – to having a
egulated legal framework that allows them to be used in many different domains, both academic and commercial [1], expanding
their action areas to military, marine and surveillance purposes.

In this regard, coordinated and simultaneous flying of several drones has emerged to cope with use cases where large geographic
areas must be covered to offer a service, known as ‘‘flying ad hoc networks’’ (FANETs) [2]. These multi-UAV systems are
characterized by mobility and topology changes since (i) devices are moving to provide an adapted service and (ii) they are powered
by batteries, which implies an effort to maintain network reliability.

Of special note are emergency use cases where a set of small UAVs collaborate to carry out search and rescue missions, control
and manage natural disasters, and take concrete action to help do their job. More precisely, drones can access difficult and hazardous

∗ Corresponding author.
E-mail addresses: juanjo@gti.uvigo.es (J.J.L. Escobar), manuel.ricardo@inesctec.pt (M. Ricardo), rui.l.campos@inesctec.pt (R. Campos), xil@gti.uvigo.es

F. Gil-Castiñeira), rebeca@det.uvigo.es (R.P.D. Redondo).
vailable online 23 March 2023
542-6605/© 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
http://creativecommons.org/licenses/by-nc-nd/4.0/).

ttps://doi.org/10.1016/j.iot.2023.100761
eceived 18 December 2022; Received in revised form 17 March 2023; Accepted 17 March 2023

https://www.elsevier.com/locate/iot
http://www.elsevier.com/locate/iot
mailto:juanjo@gti.uvigo.es
mailto:manuel.ricardo@inesctec.pt
mailto:rui.l.campos@inesctec.pt
mailto:xil@gti.uvigo.es
mailto:rebeca@det.uvigo.es
https://doi.org/10.1016/j.iot.2023.100761
http://crossmark.crossref.org/dialog/?doi=10.1016/j.iot.2023.100761&domain=pdf
https://doi.org/10.1016/j.iot.2023.100761
http://creativecommons.org/licenses/by-nc-nd/4.0/


Internet of Things 22 (2023) 100761J.J.L. Escobar et al.

p
s
t
i
a

p
a
s
t

c
d
U

a
p
c
n
l

t
s

Fig. 1. Search and rescue in forest fire using FANETs.

laces, having a wider view of the situation and preventing staff members from being involved in an accident, thereby improving
uccess and security. In addition, proper management of natural disasters require the usage of novel IoT sensing and communication
echnologies for enhancing the prevention, intervention and recovery [3]. Indeed, UAVs usually carry sensors and actuators to
nteract with the environment, and extract the necessary information to make decisions during the operation, while exploiting the
dvances in wireless communications to shape new mobile network topologies.
In order to enable these activities through a mesh of UAVs, they must provide enough computational power to collect, store,

rocess and share data. Also, to optimize the performance of the service, the network should adapt intelligently by taking actions
ccording to the dynamic features of the network. The collaborative aspect of the network is important, since it allows combining
everal sources of information in a distributed application to make the most of all resources of the aerial infrastructure, as it is
he case of federated learning in an artificial intelligent (AI) context [4]. Besides, UAVs must be able to operate independently
of the backbone network either due to the unstable connectivity of FANETs, or the difficulty in satisfying Quality of Service (QoS)
requirements such as low latency for truly real-time, high bandwidth demand to prevent core network saturation, or privacy patterns
that preclude the use of external cloud services. Thus, in the scenarios addressed by this paper, computing must be flexible and run
in the edge flying devices.

As depicted in Fig. 1, an example is multimodal video surveillance in search and rescue operations, such as forest fires, which
may be used to identify and locate people from the air, thus making the job of staff members more effective and efficient. In this
case, a drone swarm is spread out over different areas of the forest to record a video flow, which is analyzed in real time and shared
among the UAV network to adjust the surveillance area and detect the desired target. The results of the video processing may be
added to other information sources such as cellular signal or GPS location for higher accuracy [5,6].

Any distributed application running on top of the FANET infrastructure may be partitioned among the UAVs considering
onstraints, such as power consumption or reaction time limit. Processes of an application may be moved from one UAV to another
epending on factors such as end-user behavior. For instance, the main routine to follow a terrestrial target must be deployed in a
AV which has sufficient battery energy and can do the tracking correctly.
Virtual Network Embedding (VNE) is a promising methodology to make the most of all available resources and dynamically assign

nd move specific tasks [7]. This technique focuses on finding an optimal assignment of the requested set of resources to the available
hysical resources. In this way, multiple virtual networks are deployed on top of the same physical network according to application
omputing and communication requirements. Despite being widely studied in recent years for virtualization enhancement in wired
etworks, VNE has left out wireless and mobile networks, where it may have a great impact on mobile wireless sensor networks to
everage intelligent dynamic services on top.
More specifically, VNE can be easily applied to FANET deployments since they will operate distributed services, which can follow

he dataflow programming model [8]. Under this premise, a virtual application is composed of several nano-services that perform
pecific tiny operations [9] and communicate unidirectionally to send messages and continue with the execution. Then, each task
is defined by a set of functional and non-functional requirements that must be supported to allocate the virtual service [10,11].

In the particular abovementioned emergency surveillance scenario, the application from Fig. 2 can be mapped to a physical
UAV infrastructure, regarding the service composition and requirement description done. The ‘Collect’ function starts the flow by
2
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gathering data from the environment and sending the raw income to the ‘Store’ function, which saves it. The ‘Process’ function
analyzes the information flow and sends its output to the final ‘Actuate’ function, which can then enforce a decision at the aerial
scenario. In accordance to the amount of resource demand (e.g. CPU, GPU and memory units) and functionalities associated to
sensors and actuators, such as video cameras or GPS devices, to execute the specific services, as well as communication specifications,
tasks are deployed (as indicated in Fig. 2) using the VNE solution. The ‘Store’ and ‘Process’ functions are mapped to the UAV with
he best back-haul connection because it can handle powerful computing tasks, while the ‘Collect’ and ‘Actuate’ functions have to
e deployed in sparse compact UAVs that have sensing capabilities to interact with the environment.
This programming model defines requirements that must be fulfilled to ensure proper operation of each function and adequate

uality of communication paths. In addition, it fits perfectly sensing applications, which need to take action constantly with a
ontinuously generated flow of data.
This paper provides a good example of UAV operations in surveillance and rescue works using resource virtualization over

ANETs, which is an innovative approach to implement real-time adjustments of the settings according to the needs of the application
t each moment. In addition, it introduces a VNE framework that may be applied to different mobile scenarios based on the dataflow
rogramming model, which is suitable for the composition of dynamic and intelligent distributed applications in the advanced
nternet of Things world. More specifically, this paper provides three main contributions:

• A mathematical model for describing dataflow applications and their resource requirements to be compliant with the VNE
methodology, enabling VNE to be used both for final application composition and deployment.

• An innovative VNE algorithm for dataflow applications, termed as Quality-Revenue Paired Anypath Dataflow VNE (QRPAD-
VNE), that exploits the special features of wireless communication channels in FANETs and tries to optimize the use of resources
in order to allocate and execute in the best possible manner.

• A reference framework to design and evaluate VNE algorithms for multiple-resource and sensor/actuator-enabled dataflow
applications.

The paper is structured as follows, in this section the motivation for this research has been explained and the requirements to
olve it have been presented. Section 2 presents the existing VNE proposals, which have inspired our solution. Therewith, in Section 3
he problem is modeled using graph theory. In Section 4 the QRPAD-VNE algorithm is presented considering the target scenario,
nd then it is validated for chosen network settings in Section 5. Section 6 concludes the work, reflecting possible improvements
nd future directions.

. Related work

Virtualization is regarded as a cutting-edge topic in modern network technologies, such as 5G and IIoT (Industrial Internet
f Things), which provides sophisticated techniques that give flexible and straightforward management of resources, as well as
xploiting them efficiently at any level of the infrastructure. This is where VNE technology comes in. Indeed, it has been extensively
sed in service planning for networking functions [12], and many solutions have been proposed for wired network backbones
f the telecom operators [7]. However, the wireless domain continues to pose an important research challenge, and VNE raises
ith innovation potential to cope with the special characteristics of wireless multi-hop networks to get the better communication
uality [13], but it also allows the composition of services according to the available resources.
Concretely, the Wireless VNE (WVNE) technology can be modeled as a mathematical problem to be solved by an Integer Linear

rogramming (ILP) mechanism [14], but it is intractable in large deployments due to its NP-hard nature and appropriate heuristic
lgorithms are needed to each environment [15]. Otherwise, it implies an operating cost of physical nodes and links that needs to
e optimized to yield maximum benefit of virtualization capabilities to allocate resources [16]. Most of WVNE proposals provide
onvenient node resource modeling and put the spotlight on link peculiarities of wireless broadcasting.
In particular, links are the key difference from traditional wired VNE, since physical phenomena and protocols are applied

ifferently. Wireless links must be characterized in terms of bandwidth capacity, latency or delay, reliability or error rate,
ransmission power, signal interference, geolocation, etc. Moreover, it is recommended to choose a mapping algorithm that takes
dvantage of the broadcast and wireless nature to improve performance of the resulting embedding [17].
The study in this field was initiated taking the interference conflict into account to evaluate the suitability of the embedding

ommunication [13,18], whether to be aware of topology distribution to deploy services from a central point [19], or to select the
ommunication links with the less noise according to signal power of neighbors [20]. In addition, in [21] the potential signal
ollisions are considered to enable communication channel reconfiguration in order to benefit the most of effective available
andwidth. Another relevant aspect relates to the capacity of allocating multiple messages simultaneously in the wireless spectrum
o maximize resources and avoid collisions [22], as well as the influence of distance between nodes to the quality of the links [23].
verall, wireless links can be formally defined by a metric cost from a combination of their bandwidth, delay and reliability for a
implified view of the embedding problem [24–26].
With respect to the algorithm strategy itself, the mapping from virtual communication links to substrate paths is performed

olving a shortest-path graph problem according to the metric cost of the chosen model, either for single or multiple split paths [27].
n [28] a distributed consensus approach is presented for unavailable centrally controlled settings.
Most of these VNE algorithms are solved around a single evaluation and classification of node and link characteristics, but

here are several proposals that go one step further and introduce the use of genetic algorithms to overcome the complexity of the
orresponding ILP model [22,29,30].
3
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Fig. 2. Mapping of a dataflow application to a FANET deployment.

Furthermore, a very promising approach that exploits the unique features of wireless mesh networks to improve the efficiency
of the embedded communication channel is opportunistic rebroadcasting to have multiple paths for the same data [31]. Recently,
it has been implemented (a) in industrial environments using anypath routing that considers node locations and packet delivery
4
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ratio and bandwidth capacity of the links in order to comply with latency or reliability requirements of WSN applications [32], and
also (b) in airborne networks to offer location-aware services, which are deployed following a one-stage algorithm that order the
mapping according to interference effect and resource demand [33].

Despite the primary focus of WVNE is link assignment, some research works consider node properties in wireless scenarios.
n [34] the selection of nodes is based on the cost of all potential choices in the substrate network, and [35] proposes an algorithm
hat makes the election according to the cost of executing a task in a node that has a certain degree of failure and the deployed
ackup entities that may recover it.
Another relevant matter is mobility, since FANET networks are, by nature, potentially mobile. In [36], a mechanism to support

ervice mobility through multiple node and path election is explored to migrate services when necessary.
VNE is highly related to current technology trends that will leverage automated and intelligent network management, and it will

ase the development of virtualization schemes using reference frameworks [37] for 5G, beyond-5G and advanced IoT environments.
n the one hand, it has been integrated with Software-defined networking (SDN) architectures due to the centralized view of the
tate of the substrate network and running virtual services, such as industrial wireless sensor and IoT networks [38,39]. On the
ther hand, it has been investigated for cellular network providers to accomplish QoS conditions, as low latency requirements [40],
to deploy efficiently MEC instances efficiently [41], or to create virtual network operators for mobile users [42].

In the light of the above, it is clear that VNE has the potential to revolutionize future intelligence-based networks for IoT and
6G technologies, and particularly anypath VNE strategies have the capability to meet the requirements of intensive wireless sensor
applications, and it is envisaged to exploit wireless mesh capabilities.

3. Network model

This section aims to model the VNE resource mapping problem of an application in a physical network by taking advantage of
the dataflow programming approach.

In order to illustrate the framework designed to target the main problem, we depict the programming model in Fig. 3, which
s organized in two parts — the applications that are requested to be deployed (Fig. 3(a)), and the physical infrastructure which
ffers virtualized resources (Fig. 3(b)). An application can be decomposed into several nano-services that are executed according
o the designed programming flow and send the corresponding data flows through the channels (Service Layer ). All those elements
re characterized by the requirements that need to be fulfilled (Requirement Layer). In turn, the physical network is formed by the
vailable computing nodes connected between themselves with direct physical links (Hardware Layer), and both capabilities from
odes and links are rendered to be used in a shared scenario (Resource Layer ).

.1. Substrate network

The physical infrastructure is composed of computing nodes connected by direct networked links is denoted by the substrate
raph 𝐺𝑠 = (𝑁,𝐿), where 𝑁 and 𝐿 are the set of nodes and connection links, respectively.
Each substrate node 𝑛 ∈ 𝑁 is defined by a set of attributes that represent their computing capabilities. There are non-functional

esources 𝑟𝑛,𝑥 that offer an amount of computing units to be consumed, where 𝑥 corresponds to the type of available resource — CPU
𝑟𝑛,𝐶𝑃𝑈 ), GPU (𝑟𝑛,𝐺𝑃𝑈 ) or memory (𝑟𝑛,𝑀𝐸𝑀 ). Otherwise, there exist functional resources 𝑓𝑛,𝑦 that consider the capacity to perform
oncrete functionalities with sensors, actuators or specific hardware that are available, indicated by 𝑦, such as GPS (𝑓𝑛,𝐺𝑃𝑆 ), video
ecording (𝑓𝑛,𝑉 𝐼𝐷𝐸𝑂), etc.
Whenever a direct connection between two nodes exists, a link 𝑙 ∈ 𝐿 is defined by several features that correspond to the usage

nd quality of the link. First, the bandwidth capacity 𝑏𝑙 that measures the number of available units to allocate data messages. Then,
he quality of the link is defined by the one-way propagation delay 𝑑𝑙 and the reliability 𝜌𝑙, which represents the packet delivery
atio, in order to establish a cost to use a single link 𝛿𝑙 = 𝑑𝑙∕𝜌𝑙 for unicast routing.
In multi-hop mesh networks, two nodes 𝑛 and 𝑛′ can communicate through a subset of links that constitute a specific path

(𝑛, 𝑛′) ∈ 𝑃 (𝑛, 𝑛′), where 𝑃 (𝑛, 𝑛′) is the set of all the paths that provide connectivity between 𝑛 and 𝑛′. The specific path is determined
y the routing schema used in the network, and a metric cost 𝜀𝑝(𝑛,𝑛′) is associated to the entire path since it can follow different
ubpaths.
Table 1 summarizes the elements of the substrate network and their representation.

.2. Virtual network

Similarly, each application is a virtual request represented by a directed graph 𝐺𝑣 = (𝑆,𝐶), where 𝑆 is the set of nano-services
hat need to be executed and 𝐶 are the communication channels that transport the messages.
Each nano-service 𝑠 ∈ 𝑆 is characterized by a set of requirements that must be fulfilled to operate successfully. On the one hand,

on-functional requirements 𝑟𝑣𝑠,𝑥 which correspond to the demand of resource units of type 𝑥 — CPU (𝑟𝑣𝑠,𝐶𝑃𝑈 ), GPU (𝑟𝑣𝑠,𝐺𝑃𝑈 ) or
emory (𝑟𝑣𝑠,𝑀𝐸𝑀 ). On the other hand, the functional ones 𝑓

𝑣
𝑠,𝑦 which are particular service functions associated to sensors, actuators

r specific hardware, indicated by 𝑦, that need to be executed to proceed with the task, e.g. an alarm loudspeaker (𝑓 𝑣
𝑠,𝐴𝐿𝐴𝑅𝑀 ).

Regarding the communication path, each channel 𝑐 ∈ 𝐶 has a set of attributes that define the resources and quality needed. To
eliver a message flow, an amount of bandwidth resource units 𝑏𝑣𝑐 must be reserved and it must guarantee that the maximum delay
𝑣 𝑣
5

𝑐 is not exceeded and a minimal reliability 𝜌𝑐 for the channel in order to ensure that the communication cost is not higher than
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Fig. 3. Programming model of the dataflow VNE framework.

Table 1
Elements of the substrate framework.
𝑁 Set of nodes (𝑛) in the network topology of the physical infrastructure.
𝐿 Set of links (𝑙) in the network topology of the physical infrastructure.
𝑟𝑛,𝑥 Non-functional resources of type 𝑥 (e.g. CPU) in node 𝑛.
𝑓𝑛,𝑦 Functional resources of type 𝑦 (e.g. particular sensor) in node 𝑛.
𝑏𝑙 Available bandwidth on link 𝑙.
𝑑𝑙 One way propagation delay on link 𝑙.
𝜌𝑙 Packet delivery ratio on link 𝑙.
𝛿𝑙 Cost to use link 𝑙.
𝑃 (𝑛, 𝑛′) Set of paths (𝑝(𝑛, 𝑛′)) that provide connectivity between nodes 𝑛 and 𝑛′.
𝜀𝑝(𝑛,𝑛′ ) Cost of the path 𝑝(𝑛, 𝑛′).

𝛿𝑣𝑐 = 𝑑𝑣𝑐 ∕𝜌
𝑣
𝑐 . Moreover, channels are intended to connect two single services 𝑐 = (𝑐𝑠𝑟𝑐 , 𝑐𝑑𝑠𝑡), that is, the communication flow starts

rom a source service 𝑠𝑟𝑐(𝑐) = 𝑐𝑠𝑟𝑐 ∈ 𝑆 and it ends in a destination service 𝑑𝑠𝑡(𝑐) = 𝑐𝑑𝑠𝑡 ∈ 𝑆.

Table 2 summarizes the elements of the application request that has to be distributed and deployed on the physical infrastructure
etwork.

It must be noted that dataflow applications are deployed for continuous operation until a termination instruction is launched.
his means that resources are consumed indefinitely. Moreover, services are invoked as message flows are delivered, that is, they
6

epend on previous data received.
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Table 2
Elements of the virtual request (application).
𝑆 Set of nano-services (𝑠) that are requested to be deployed in the network.

𝐶 Set of communication channels (𝑐) connecting the nano-services (𝑐𝑠𝑟𝑐 , 𝑐𝑑𝑠𝑡).
𝑟𝑣𝑠,𝑥 Non-functional resources of type 𝑥 (e.g. CPU) needed by service 𝑠.
𝑓 𝑣
𝑠,𝑦 Functional resources of type 𝑦 (e.g. particular sensor) required by service 𝑠.

𝑏𝑣𝑐 Bandwidth required by channel 𝑐.
𝑑𝑣
𝑐 Maximum delay that channel 𝑐 supports.

𝜌𝑣𝑐 Minimal reliability required by channel 𝑐.
𝛿𝑣𝑐 Maximum cost tolerated by channel 𝑐.

3.3. Problem description

The process of embedding virtual resources into a network infrastructure consists of two steps. In the first step, application
ervices must be matched to network nodes considering the computing constraints. In the second step, the most suitable communi-
ation path between the chosen nodes must be found, taking advantage of the broadcast features of wireless networks and using an
nypath routing mechanism that allows multiple paths to be used simultaneously in order to improve the overall reliability of the
ireless channels.

.3.1. Service-to-node mapping
each nano-service 𝑠 ∈ 𝑆 from the virtual request 𝐺𝑣 is assigned to a node 𝑛 ∈ 𝑁 in the substrate network 𝐺𝑠 as defined by the

mapping function

𝑁 ∶ 𝑆 → 𝑁

𝑠 → 𝑁 (𝑠)
(1)

which assigns physical resources to a nano-service satisfying the both following conditions

𝑟𝑣𝑠,𝑥 ≤ 𝑟𝑁 (𝑠),𝑥,∀𝑥 ∈ {𝐶𝑃𝑈,𝐺𝑃𝑈,𝑀𝐸𝑀} (2)

{𝑓 𝑣
𝑠,𝑦} ⊆ {𝑓𝑁 (𝑠),𝑦},∀𝑦 (3)

Thus, all non-functional resources in the selected physical node 𝑟𝑁 (𝑠),𝑥 must be enough to satisfy the demand 𝑟𝑣𝑠,𝑥, and the node is
able to perform the functional operations required by the nano-service 𝑓 𝑣

𝑠,𝑦.

3.3.2. Channel-to-link mapping
for each channel 𝑐 ∈ 𝐶 connecting two nano-services 𝑐𝑠𝑟𝑐 , 𝑐𝑑𝑠𝑡 ∈ 𝑆, it is necessary to assign a path that connects the nodes that

are assigned to the nano-services. We define

𝐿 ∶ 𝐶 → 𝑃 (𝑁 (𝑐𝑠𝑟𝑐 ),𝑁 (𝑐𝑑𝑠𝑡))

𝑐 → 𝐿(𝑐) = 𝑝(𝑁 (𝑐𝑠𝑟𝑐 ),𝑁 (𝑐𝑑𝑠𝑡))
(4)

which establishes the path satisfying that the bandwidth 𝑏𝑙𝑝 of each link 𝑙𝑝 ∈ 𝐿 constituting the path is equal or higher than the
bandwidth required by the channel

𝑏𝑙𝑝 ≥ 𝑏𝑣𝑐 ,∀𝑙𝑝 ∈ 𝑝(𝑁 (𝑐𝑠𝑟𝑐 ),𝑁 (𝑐𝑑𝑠𝑡)) (5)

and meeting also the restriction in terms of the maximum acceptable cost for the quality of the communication as follows

𝜀𝑝(𝑁 (𝑐𝑠𝑟𝑐 ),𝑁 (𝑐𝑑𝑠𝑡)) ≤ 𝛿𝑣𝑐 (6)

It is important to note that𝐿 establishes the path 𝑝(𝑁 (𝑐𝑠𝑟𝑐 ),𝑁 (𝑐𝑑𝑠𝑡)) according to the anypath routing technique [43]. Data
packets are forwarded from the source 𝑁 (𝑐𝑠𝑟𝑐) to the destination 𝑁 (𝑐𝑑𝑠𝑡) by relaying the message from a transmitter 𝑛𝑖 ∈ 𝑁 ,
starting from 𝑖 = 0, to any of the corresponding receivers 𝑛𝑖 ∈ 𝛤𝑛𝑖 ⊂ 𝑁 as shown in Fig. 4 recursively to reach the complete anypath
route. It is important to note that 𝐿 establishes the path according to the anypath routing technique. This approach selects the
path 𝑝(𝑁 (𝑐𝑠𝑟𝑐 ),𝑁 (𝑐𝑑𝑠𝑡)) that uses all the links that connect the source 𝑁 (𝑐𝑠𝑟𝑐 ) and the destination 𝑁 (𝑐𝑑𝑠𝑡) and satisfy the
restrictions in expressions (5) and (6). Then, data packets are forwarded from each node 𝑛𝑖 ∈ 𝑁 to any of the next set of nodes that
are part of the path 𝑝. We denominate those receivers as 𝛤𝑛𝑖 (for node 𝑛𝑖), which is a subset of 𝑁 .

Each step from a node in the anypath route can therefore be viewed as a hyperlink (𝑛𝑖, 𝛤𝑛𝑖 ) ordered by the chosen routing
priority mechanism. The hyperlink is characterized by new quality parameters that represent the simultaneous usage of each sublink,
thus it offers new delivery probability 𝜌𝑛𝑖𝛤𝑛𝑖 , proportional to delivering correctly the message to any of the hyperlink nodes, and
communication delay 𝑑𝑛𝑖𝛤𝑛𝑖 , which is the maximum delay of all the links in the hyperlink because the message may be potentially
delivered to any of the nodes in the hyperlink.

𝜌𝑛𝑖𝛤𝑛𝑖 = 1 −
∏

(1 − 𝜌𝑛𝑖𝑚) (7)
7

𝑚∈𝛤𝑛𝑖
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Fig. 4. Sequence of hyperlinks in anypath routing.

Table 3
Elements used for the establishment of a path.
𝑁 Function assigning services to nodes.

𝐿 Function assigning channels to paths.
𝜌𝑛𝑖𝛤𝑛𝑖

Delivery probability through the anypath receivers (𝛤𝑛𝑖 ) for node 𝑖.
𝑑𝑛𝑖𝛤𝑛𝑖

Maximum delay of all the links of the anypath route from node 𝑖.
𝛿𝑛𝑖𝛤𝑛𝑖

Cost of using the anypath route from node 𝑖.
𝜀𝑛𝑖 Expected anypath transmission time from node 𝑖.
𝜀𝛤𝑛𝑖

Cost to send a message from the potential receivers of the node 𝑖 to the final destination.
𝑤𝑚 Weight of the remaining cost of the following sup-hyperlinks.

𝑑𝑛𝑖𝛤𝑛𝑖 = max
𝑚∈𝛤𝑛𝑖

(𝑑𝑛𝑖𝑚) (8)

Accordingly, the cost 𝛿𝑛𝑖𝛤𝑛𝑖 of using a single hyperlink is proportional to its latency 𝑑𝑛𝑖𝛤𝑛𝑖 , and the expected transmissions (ETX) [44]
1∕𝑟𝑛𝑖𝛤𝑛𝑖 to send correctly a message in any of its sublinks in average.

𝛿𝑛𝑖𝛤𝑛𝑖 =
𝑑𝑛𝑖𝛤𝑛𝑖
𝜌𝑛𝑖𝛤𝑛𝑖

(9)

Furthermore, the entire virtual path from a node 𝑛 ∈ 𝑁 to a given destination is characterized by the expected anypath transmission
ime (EATT) metric, which is derived from the combination of the expected transmission time (ETT) [45] and the expected anypath
ransmissions (EAT) [46]. It can be calculated recursively for each forwarding set as follows:

𝜀𝑛𝑖 = 𝛿𝑛𝑖𝛤𝑛𝑖 + 𝜀𝛤𝑛𝑖 (10)

hich takes, on the one side, the cost to use the hyperlink 𝛿𝑛𝑖𝛤𝑛𝑖 and, on the other side, the cost to send a message from the hyperlink
o the final destination as indicated hereunder:

𝜀𝛤𝑛𝑖 =
∑

𝑚∈𝛤𝑛𝑖

𝑤𝑚𝜀𝑚 (11)

here 𝑤𝑚 weights the remaining cost of the following sub-hyperlinks 𝜀𝑚 according to the probability of each node in the forwarding
et to be the actual anypath forwarder according to their priority position in the hyperlink and defined as follows:

𝑤𝑚 =
𝜌𝑛𝑖𝑚

∏𝑚−1
𝑘=1 (1 − 𝜌𝑛𝑖𝑘)
𝜌𝑛𝑖𝛤𝑛𝑖

(12)

In an opportunistic routing scheme, as in the case of anypath routing, a packet may be correctly received by more than one
ode in the forwarding set due to broadcast mode, but only one can relay it to follow the path to the final destination. Thus, it is
ecessary to set up a priority mechanism at the link layer that enforces a single receiver with the highest priority to forward the
acket, and so on.
Table 3 summarizes the elements used by 𝐿 for the creation of the anypath route.
8
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3.4. Objective

The main idea of this work is to design a resource allocation mapping algorithm that maximizes the usage of the available
hysical infrastructure through the embedding of as many VN requests as possible to execute them simultaneously. Drawing on the
ature of wireless communications, anypath routing is exploited to obtain virtual communication channels that could provide the
eeded communication quality requirements.
In order to rigorously evaluate the performance of the proposed QRPAD-VNE algorithm, as well as making design decisions about

t, we have formulated standard metrics of virtual resource allocation. It is based on the set of total VN requests that the system
as received VNRTot , the amount of them that have been accepted VNRAcc to be allocated, and the blocked ones VNRBlo due to the
lack of available resources.

3.4.1. Acceptance ratio/blocking ratio
it indicates the fraction of VN requests that have been accepted to be embedded VNRAcc over the total ones VNRTot received by

the system.

Acceptance Ratio =
|VNRAcc|
|VNRTot |

(13)

Similarly, the ratio of refused ones can be calculated from the number of VN requests that could not be allocated VNRBlo in the
substrate network due to lack of available resources.

Blocking Ratio =
|VNRBlo|
|VNRTot |

= 1 − Acceptance Ratio (14)

VNRTot = VNRAcc ∪ VNRBlo
VNRAcc ∩ VNRBlo = ∅

(15)

3.4.2. Revenue
it measures the total amount of resources that are requested by a single VN request 𝐺𝑣 in terms of nano-service 𝑠 ∈ 𝑆 and

channel 𝑐 ∈ 𝐶 demand. It is used to model the ‘‘theoretical price’’ of using all computing 𝑟𝑣𝑛,𝑥 and network 𝑏𝑣𝑐 resources. Despite that
in many of the scenarios for FANETs we do not expect having operators expecting an economic benefit, we use such ‘‘theoretical
price’’ as a tool for optimizing the usage of the network. Note that computing, network resources, and communication requirements
have different nature and units, thus requiring weighing each kind of revenue element in accordance of their importance and usage
cost, by using coefficients 𝛼𝑥 and 𝛽 in each addend of Eq. (16) for node and link resources, respectively.

𝑅(𝐺𝑣) =
∑

𝑥
𝛼𝑥

∑

𝑠
𝑟𝑣𝑠,𝑥 + 𝛽

∑

𝑐
𝑏𝑣𝑐 (16)

In view of the complete demand of all embedded VN requests 𝐺𝑣 ∈ VNRAcc, the potential revenue to obtain in the whole network
is defined by expression (17).

Emb. Revenue =
∑

𝐺𝑣∈VNRAcc

𝑅(𝐺𝑣) =
∑

𝑅(VNRAcc) (17)

3.4.3. Cost
it computes the number of physical resources that are actually used to embed a single VN request 𝐺𝑣 regarding node 𝑛 ∈ 𝑁 and

link 𝑙 ∈ 𝐿 usage. Specifically, the operator measures how much of the available resources has to reserve for the corresponding service
𝑟𝑣𝑠,𝑥 and how many bandwidth 𝑏𝑣𝑐 is requested to the physical links 𝑙𝑝(𝑐𝑠𝑟𝑐 ,𝑐𝑑𝑠𝑡) of the virtual path 𝑝(𝑐𝑠𝑟𝑐 , 𝑐𝑑𝑠𝑡). In addition, coefficients
𝛼′𝑥 and 𝛽′ must be applied to give each resource element the actual cost.

𝐶(𝐺𝑣) =
∑

𝑥
𝛼′𝑥

∑

𝑠
𝑟𝑣𝑠,𝑥 + 𝛽′

∑

𝑐
𝑏𝑣𝑐 ⋅ |𝑙𝑝(𝑐𝑠𝑟𝑐 ,𝑐𝑑𝑠𝑡)| (18)

The embedding of all accepted VN requests 𝐺𝑣 ∈ VNRAcc has a total cost for the network operator, which is the sum of all
individual costs.

Emb. Cost =
∑

𝐺𝑣∈VNRAcc

𝐶(𝐺𝑣) =
∑

𝐶(VNRAcc) (19)

3.4.4. Revenue-cost relation
it indicates the performance of the embedding algorithm for accepted VN requests.

𝑅∕𝐶 =
Embedding Revenue
Embedding Cost (20)

In the case of same respective weight coefficients in both Revenue and Cost, this ratio can be regarded as a normalized efficiency
etric which varies from 0 to 1, this latter case when virtual links are mapped to single physical links.
Hence, we adopt a conscious validation framework that guarantees comprehensive performance comparison of different VNE

atterns in terms of resource exploitation. To sum up, the specific goals are maximizing Revenue-Cost relation through minimizing
9
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Table 4
Evaluation framework elements.
VNRTot Number of total VN requests in the system.

VNRAcc Number of accepted VN requests in the system.
VNRBlo Number of bloqued VN requests in the system.
Acceptance Ratio Ratio between accepted and total requests.
Blocking Ratio Ratio between bloqued and total requests.
𝑅(𝐺𝑣) Theoretical revenue obtained from the virtual request 𝐺𝑣.
𝐶(𝐺𝑣) Cost of using the resources required to implement the virtual request 𝐺𝑣.
𝑅∕𝐶 Performance of the embedding algorithm for accepted VN requests. If weight

and cost use the same coefficients, represents the efficiency .

the Cost of usage of physical infrastructure, while having simultaneously a high Acceptance Ratio that avoids fragmentation to
prevent rejecting potential applications. In designing the QRPAD-VNE algorithm, these metrics are borne in mind and some actions
are taken, such as prioritizing high-demand requests, choosing short and highly reliable communication paths or shaping network
data rates restricted to the required demand.

Table 4 summarizes the elements used for the evaluation of the framework.

4. QRPAD-VNE algorithm

This section is intended to present a heuristic Quality-Revenue Paired Anypath Dataflow VNE algorithm that solves the
bovementioned VNE problem, which is widely known to be NP-hard [47]. According to the depicted network and application
ramework, it proceeds in three embedded stages. On the top level, (A) the management of all the available VN requests in a period
f time is performed, then (B) the complete embedding of each single VN request choosing the deployment location of services, and
astly (C) the actual embedding of the communication channel from the specified source and destination services using the anypath
outing. In addition, a study about the complexity of the heuristic proposal and an illustrative example are outlined.

.1. Window assignment

The VNE technology is intended to handle multiple applications concurrently in the best possible manner to successfully allocate
hem and minimize the number of requests that are rejected due to combinatorial lack of resources. Thereby, we must implement
top level management service, described in Algorithm 1, that receives VN requests 𝑉 𝑁𝑅 for a time window  (Collect) in order

to find the correct embedding (Embed) and deploy them, but first they are ordered (Sort) according to a variation of the Revenue
metric, defined as Quality-Revenue (Quality-Revenue) in Eq. (21) for each request 𝐺𝑣, giving priority to the bigger ones.

𝑅𝑞(𝐺𝑣) = 𝑅(𝐺𝑣) + 𝛾
∑

𝑐

𝜌𝑣𝑐
𝑑𝑣𝑐

(21)

Algorithm 1 Window
Require: 𝐺𝑠,
1: VNR ← Collect()
2: for each 𝐺𝑣 ∈ VNR do
3: 𝑅VNR = Quality-Revenue(𝐺𝑣)
4: end for
5: VNR′ ← Sort(VNR, 𝑅VNR, }}𝑑𝑒𝑠𝑐𝑒𝑛𝑑ε)
6: for each 𝐺𝑣 ∈ VNR′ do
7: 𝐺𝑠,𝑁 (𝑆),𝐿(𝐶) ← Embed(𝐺𝑣, 𝐺𝑠)
8: end for
In this way, we try to allocate the greater number of applications at the same time so that we exploit resources optimally and

btain the best profit of them.

.2. Communication quality revenue-pair VNE algorithm

The major contribution of this work is to allocate a specific dataflow application 𝐺𝑣 into the given wireless substrate network
𝑠, so we have developed the Quality-Revenue Paired Anypath Dataflow Virtual Network Embedding in Algorithm 2, that process
ach application, with its pair of services and the communication channel (𝑐, 𝑐𝑠𝑟𝑐 , 𝑐𝑑𝑠𝑡), regarding the requested resources.
In order to do so, each pair of services processing information transmitted through the channel (flow pairs) are considered as

irtual sub-graphs 𝐺𝑣
𝑐 = ({𝑐𝑠𝑟𝑐 , 𝑐𝑑𝑠𝑡}, 𝑐) and sorted according to the Quality-Revenue metric (Quality-Revenue) as follows:

𝑅𝑞(𝐺𝑣
𝑐 ) = 𝑅(𝐺𝑣

𝑐 ) + 𝛾
𝜌𝑣𝑐
𝑣 (22)
10
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where the actual revenue 𝑅(𝐺𝑣
𝑐 ), which in this specific case corresponds to two nano-services 𝑐𝑠𝑟𝑐 , 𝑐𝑑𝑠𝑡 and a single channel 𝑐,

adds the communication quality factor defined by the minimum required reliability 𝜌𝑣𝑐 and the maximum allowed delay 𝑑𝑣𝑐 of
the communication channel and a coefficient 𝛾 that weights it to emphasize the communication quality requirements regarding the
revenue value.

Then, the list of sub graphs sorted in descending order (Sort) is used to allocate them independently to find a mapping association
that satisfies the service and channel requirements using a virtual anypath route (see Section 4.3). For every channel 𝑐, the procedure
is performed in three stages, firstly the destination node 𝑛𝑑𝑠𝑡 from which the anypath routing execution is chosen, secondly the
anypath costs 𝜀 and routes 𝐹 from the rest of nodes are calculated (Anypath), and thirdly the source node 𝑛𝑠𝑟𝑐 is guessed from the
potential nodes 𝑁𝑠𝑟𝑐 that comply with the functional and non-functional requirements and establishes the virtual path with the
lowest number of necessary links (Min-Number-Links), in order to finally allocate properly the source 𝑐𝑠𝑟𝑐 and destination 𝑐𝑑𝑠𝑡 services
linked by the corresponding virtual path 𝐿(𝑐) while ensuring that the cost of embedding is minimized.

The algorithm must consider four alternatives according to the allocation state of source 𝑐𝑠𝑟𝑐 and destination 𝑐𝑑𝑠𝑡 services of the
current channel 𝑐:

• Neither source service 𝑐𝑠𝑟𝑐 nor destination service 𝑐𝑑𝑠𝑡 are yet allocated: since none of them has collided in a previous iteration, it
is first necessary to select the destination node 𝑛𝑑𝑠𝑡 to run the anypath routing, which will be from the suitable nodes the one
with highest local PDR (Max-PDR), because it is preferable to have low loss ratio in the final hop to avoid complete and costly
dataflow retransmission, and the node resources are modified to ensure consistency (Update-Node). In addition, the potential
source nodes 𝑁𝑠𝑟𝑐 that are suitable for the source service 𝑐𝑠𝑟𝑐 must be gathered (Suitable) to filter which virtual paths must
be considered. Once the virtual paths are known, the one with the lowest number of physical links used and that meets the
channel quality requirements is chosen, the mapping update is proceed, otherwise VNE is aborted. At last, the graph is updated
according to the embedding done and information about it is reported to the global environment to deploy the virtual request.

• Destination service 𝑐𝑑𝑠𝑡 already allocated, but source service 𝑐𝑠𝑟𝑐 not: the same operation as in the previous point, but taking into
account that the destination node 𝑛𝑑𝑠𝑡 is already known because the destination service 𝑐𝑑𝑠𝑡 was assigned previously.

• Source service 𝑐𝑠𝑟𝑐 already allocated, but destination service 𝑐𝑑𝑠𝑡 not: in this case the source service 𝑐𝑠𝑟𝑐 is assigned to a node, so
the underlying logic is similar to the previous one, but reversely since communication links are considered symmetrical. The
destination node 𝑛𝑑𝑠𝑡 will be the one already assigned to the source service 𝑐𝑠𝑟𝑐 and the potential source nodes 𝑁𝑠𝑟𝑐 will take
into account the destination service 𝑐𝑑𝑠𝑡 requirements. This way, it is only necessary to invert the virtual path direction and
to apply the same strategy.

• Both source 𝑐𝑠𝑟𝑐 and destination 𝑐𝑑𝑠𝑡 services already allocated: only the communication channel must be embedded to the virtual
path. Then, taking the destination node 𝑛𝑑𝑠𝑡 of the respective destination service 𝑐𝑑𝑠𝑡 and considering that the only potential
source node 𝑁𝑠𝑟𝑐 is the one already assigned to the source service 𝑐𝑠𝑟𝑐 , we can validate if the resulting anypath route meets
the conditions. If this is the case, the channel embedding is achieved.

Furthermore, it is important to clarify a relevant issue of the algorithm: the way anypath routes are discovered. The execution is
actually restricted to a undirected subgraph 𝐺𝑠′ that only contains the links with sufficient bandwidth resources for the corresponding
channel bandwidth 𝑏𝑣𝑐 (Subgraph). Through this, bottlenecks are avoided and the resulting subgraph 𝐺𝑠′ is then pruned to the chosen
destination node 𝑐𝑑𝑠𝑡 to obtain the potential anypath routes 𝐹 as explained in Section 4.3.

Apart from choosing a route that exceeds the channel cost, the embedding execution may be faulty terminated because of the
lack of resources about suitable nodes for the services or isolated nodes by inactive low-bandwidth links.

4.3. Anypath routing

The foundation of this routing strategy lies in the capability to define virtual paths to a destination node 𝑛𝑑𝑠𝑡 in a multi-hop
wireless network taking advantage of its broadcast feature. It considers a directed tree, whose root is the destination 𝑑𝑠𝑡 ∈ 𝑁 , but in
order to avoid redundant forwarders that may increment the cost of virtual paths, and reduce the number of potential link bandwidth
resources to be consumed, it is necessary to prune the substrate network 𝐺𝑠 to a directed substrate network 𝐺𝑠 according to the
distance/cost of each node to the chosen destination 𝑑𝑠𝑡 (Dist). In Algorithm 3, we divide the undirected links �⃗� in two directed
links (Undirected-2-Directed) and eliminate those which depart from the nearest node (𝑛, 𝑛′).

Then, we compute the anypath routes of all nodes of 𝐺𝑠 (the resulting network after applying the pruning algorithm) backward
from the specified node for the destination service (𝑑𝑠𝑡) following the Algorithm 4 that calculates the metric cost according to the
problem statement.

It iterates all the nodes 𝑛′ ∈ 𝑁 of the graph, starting from the destination 𝑑𝑠𝑡 ∈ 𝑁 and ending at the farthest one (Extract-Min),
taking all incoming edges 𝑙 ∈ 𝐼 from the neighbors 𝑛 ∈ 𝑁 (Incoming-Links) to ascertain whether the running node 𝑛′ must be
considered as potential next-hop in the virtual path, if so 𝑛′ is included in the corresponding hyperlink set of the neighbor 𝛤𝑛 and
its cost 𝜀𝑛 is calculated using the current distance to the destination in that iteration, to order the priority at the hyperlinks.

The algorithm returns the anypath routes in 𝐹 , that contains the specific hyperlinks 𝐹𝑛 for each single node 𝑛 for implementing
the communication network of the virtual path to the destination 𝑑𝑠𝑡, together with their corresponding costs 𝜀𝑛 for each node 𝑛 in
the set 𝜀.
11
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Algorithm 2 QRPAD-VNE (Embed)

Require: 𝐺𝑠 = (𝑁,𝐿), 𝐺𝑣 = (𝑆,𝐶)
1: for each 𝑐 ∈ 𝐶 do
2: 𝐺𝑣

𝑐 ← ({𝑐𝑠𝑟𝑐 , 𝑐𝑑𝑠𝑡}, {𝑐})
3: 𝑅𝑞

𝑐 ← Quality-Revenue(𝐺𝑣
𝑐 )

4: end for
5: 𝐶′ ← Sort(𝐶, 𝑅𝑞 , ‘‘descend")
6: for each 𝑐 ∈ 𝐶′ do
7: if 𝑐𝑠𝑟𝑐 not allocated AND 𝑐𝑑𝑠𝑡 not allocated then
8: 𝑛𝑑𝑠𝑡 ← Max-PDR(𝑐𝑑𝑠𝑡, 𝑁)
9: 𝑁 ← Update-Node(𝑁 , 𝑛𝑑𝑠𝑡, 𝑐𝑑𝑠𝑡)
10: 𝑁𝑠𝑟𝑐 ← Suitable(𝑐𝑠𝑟𝑐 , 𝑁)
11: else if 𝑐𝑠𝑟𝑐 not allocated AND 𝑐𝑑𝑠𝑡 allocated then
12: 𝑛𝑑𝑠𝑡 ← 𝑁 (𝑐𝑑𝑠𝑡)
13: 𝑁𝑠𝑟𝑐 ← Suitable(𝑐𝑠𝑟𝑐 , 𝑁)
14: else if 𝑐𝑠𝑟𝑐 allocated AND 𝑐𝑑𝑠𝑡 not allocated then
15: 𝑛𝑑𝑠𝑡 ← 𝑁 (𝑐𝑠𝑟𝑐 )
16: 𝑁𝑠𝑟𝑐 ← Suitable(𝑐𝑑𝑠𝑡, 𝑁)
17: else if 𝑐𝑠𝑟𝑐 allocated AND 𝑐𝑑𝑠𝑡 allocated then
18: 𝑛𝑑𝑠𝑡 ← 𝑁 (𝑐𝑑𝑠𝑡)
19: 𝑁𝑠𝑟𝑐 ← {𝑁 (𝑐𝑠𝑟𝑐)}
20: end if
21: 𝐺𝑠′ ← Subgraph(𝐺𝑠, 𝑏𝑣𝑐 )
22: 𝐺𝑠′ ← Prune(𝐺𝑠′, 𝑛𝑑𝑠𝑡)
23: 𝐹 , 𝜀 ← Anypath(𝐺𝑠′, 𝑛𝑑𝑠𝑡)
24: 𝑁𝑠𝑟𝑐′ ← 𝑛 ∈ 𝑁𝑠𝑟𝑐 ∕ 𝜀𝑛 ≤ 𝑑(𝑐)∕𝑟(𝑐)
25: if 𝑁𝑠𝑟𝑐′ is empty then
26: report ERROR
27: end if
28: 𝑛𝑠𝑟𝑐 ← Min-Number-Links(𝐹 , 𝑁𝑠𝑟𝑐′)
29: if 𝑐𝑠𝑟𝑐 not allocated AND 𝑐𝑑𝑠𝑡 not allocated then
30: 𝑁 ← Update-Node(𝑁 , 𝑛𝑠𝑟𝑐 , 𝑐𝑠𝑟𝑐)
31: 𝑁 (𝑐𝑠𝑟𝑐) ← 𝑛𝑠𝑟𝑐
32: 𝑁 (𝑐𝑑𝑠𝑡) ← 𝑛𝑑𝑠𝑡
33: else if 𝑐𝑠𝑟𝑐 not allocated AND 𝑐𝑑𝑠𝑡 allocated then
34: 𝑁 ← Update-Node(𝑁 , 𝑛𝑠𝑟𝑐 , 𝑐𝑠𝑟𝑐)
35: 𝑁 (𝑐𝑠𝑟𝑐) ← 𝑛𝑠𝑟𝑐
36: else if 𝑐𝑠𝑟𝑐 allocated AND 𝑐𝑑𝑠𝑡 not allocated then
37: 𝑁 ← Update-Node(𝑁 , 𝑛𝑠𝑟𝑐 , 𝑐𝑑𝑠𝑡)
38: 𝑁 (𝑐𝑑𝑠𝑡) ← 𝑛𝑠𝑟𝑐
39: 𝐹 ← 𝐹 𝑇

40: end if
41: 𝐿(𝑐) ← 𝐹𝑁 (𝑐𝑠𝑟𝑐 )
42: 𝐿 ← Update-Links(𝐿, 𝑁 (𝑐𝑠𝑟𝑐), 𝑁 (𝑐𝑑𝑠𝑡), 𝐿(𝑐), 𝑏𝑣𝑐 )
43: end for
44: return 𝐺𝑠,𝑁 (𝑆),𝐿(𝐶)

Algorithm 3 Prune Graph (Prune)
Require: 𝐺𝑠, 𝑑𝑠𝑡
1: �⃗� ← Undirected-2-Directed(𝐿)
2: for each 𝑙 = (𝑛, 𝑛′) ∈ 𝐿 do
3: if Dist(𝑛, 𝑑𝑠𝑡) ≤ Dist(𝑛′, 𝑑𝑠𝑡) then
4: �⃗� ← �⃗� − {(𝑛, 𝑛′)}
5: end if
6: end for
7: 𝐺𝑠 ← {𝑁, �⃗�}
8: return 𝐺𝑠
12
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Algorithm 4 Anypath Routing (Anypath)

Require: 𝐺𝑠, 𝑑𝑠𝑡
1: for each 𝑛 ∈ 𝑁 do
2: 𝜀𝑛 ← ∞
3: 𝐹𝑛 ← ∅
4: end for
5: 𝜀𝑑𝑠𝑡 ← 0
6: 𝑆 ← ∅
7: 𝑄 ← 𝑁
8: while 𝑄 ≠ ∅ do
9: 𝑛′ ← Extract-Min(𝑄)
10: 𝑆 ← 𝑆 ∪ {𝑛′}
11: 𝐼 ← Incoming-Links(𝑛′)
12: if 𝐼 = ∅ then
13: break
14: end if
15: for each 𝑙 = (𝑛, 𝑛′) ∈ 𝐼 do
16: 𝛤𝑛 ← 𝐹𝑛 ∪ 𝑛′

17: if 𝜀𝑛 > 𝜀𝑛′ then
18: 𝜀𝑛 ← 𝛿𝑛𝛤𝑛 + 𝜀𝛤𝑛
19: 𝐹𝑛 ← 𝛤𝑛
20: end if
21: end for
22: end while
23: return 𝐹 , 𝜀

Table 5
Node attributes of the VNE example.
Node CPU GPU MEM CPU GPU MEM

𝑛1 50 20 30 – Step 2 → 0 0 0
𝑛2 20 20 50
𝑛3 10 10 10
𝑛4 10 30 30 – Step 1 → 0 0 10
𝑛5 20 10 50 – Step 3 → 10 10 0

4.4. Complexity

The proposed algorithmic mapping strategy, although not being optimal, poses an effective alternative to achieve a solution to
he extremely challenging NP-hardness of the addressed VNE problem. Hereafter a complexity study of the cost to handle a single
N request allocation run is detailed.
As exposed in Algorithm 2, a VN request is processed per communication channel, which depend on several processes Quality-

Revenue, Sort, Suitable, Max-PDR, Subgraph, Prune, Anypath, Min-Number-Links and Update-Links that operate on non-constant data
structures.

On the one side, Quality-Revenue and Sort functions operate over |𝐶| channels then a complexity of (|𝐶|) is associated, Suitable
nd Max-PDR functions have a complexity of (|𝑁|) since they target the |𝑁| nodes of the substrate graph, and Subgraph, Update-
inks and Min-Number-Links functions have a complexity of (|𝐿|) since they do the same but on the 𝐿 substrate links. On the other
ide, Prune and Anypath functions are the essence of the single-rate anypath routing explained in [43], which demonstrates that the
omplexities are both (|𝑁| ⋅ 𝑙𝑜𝑔(|𝑁|)).
Therefore, the overall complexity of the QRPAD-VNE algorithm is (|𝐶| ⋅ (|𝑁| ⋅ 𝑙𝑜𝑔(|𝑁|) + |𝐿|)), because it iterates through |𝐶|

irtual communication channels and (|𝑁| ⋅ 𝑙𝑜𝑔(|𝑁|)) > (|𝑁|).

.5. Illustrative example

In order to have a thorough understanding of the QRPAD algorithm, we provide the example in Fig. 5. We proceed with the
ubstrate network 𝐺𝑠, whose node 𝑁 and link 𝐿 properties are specified in Tables 5 and 6, respectively, to allocate the VN request
�⃗� according to the requirements in Tables 7 and 8 for the services 𝑆 and channels 𝐶, respectively. Besides, it has to be noted that
nly non-functional requirements have been considered for the sake of simplicity.
Before starting the allocation process, we sort the channel pairs (source and destination services together with the connection

hannel) according to their Quality-Revenue, obtaining an ordered list to execute the anypath mapping, which for this case implies
13
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Fig. 5. QRPAD-VNE algorithm example.

Table 6
Link attributes of the VNE example.
Link 𝑑𝑙 𝜌𝑙 𝑏𝑙 𝑏𝑙 𝑏𝑙
𝑙1 10 0.9 70 – Step 2 → 20
𝑙2 10 0.9 80 – Step 2 → 30 – Step 3 → 0
𝑙3 10 0.9 100 – Step 2 → 50
𝑙4 10 0.9 70 – Step 2 → 20 – Step 4 → 10
𝑙5 20 0.75 100 – Step 3 → 70 – Step 4 → 60
𝑙6 20 0.5 100 – Step 4 → 90

Table 7
Service attributes of the VNE example.
Service CPU GPU MEM Allocated node

𝑠1 50 20 30 𝑛1
𝑠2 10 30 20 𝑛4
𝑠3 10 0 50 𝑛5

Table 8
Channel attributes of the VNE example.
Channel 𝐝𝐯𝐜 𝝆𝐯

𝐜 𝐛𝐯𝐜 Pair quality-revenue Path

𝑐1 20 0.6 50 225 {𝑙1 → 𝑙3 , 𝑙2 → 𝑙4}
𝑐2 50 0.8 30 198 {𝑙2 → 𝑙5}
𝑐3 30 0.8 10 143.33 {𝑙4 → 𝑙5 , 𝑙6}

firstly 𝑐1 = (𝑠1, 𝑠2), secondly 𝑐2 = (𝑠1, 𝑠3) and thirdly 𝑐3 = (𝑠2, 𝑠3) because 𝑅𝑞
𝑐1 > 𝑅𝑞

𝑐2 > 𝑅𝑞
𝑐3 . In order to simplify the example

calculations and for ease of understanding the algorithmic strategy, the revenue weight coefficients 𝛼𝑥 and 𝛽 have been tuned equal
to 1, while the quality-revenue parameter 𝛾 has been configured to 500 to give considerable importance to the communication
quality term compared to the previous parameters.

Therefore, we start in step 1 with channel 𝑐1, whose destination service 𝑠2 is not yet allocated. Thus, we look for the suitable
nodes that meet the resource requirements, which in this case are 𝑛4 and 𝑛5. Hence, 𝑠2 is associated to 𝑛4 because it has the highest
local PDR among the suitable nodes. Then, step 2 computes the anypath algorithm from suitable nodes 𝑛1 and 𝑛5 for 𝑠1 to destination
4 is computed, and 𝑛1 with the virtual path {𝑙1, 𝑙2, 𝑙3, 𝑙4} is chosen because its anypath route is the only one that fulfills the maximum
hannel cost.
We follow with 𝑐2, whose source service 𝑠1 has already been assigned. Therefore the anypath route is conversely calculated from

he suitable destinations {𝑛2, 𝑛5} to the source 𝑛1, taking into account that link 𝑙1 is not available anymore because there is no more
andwidth free. Thereby, the established channel goes to 𝑛5 across {𝑙2, 𝑙5} because it uses the lower number of physical links.
Finally, both ends 𝑠3 and 𝑠2 of 𝑐3 are already allocated, thus we only need to run the anypath algorithm to find the shortest

irtual path from 𝑛5 to 𝑛4 and verify that the attained cost is lower than the required. It is satisfactorily achieved using {𝑙4, 𝑙5, 𝑙6}
14
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Fig. 6. Diagram of the simulation substrate network.

Table 9
Nodes of the simulation substrate network.
Node CPU GPU MEM

∼ 𝑈{50, 150}a ∼ 𝑈{30, 50}a ∼ 𝑈{50, 100}a

𝑛1 71 30 89
𝑛2 98 41 85
𝑛3 92 47 69
𝑛4 136 45 81
𝑛5 67 33 71
𝑛6 84 30 79
𝑛7 77 46 85
𝑛8 119 50 55
𝑛9 72 44 97
𝑛10 132 36 100

aRandom distributions with braces ({}) denote the integer domain.

All this procedure leads to a successful VN embedding that allows to run the VN application request using the topology mapping
escribed in Tables 7 and 8, and updates the available resources of the substrate network in each iteration as shown in Tables 5
and 6.

5. Evaluation

In this section, a simulation benchmark developed in MATLAB is presented to evaluate how the algorithm behaves in a realistic
situation that allows to discuss the appropriateness for the target use case. A detailed profile of the setting is first described and
then the results achieved are presented.

5.1. Simulation scenario

We have defined a simulation environment for a generic substrate network depicted in Fig. 6 and Tables 9 and 10. The parameters
f the node and link resources have been randomly chosen, thus having a substrate network that emulates a mesh swarm of
rones with different amount of computing — CPU, GPU and MEM — and communication — 𝑏𝑙 — resources, and qualities of
he communication links — 𝑑𝑙 , 𝜌𝑙.
The performed simulation covers a single time window in which several VN requests are loaded to be handled by the embedding

RPAD-VNE algorithm. Specifically, the VN requests are generated randomly following the next directives, summarized in Table 11:

• Each VN request contains from 2 to 7 services uniformly distributed.
• Each service requires between 1 to 10 integer units of CPU and GPU, and between 1 to 5 integer units of MEM uniformly
distributed .

• GPU resources are only requested by a 25% of generated services (Bernoulli distribution).
• A communication channel between two services is established with a probability of 0.3 following the corresponding Bernoulli
distribution.
15
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Table 10
Links of the simulation substrate network.
Link Edges 𝒃𝒍 𝒅𝒍 𝝆𝒍

∼ 𝑈{50, 100}a ∼ 𝑈{1, 10}a ∼ 𝑈 (0.9, 0.99)

𝑙1 (𝑛1 , 𝑛2) 84 2 0.93
𝑙2 (𝑛1 , 𝑛3) 90 8 0.99
𝑙3 (𝑛1 , 𝑛4) 51 7 0.99
𝑙4 (𝑛2 , 𝑛3) 59 5 0.90
𝑙5 (𝑛2 , 𝑛4) 94 10 0.96
𝑙6 (𝑛2 , 𝑛5) 87 8 0.91
𝑙7 (𝑛2 , 𝑛6) 75 3 0.95
𝑙8 (𝑛3 , 𝑛4) 56 2 0.92
𝑙9 (𝑛3 , 𝑛7) 74 6 0.91
𝑙10 (𝑛3 , 𝑛8) 76 4 0.95
𝑙11 (𝑛4 , 𝑛5) 65 10 0.95
𝑙12 (𝑛4 , 𝑛7) 52 1 0.94
𝑙13 (𝑛4 , 𝑛8) 72 4 0.95
𝑙14 (𝑛4 , 𝑛9) 54 3 0.93
𝑙15 (𝑛5 , 𝑛6) 52 8 0.98
𝑙16 (𝑛5 , 𝑛9) 84 9 0.92
𝑙17 (𝑛6 , 𝑛9) 93 8 0.98
𝑙18 (𝑛6 , 𝑛10) 56 2 0.96
𝑙19 (𝑛8 , 𝑛9) 56 9 0.96
𝑙20 (𝑛9 , 𝑛10) 74 1 0.90

aRandom distributions with braces ({}) denote the integer domain.

Table 11
Configurations for a random VN request.
Parameter Configuration

Number Services ∼ 𝑈{2, 7}a

CPU ∼ 𝑈{1, 10}a

GPU ∼ 𝑈{1, 10} ∧ 𝐵(0.25)a

MEM ∼ 𝑈{1, 5}a

Channel Connection ∼ 𝐵(0.3)
𝑏𝑣𝑐 ∼ 𝑈{1, 10}a

𝑑𝑣
𝑐 ∼ 𝑈{10, 50}a

𝜌𝑣𝑐 ∼ 𝑈 (0.5, 1)

aRandom distributions with braces ({}) denote the integer domain.

• Each channel requires between 1 to 10 integer units of bandwidth 𝑏𝑣𝑐 , a maximum communication delay 𝑑𝑣𝑐 of 10 to 50 integer
units, and a reliability 𝜌𝑐 with a probability between 0.5 and 1. All the values are randomly chosen from their respective
uniform distribution.

The functionalities associated with sensor and actuators, 𝑓 in the substrate network and 𝑓 𝑣 in the virtual network, have been
omitted to facilitate the interpretation of the results. Indeed, they would only introduce limitations in node assignment and do not
influence algorithm performance itself.

Finally, weight coefficients of the Revenue 𝛼𝑥 and 𝛽 have been set to 1 and 3 respectively, with the goal of increasing bandwidth
relevance compared to the node resources. The equivalent coefficients of the Cost 𝛼′𝑥 and 𝛽′ have also been set to 1 and 3 respectively
ince having the same values as in the revenue allows to study the normalized efficiency of the QRPAD-VNE algorithm. Otherwise,
he 𝛾 parameter of the Quality-Revenue has been tuned to 3000 because the lowest value of the communication quality factor of a
ingle channel 𝜌𝑣𝑐

𝑑𝑣𝑐
is 0.01 and the corresponding highest value of the bandwidth 𝛽 ⋅ 𝑏𝑣𝑐 is 30, then a comparable relevance is given.

.2. Simulation results

According to the above simulation framework, we have completed several executions with different numbers of VN requests in
rder to study the behavior of the algorithm according to the application load in a time window. Namely, the cases with 10, 20,
0, 40, and 50 have been studied, then 50 requests are randomly generated, but only the first specified number of them are used in
he corresponding scenario. The attained results have been averaged over 100 independent iterations, and hereunder, the average
erformance of the algorithm for each aforementioned metric is calculated and the results are shown in Fig. 7. In addition, Figs. 8
nd 9 show the utilization of the nodes, links and their resources, after the allocation of each scenario, low load (10 VN requests),
edium load (20 and 30 VN requests) and high load (40 and 50 VN requests) of the system.
Fig. 7(a) shows the average value of the Acceptance Ratio achieved in each scenario depending on the number of VN requests

hat feed the system, together with the standard deviation margin, to evaluate the ability to run multiple dataflow applications. In
ddition, Figs. 7(b) and 7(c) indicate the average Embedding Revenue and Cost, respectively, to be aware of the potential demand
16
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Fig. 7. Metric results for the simulation.

f the resources and the actual one, and later in Fig. 7(d) the corresponding Revenue-Cost Relation is displayed to evaluate the
capacity to use resources efficiently.

Regarding the usage of physical resources, Fig. 8(a) displays the average number of services that have been assigned to each
substrate node in the three scenarios referred as relevant to evaluate the effect of the system load. Similarly, Figs. 8(b)–8(d) show
the average percentage of resources of type CPU, GPU and memory, respectively, that is needed to allocate the number of chosen
VN requests, as well as the average number of units that are used (red) over the total ones (blue).

Likewise, Fig. 9(a) shows the average number of paths that each link in the substrate network has allocated and Fig. 9(b) displays
the average percentage of bandwidth resources that have been dedicated for the allocation of the communication channels, together
with the average number of bandwidth units that are used (red) over the full capacity of the links (blue).

In view of the information given by the data charts, we can state some specific aspects about the performance of QRPAD-VNE
algorithm for each metric relying on the state of use of the substrate network.

It can be seen that the Acceptance Ratio stands at around 1, with small variations, for situations with available resources (10,
20 and 30 VN requests), but it drops significantly for the 40-VN and 50-VN situation because the CPU resources start to scarce in
the 30-VN scenario and it gets worse later, so it is difficult to find a combination of all resources for a very demanding request,
17
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Fig. 8. Average node usage metrics. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

which remains a resource bottleneck. Even so, smaller requests can find an allocation mapping successfully with a ratio ranging
confidently above 50% in high saturation situations.

As expected, Revenue and Cost increase with the number of VN requests in the system due to the higher demand of resources,
ut the Cost grows more slowly because some connected services are allocated in the same physical node and no network resource is
eeded for the corresponding channels. This effect is reflected in the Revenue-Cost Relation, which is always above 1. Nevertheless,
t decreases slightly for heavy-loaded situations (50 and 40 requests) because some nodes and links of the substrate network are not
uitable for the allocation anymore and farthest nodes are used and virtual paths are composed of more links. Although, it is not
rossly affected by the multi-hop virtual paths because they are generally short.
18
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Fig. 9. Average link usage metrics. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Furthermore, as the number of VN requests grows, the resource utilization is distributed among all nodes and links in the substrate
network, however some nodes, such as 𝑛1, 𝑛2, 𝑛6 and 𝑛8 are evidently more used than the others in low-load scenarios because they
are preferred from the node ranking strategy based on local PDR. It is for this reason, resources of some links from these nodes (𝑙1
and 𝑙7 for 10 VN requests), for the most part, are most commonly consumed.

The present proposal provides a simulation framework based on number of VN requests in the time window to evaluate, while
compared to previous works in the field of wireless VNE, such as [32] and [33], they apply a stochastic arrival mechanism over time,
nd the parameters used in the evaluation of the metrics are selected differently. Thus, quantitative comparison is not possible, but
ualitatively we can assert that our algorithm takes into consideration the demanding revenue of each request to optimize allocation
nd avoid fragmentation, achieving a very successful Acceptance Ratio. Moreover, wireless links are mathematically modeled in a
ay physical wireless effects, such as interference, are simplified to numbered quality of the links.

. Conclusion

This paper proposes the usage of VNE strategies as one of the first steps to distribute applications among a set of nodes (UAVs) in
FANET, allowing the implementation of complex applications that cannot be executed in just one node, and that may not tolerate
he latency or the required bandwidth to be implemented in a remote cloud node.
The presented QRPAD-VNE algorithm assigns physical resources to the virtual requests, taking into account the requirements

f the virtual requests in terms of functional (e.g. a particular sensor or a discrete feature of the node) and non-functional
esources (e.g. the computing power or the available memory). Furthermore, it takes advantage of the broadcast nature of wireless
ommunications to create robust communications by using the anypath routing mechanism to build redundant links. In addition,
he algorithm uses a ‘‘theoretical cost’’ that is used to maximize theoretical revenues in order to decide how requests are assigned
o resources. However, the mobility aspect of FANETs remains open, which now is contemplated through the recomputation of the
NE algorithm using the live applications to command a migration of services according to changes in the network topology if
obility occurs.
The proposal is formalized and validated through simulations, showing its adequacy for deploying complex distributed applica-

ions in a FANET scenario. We have observed how it can assign resources even when there is a large number of requests.
We must also highlight the importance of the work with regard to the implementation of a basis framework for the modeling and

xecution of VNE in wireless environments, because it supports the definition of multiple types of resources in the graph model and
etwork communications are regarded as a graph routing problem. Besides, including the dataflow programming model as virtual
equests must be emphasized since it provides a convenient and appropriate way to implement final applications in sensing IoT
19
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As future work, several significant research and development lines are open to improve the design of the wireless VNE framework
resented. On the one side, the time variable must be incorporated to it, both in the lifecycle of the VN requests (dataflow
pplications) and in the simulation tool to get a dynamic time window that manages the arrival of new requests, thus we could
valuate the performance over time. On the other side, the intrinsic mobile nature of FANET nodes shall be considered in the VNE
lgorithm through the integration of a mobility model, which implies the deployment of services according to potential mobility
hich does not disrupt the service availability. It is also important the adoption of a stochastic model in the resource management,
ither in the simultaneous usage of node resources and operational functionalities, and in the level of compliance to apply QoS
olicies in the communication links. Besides that, as the main focus of this work is the allocation of a communication path (channels
nto links), therefore, next steps should also consider the inclusion of a node ranking strategy to define a more advanced cost to
rioritize among nodes in service allocation, for instance related to energy consumption, usage cost of the hardware resources or
uality of data generated by required sensors.
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