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Research Institute of Physics and Aerospace Science, University of Vigo, Campus Ourense, 32004 Ourense, Spain   

A R T I C L E  I N F O   

Keywords: 
Railway maintenance 
Optical inspection 
Image processing 
Deep learning 

A B S T R A C T   

In this work, different methods are proposed and compared for autonomous inspection of railway bolts and clips. 
A prototype of an autonomous data acquisition system was developed to automatically obtain information of the 
state of the railway track using LiDAR and camera sensors. This system was employed in a testing railway track 
installed in the facilities of the University of Vigo to obtain the images used in this work. Then, the images were 
further processed using analytic image segmentation algorithms as well as a neural network to detect the bolts 
and clips. Once these elements are detected, their relative position is computed to evaluate if there is any missing 
component. Finally, the orientation of the clips is computed to ensure that all the bolts are correctly placed. Four 
different methods were implemented, and their performance was evaluated using the segmentations provided by 
the analytical methods and the neural network.   

1. Introduction 

High-speed railway track maintenance is a crucial task to ensure the 
safety and a correct development of the operations [1]. This task was 
traditionally carried out by human operators who manually inspected all 
the elements of the track and fixed the pathologies they found. This is a 
process that requires a large amount of time and human resources and 
can lead to delays in railway services. In fact, in 2018, the EU countries 
spent approximately 20.8 billion euros in the maintenance of their 
railway tracks according to a report of the European Commission [2]. 
Apart from the direct maintenance costs, it is also necessary to consider 
the indirect costs associated with delays and accidents, which the 
transport companies must assume [3]. The correct allocation of re-
sources and the scheduling of preventive maintenance tasks [4,5] play a 
fundamental role in this aspect [3,6]. 

The future perspectives of railway maintenance go through the 
automation of operations. The autonomous acquisition of data, as well 
as its subsequent verification, allow to considerably reduce the labour 
costs, that can represent around a 25% of the total maintenance ex-
penses [7]. In addition, the inspection would be carried out in a sys-
tematic way, eliminating the subjectivity of human operators. In recent 
years, several companies have developed autonomous track inspection 
systems [8,9]. They are typically motorized land vehicles, locomotives, 
or UAVs (Unmanned Aerial Vehicles) that have sensors installed to 

acquire information on the state of the infrastructure [10–12]. This in-
formation is georeferenced using GNSS measurements, and if any type of 
anomaly is detected, a human operator is sent to the indicated location 
to carry out the necessary maintenance tasks. 

This will allow infrastructure management companies to consider-
ably reduce the costs of inspection and personnel required. Due to the 
large volume of resources needed, railway infrastructure operators, such 
as ADIF in Spain, often contract part of the construction and mainte-
nance works to external companies [13]. The University of Vigo col-
laborates with one of these contracting companies, COPASA [13], in the 
RIIM (Railway Inspection and Information Model) project, financed by 
the Ministry of Science and Innovation. The project is devoted to the 
development of autonomous inspection systems, being the present work 
part of its results. 

COPASA works on the maintenance of international and Iberian 
gauge tracks, among others. This last type of track, in accordance with 
ADIF technical regulations [14,15], uses SKL type clips, which must be 
inspected periodically to ensure that they are correctly positioned. These 
inspections are carried out manually by trained operators, which entails 
a high cost of time and human resources. Ferreño et al. conducted 
several experimental and finite element structural analyses of SKL-type 
clips in which they studied the resistance to static and fatigue loads of 
these fasteners [16]. According to their results, SKL-type clips have a 
very high safety factor, and it is very unlikely that they will suffer 
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structural failures during their useful life. However, clamp bolts are very 
susceptible to loosening due to vibrations and must be inspected peri-
odically [17,18]. 

Jing et al. conducted a review of the main trends and technologies 
used in autonomous railway inspection systems [10]. According to the 
authors, the common approach for inspecting the condition of railway 
fasteners is the use of optical cameras, due to their high resolution, fast 
data acquisition speed, and relatively affordable information processing. 
There are other alternatives, such as structured light sensors, which, 
using a set of cameras and a projector of a light pattern, generate a high- 
resolution 3D point cloud of the geometry of the environment [19]. 

Cui et al. presented various methodologies to detect and verify the 
positioning of clips and bolts in 3D point clouds generated by structured 
light sensors [19]. They developed point cloud processing algorithms 
based on neural networks such as PointNet++, PointSIFT, and 
PointCNN from various databases. In this way, they segmented the point 
clouds and detected improperly positioned clips and bolts. Structured 
light sensors offer great precision and detail in the geometry of these 
elements, which facilitates the detection of structural pathologies. 
However, the main drawback of this technology is the high cost and 
complexity of the sensors, which makes their use less common in this 
type of inspections. Most works use RGB cameras since their cost is much 
lower and they are lightweight and versatile equipment that can be used 
simultaneously for other tasks, such as inspecting cracks in concrete 
sleepers. 

Regarding inspection using RGB cameras, previous works have 
focused on detecting damages and deformations of clips [20–24]. 
Although this may be a common phenomenon in other types of tracks, it 
is a different problem than the one addressed in this work. The authors 
could not find an equivalent methodology to the one presented by Cui 
et al. based on RGB image processing to verify the positioning of these 
elements. For this reason, the main novelty of this work is the proposal 
and comparison of various image processing techniques for the detec-
tion and positioning of clips and bolts using RGB images. The proposal of 
this work is analogous to that presented by Cui et al. [19], but using 
inexpensive equipment instead of structured light sensors. For this 
purpose, a low-cost inspection system based on two Sony Alpha 6000 
cameras was developed. 

In order to study the positioning of clips and bolts, the first necessary 
step is to detect them within the images. Wei et al. conducted a survey on 
the different methods of fastener detection in images categorizing them 
into three main families [20]: those based on image processing, which 
use filters on the image to detect specific characteristics such as edges or 
determined shapes and colours [21–23]; those based on feature 
extraction, which use feature extraction algorithms that obtain a set of 
characteristics that are fed to a classifier such as a Support Vector Ma-
chine (SVM) [24,25]; and those based on Convolutional Neural Net-
works (CNN), which, based on training, detect different elements in the 
image without the need for an easily recognizable geometric feature 
[26–32]. There are also hybrid approaches, such as the one presented by 
Aydin et al. The authors used a CNN to extract a feature vector from the 
image, and then used a SVM to classify the state of the clips and bolts 
based on this vector [33]. 

In this work, two different image segmentation methods were used: 
one based on colour image processing and a Convolutional Neural 
Network DeepLab V3+ [34]. They provide a pixel-wise classification, 
which allows to detect the different elements of the image. This infor-
mation is used to verify that the clips and bolts are placed properly. The 
first step is to verify, that each sleeper has its corresponding clip and bolt 
and that these elements are concentric. To check that the clips are not 
loose, their relative angle with respect to the rail is calculated. For this, 
four algorithms for calculating the orientation of objects in images are 
proposed. 

Within the algorithms for calculating the orientation of objects in 
images, we can differentiate two categories of methods according to 
their approach. On the one hand, methods based on geometric 

relationships, such as the work done by Yi and Marshall [35], who 
calculated the principal directions of a set of points to detect the 
orientation of elements in an image. On the other hand, Deep Learning 
techniques, which, through a training process, allow detecting the 
orientation of certain elements in an image, such as the works presented 
by Shahin et al. and Itakura et al. [36,37]. 

In this study, four different methods are proposed: two based on 
geometric relations (analytic methods) and another two based on neural 
networks. The main objective of this work is to compare the effective-
ness of these different methods in a specific case of inspection of railway 
clips. To do this, the performance of all of them was tested in terms of 
precision and calculation time, using data acquired from a test track 
installed at the University of Vigo. This process was carried out for all 
the proposed algorithms and the influence of the segmentation algo-
rithm on the results was verified. 

The rest of the manuscript is organized as follows: Section 2 presents 
the materials used in this work. In Section 3, the methods are introduced 
and described. In Section 4, the performance of the different methods is 
compared and analysed, and finally, in Section 5 the main conclusions of 
this work are presented. 

2. Materials 

The test railway track used for RIIM project at the University of Vigo 
facilities is shown in Fig. 1. It is an Iberian gauge track with a total length 
of five meters that was used for the development of prototypes and in-
spection software. 

For data acquisition, the low-cost prototype represented in Fig. 1 a) 
was developed. The system incorporates two Sony Alpha 6000 cameras 
to verify the positioning of clips and bolts. This is a low-cost solution 
compared to the work of Cui et al, in which the authors used structured 
light sensors [19]. The main advantage of this approach, in addition to 
its lower economic cost, is that by using cameras, it allows to simulta-
neously inspect the condition of the concrete sleepers and check for the 
presence of cracks. 

Apart from the cameras, the system incorporates two solid-state 
Livox Avia LiDAR sensors to inspect the ballast surface. These devices 
generate 3D point clouds that can be used to detect changes in the ballast 
such as voids and deformations. LiDAR sensors are particularly effective 
at detecting these types of pathologies at relatively long distances. 
However, their precision and resolution at short distances are much 
more limited than structured light sensors, making them ineffective for 
inspecting the positioning of clips and bolts. For this reason, cameras 
were used to inspect the clips and bolts, contrary to the work presented 
by Cui et al. [19]. It is important to note that although the inspection 
prototype was developed to detect defects in the ballast shoulder and 
cracks in the concrete sleepers, these functions are not within the scope 
of this study, but rather the inspection of clips and bolts through RGB 
images. 

In order to correct the LiDAR measurements and determine the pose 
of the camera in each photograph, the data sampling is synchronized 

Fig. 1. Inspection system prototype. a) Inspection trolley. b) Displacement 
measurement system. 
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with the motion of the trolley using two rotatory encoders Sick HTL 
DBS36. For this, the system shown in Fig. 1 b) was developed. As it can 
be appreciated, it consists of a wheel in contact with the rail that rotates 
with the movement of the trolley. This rotation is transmitted to the 
encoder through a pulley and a reduction gear. To ensure a good contact 
and friction with the track, the system has two springs that, through a 
lever effect, press the wheel against the surface of the rail. 

For controlling and synchronizing data acquisition a Raspberry 4B 
was used, as depicted in the scheme of Fig. 2. This device receives in real 
time the pulses from the encoder through the GPIO ports and calculates 
the displacement of the trolley. At the same time, it also receives dis-
tance measurements from the LiDAR sensor, which are corrected 
considering the position of the trolley at each instant of time. Besides, it 
also controls the camera shutter of the Sony Alpha through a USB 
interface and captures a picture of the track per meter of displacement. 
All the information is stored in a USB 3.0 flash drive. 

The described system was used in the test track of the University of 
Vigo for data acquisition. This manual pushing trolley is only a proto-
type for the development and testing of algorithms. It does not represent 
a final product meant for improving the efficiency of railway track in-
spections. In the future, to obtain completely autonomous inspections 
without an operator pushing the trolley, the sensors will be installed in a 
system embedded in a train and the algorithms will be adapted for this 
purpose accordingly. 

3. Methodology 

Using the acquisition system described in the previous section, a total 
of 128 pictures of the test track were obtained and processed following 
the methodology depicted in Fig. 3. The first step is Image Segmentation 
(Section 3.1) to detect the different elements of interest in the photo-
graphs. Two methods were used, one based on analytic image process-
ing, and other based on a neural network. Once the different elements 
are separated, the next step (Section 3.2) consists in checking that each 
sleeper has a bolt and a clip, as well as ensuring that they are placed in 
their corresponding position. Finally, to verify that the clip is correctly 
fastened and aligned, the relative angle with respect to the rail is 
computed. For this purpose, four different methods were developed as it 
will be explained in the following sections. 

3.1. Image segmentation 

3.1.1. Image processing segmentation 
For the segmentation of the image using analytic algorithms, firstly, 

a coarse segmentation by colour of the rail and clips is carried out. As 
can be seen in Fig. 4, both have characteristic reddish and greenish 
colours that are well differentiated from the rest of the image. Specif-
ically, to obtain a more robust segmentation under lighting changes, the 

RGB image was transformed to the CIE Lab colour space [38]. This 
colour representation includes two hue components (a*, b*) and another 
component of the lighting level (L*). 

This colour space allows us to filter the pixels of the clips and the rail 
by hue components, that do not depend on the illumination of the scene 
[26]. Fig. 5 presents a point cloud of the Lab coordinates of the pixels of 
a track image, along with the filtering criteria used in this work. Ideally, 
the hue components of the rail and clips follow a gaussian distribution 

with average μ⇀ = (a*, b*
) and covariance matrix Σ. From manually 

segmented images, the components a* and b* of the two categories were 
extracted and their corresponding values of μ⇀ and Σ were estimated. 
Graphically, μ⇀ and Σ represent an ellipse in the (a*, b*) plane of the Lab 
Colour space, centred in the point μ⇀ and with semi-axis given by Σ. To 
filter the points of the clips and the rail, the elliptical cylinder of 95% 
confidence (semi-axes given by 2Σ) was considered for the two cate-
gories, and the pixels whose hue components are within the surface were 
extracted, as represented in Fig. 5. 

After performing the colour filtering, the result shown in Fig. 6 a) is 
obtained. As can be appreciated, the filter is not perfect, as there are 
certain areas of dirt and/or rust on the surface of the clips and rail that 
have a different hue than the computed average. Hence, to correct these 
errors, a circular morphological closing filter was used for the two cat-
egories. This filter fills, within a given radius, the empty pixels in the 
segmentation that are surrounded by pixels of a given category. In this 
way, the filled segmentation represented in Fig. 6 b) is obtained. Spe-
cifically, radii of 7 pixels were used for the clips and 12 pixels for the rail. 

Once the pixels of the rail and the clips have been segmented, the 
sleepers are detected in the image. Firstly, an entropy filter [39] is 
applied to the image and the coordinates where the entropy is equal to 
zero are obtained (Fig. 7 a)). The entropy is related to the texture of the 
image, and as can be seen, the sleeper areas have a lower entropy than 
the ballast. However, this does not allow the sleepers to be segmented 
correctly as there are many spurious pixels. To obtain the position of the 
sleepers, as they are perpendicular to the rail, the mean entropy along 
the rail direction was evaluated. 

To do this, the direction of the rail is calculated through a linear 
regression using the pixels of the colour segmentation (Fig. 7 b)). Then, a 
sliding rectangle of dimensions 1500 × 200 pixels is moved along the 
direction of the rail, and the number of zero-entropy pixels along the rail 
is evaluated (Fig. 7 c)). Several local maxima are obtained that represent 
the position of the sleepers. Finally, for each of these local maxima, two 
bounding boxes of dimensions 240 × 280 pixels and distanced 140 
pixels from the centre of the rail are calculated. If these boxes do not go 
outside the limits of the image, a crop of the region is extracted for 
further analysis (Fig. 7 d)). 

These cropped images such as Fig. 8 a) represent the areas in which 
the bolts and clips should be located. To detect the position of the bolts, a 
circular Hough transform [40] was used on the grayscale cropped im-
ages (Fig. 8 b)). This algorithm first computes the colour gradients in the 
images to search for edges, and then calculates the correlation of these 
edges with circumferences in an established range of radii. If a strong 
correlation is detected, above a threshold value, the position and centre 
of the circumference is estimated. Otherwise, no circumference is clas-
sified within the image. In this work, after the experimental adjustment 
of the parameters of the Hough transform, search radii between 30 and 
50 pixels were used, as well as a threshold value of 0.85. Finally, the 
pixels inside the circumference are extracted, and this segmentation is 
combined with the colour-based segmentation of the clips to obtain the 
final segmentation such as the depicted in Fig. 8 c). 

3.1.2. DeepLab V3 + network 
A DeepLab V3 + neural network [34] was trained to segment the 

images and obtain cropped labelled images DeepLab V3 + is a pixel-wise 
segmentation neural network that associates each pixel of the image to 

Fig. 2. Connection scheme.  
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one of the different categories with which the network was trained. In 
this work, as depicted in Fig. 9, five classes were defined: sleepers, rail, 
bolts, clips and the background. This image represents one of the seg-
mentations used for the training of the network. In this work, all the 128 
images were manually labelled as the attached one. 

The network was trained using the labelled images, splitting 100 
images for training and the rest for validation. After performing the 
training, an accuracy of 97.14% was obtained for the validation dataset. 
Once the different elements are identified a similar procedure as the 
described Section 3.1.1 was followed. With the neural network a much 
cleaner segmentation of the sleepers is obtained, and a much simpler 
approach can be used to compute the intersection of the rail and 
sleepers. A DBSCAN clustering algorithm [41] was implemented to 
separate the points labelled as sleepers, and a linear regression was 
computed for all the clusters. Finally, the intersections of the lines of the 
rail and sleepers were computed as shown in Fig. 10 and the segmented 
cropped images are extracted. In this case, the bolts and clips are already 
labelled directly by the network and no further processing of the labels is 
needed. 

Fig. 3. Damage inspection process.  

Fig. 4. Image of the railway track.  

Fig. 5. CIE Lab Colour Space.  
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3.2. Bolt position analysis 

Fig. 11 presents the methodology followed to determine whether the 
bolts and clips are correctly placed. Firstly, the images are analysed to 
check if both components are present and if so, compute their relative 
orientation. The number of pixels of each category in the labelled image 
are counted and if it is lower than a specified threshold of 100 pixels, a 
message is shown warning that one of the components is missing. 

If both elements, clip and bolt are present, their relative position is 
computed using the coordinates of their centres. The pixels of the clips 
are enclosed in a horizontal rectangle, as shown in Fig. 12 and the mean 
point is taken as the centre of the clip. Regarding the bolts, as it is a 
circular geometry, the average position of the coordinates is taken as the 
centre. 

To obtain an estimation of the distance among both centres in length 

Fig. 6. Clip and rail segmentation. a) Colour segmentation. b) Morphologically closed segmentation.  

Fig. 7. Clip position detection. a) Entropy filter. b) Linear regression. c) Detection of areas with high concentration of low entropy points. d) Final position extraction.  

Fig. 8. Final segmentation. a) Initial image. b) Bolt detection. c) Segmented 
clip and bolt. 
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units, a PinHole Camera Model [42] was used to project the centre 
points in the camera reference frame. The camera is placed perpendic-
ularly to the ground at height of 1.5 m. Both the clip and bolt are placed 
above the sleepers, so their distance with respect to the sensor plane can 
be approximated with this value of 1.5 m. Hence, with this simplifica-
tion, the distance among both centres in length units can be estimated 
using Equation (1): 

d =
Δuwz
fpix

(1) 

Where:  

• Δu is the distance between the clip and bolt centres measured in 
pixels.  

• w is the sensor width.  
• z is the perpendicular distance to the ballast plane.  
• f is the focal length of the camera.  
• pix is the resolution of the sensor. 

3.3. Clip orientation analysis 

3.3.1. Principal component analysis 
The first method used for evaluating the orientation of the clip is the 

Principal Component Analysis. The clips have an elongated shape in the 
direction of the rail. Therefore, in this direction the dispersion and 
variance are maximum. To obtain this principal component, the com-
ponents of the inertia tensor are computed using Equation (2): 

Iij = x⇀i.x
⇀

j (2) 

Where:  

• Iij is the component i, j of the inertia tensor.  
• |.| denotes the dot product.  
• x⇀i, x

⇀
j are the vectors of the components i, j of all the pixels of the clip. 

Once the inertia tensor is computed, its eigenvalues and eigenvectors 
are calculated to obtain the principal directions of dispersion of the 
points of the clip (Fig. 13). This is an absolute orientation within the 
image, thus, to obtain the relative orientation with respect to the rail, the 
angle among them is computed using the direction of the rail computed 
with the linear regression (see section 3.1.1). This procedure will be 

Fig. 9. Manual segmentation.  

Fig. 10. Final segmentation.  

Fig. 11. Workflow diagram.  

Fig. 12. Distance calculation.  
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followed in all of the following methods described below, as they firstly 
compute the absolute orientation as well. 

3.3.2. Bounding box analysis 
Another useful property for studying the absolute orientation of the 

clip is the aspect ratio of the sides of a horizontal bounding box. As can 
be seen in Fig. 14, when the clip is inclined, the enclosing box tends to be 
more squared, while when it is horizontal, the difference between both 
sides is maximum. To determine the orientation of the clips, the co-
ordinates of the clip points are rotated synthetically and the relationship 
between sides R and L is evaluated. When this ratio is maximum, the clip 
will be aligned with the horizontal axis (Fig. 14) and this rotation angle 
will be equal to the orientation of the clip. To determine this angle a 
quasi-Newton BFGS algorithm [43] was employed. 

3.3.3. CNN neural network 
The third method is a Convolutional Neural Network (CNN) that 

processes low-resolution binary images of the segmentation like the one 
represented in Fig. 15. These images were obtained using the segmen-
tations presented in Section 3.1. In order to reduce the dimensionality 
and obtain computation times of the same order of the other methods, a 
rescaling factor was applied to obtain 64x64 pixel images. 

CNNs are tools capable of extracting high-levels abstractions from 

images by a combination of Convolutional, Max Pooling and Fully 
Connected layers. With this combination of layers, they can extract 
characteristic features from images such as angles, textures or shapes. 
This type of network is commonly used in image segmentation and 
recognition applications, as well as for detecting certain characteristics 
on images. Zhou et al. [44] carried out a survey analyzing the use of CNN 
for estimating the orientation of different objects in images. They 
employed different datasets (including grayscale and RGB images) and 
established performance metrics for three architectures of CNN. 

In this work, instead of using grayscale or RGB images, a binary 
segmentation is provided as the input of the network. The output is the 
rotation angle of the clips, which was determined manually as it will 
explained in Section 4.1. Fig. 16 presents the architecture used in this 
work, in which Batch Normalization layers were included to improve the 
convergence of the training method. Regarding the training of the 
network, two datasets were generated using the segmentations gener-
ated by DeepLab V3 + and the colour segmentation. To increase the size 
of the datasets, five small rotations were added to each one of the 
exported clip labels, to finally obtain two databases of 2880 images, of 
which, 80% were used for training and the rest for validation. 

3.3.4. Polar histogram based neural network 
The CNN presented in Section 3.3.3 is a generic Deep Learning 

method, which can be used to solve much more complex problems. For 

Fig. 13. Principal Component Analysis.  

Fig. 14. Bounding box angle analysis. a) Rotated clip. b) Best fitting angle.  

Fig. 15. Example of binary segmentation image.  
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instance, Zhou et al. [44], used CNNs to estimate the orientation of 
hand-written digits from the MNIST dataset [45]. Those images are not 
segmented, and they include numbers with different geometries. 

In this work, segmented SKL type clip images are used. Ideally, 
without considering possible distortion in the photographs or segmen-
tation errors, they have the same shape in binary images. This allows us 
to establish relationships between their rotation angle and the spatial 
distribution of pixels. Therefore, an alternative method is proposed 
consisting of a fully connected neural network that processes the spatial 
distribution of pixels of the clips to determine the rotation angle. This is 
a much simpler method since the dimensions of the input data are 
considerably smaller. Firstly, the coordinates of the clips are trans-
formed into polar coordinates with origin in the centre of the clip. Then, 
a histogram of 10x10 cells is computed as represented in Fig. 17. The 
histogram represents the point concentration for different radials and 
angles. The domain is divided azimuthally and radially from the origin 
to the outermost point of the clip. 

These 10x10 matrices are used as the input of the neural network 
represented in Fig. 18. The network is composed by three layers of fully 
connected perceptrons followed by a batch normalization as well as a 
ReLU activation function. As in the previous section, small rotations 
were added to synthetically augment the dataset. The network was 

trained using the augmented datasets described in Section 3.3.3 with the 
same ratios for training and validation. 

3.4. Evaluation procedures 

In order to define error metrics that quantify the accuracy of the 
results, it is first necessary to establish ground-truth values that allow for 
the calculation of the errors for the different proposed methods. 

As introduced in Section 3.1.2, for the training of the neural net-
works, the dataset of track images was manually labelled pixel-wise. 
This manual labelling will be considered as the ground-truth, and the 
errors of the segmentation methods will be computed with respect to it. 
To quantify the segmentation errors for each category, the Intersection 
over Union (IoU) metric will be used. As represented in Equation (3), for 
each category k, the associated Intersection over Union (IoUk) is equal to 
the ratio of True Positives (TPk) divided by the union set of True Posi-
tives (TPk), False Positives (FPk) and False Negatives (FNk) of the cate-
gory. It is important to remark that for the computation of this metric 
only the images of the validation dataset are used. 

IoUk =
TPk

TPk + FPk + FNk
(3) 

Finally, the mean Intersection over Union (mIoU) of all categories is 
calculated using Equation (4): 

mIoU =
1
N

∑N

k=1
IoUk (4) 

In order to quantify the errors of the position calculation methods for 
clips and bolts, all images were manually processed as shown in Fig. 19. 
To determine the separation distance between the clips and bolts, 
bounding rectangles were manually drawn for the clips and circles for 
the bolts (Fig. 19 a)). The centres of these geometries were taken as the 
geometric centre of the two elements, and the distance between them 
was calculated following the procedures described in Section 3.2. 
Regarding the orientation of the clips, as depicted in Fig. 19 b) a line was 
manually drawn on the images and the relative orientation with respect 
to the rail was computed processing the annotated pictures. 

The authors opted for this approach instead of using a binary clas-
sification of well-positioned and loose clips because the latter is a cri-
terion that is subject to some subjectivity if the rotation angle of the clips 
is small. Additionally, with binary classification, the results depend 
heavily on the image dataset used. If images of clips with small rotations 
relative to their optimal operating position are introduced, it is possible 
that detection methods will classify these clips as being in good condi-
tion. Conversely, if all the loose clips always present large rotation an-
gles, this facilitates the classification of these elements, improving the 
accuracy of the results. For these reasons, this study opted for the 
measurement of the relative position and orientation of the clips instead 
of a binary classification. 

4. Results and discussion 

4.1. Accuracy 

Table 1 displays the Intersection over Union (IoU) obtained on the 
validation dataset for different categories using the colour based seg-
mentation method and the DeepLab v3 + neural network. As it can be 
observed, the neural network exhibits better performance overall. The 
predictions of the neural network for rail, background, and sleeper 
categories almost always coincide with the manually labelled values. As 
shown in Table 1, the lowest IoU values for the neural network occur in 
clips and bolts. This is because these are small and narrow parts, and any 
difference in labelling at the edges of these elements compared to the 
manual segmentation significantly decreases IoU. 

As described in Section 3.1.1, for the colour segmentation, a pixel- 

Fig. 16. Scheme of the convolutional neural network.  

Fig. 17. Histogram of point density in polar coordinates.  
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wise segmentation of sleepers was not performed, as it is not necessary 
for the study of the position of clips and bolts. As a result, the IoU for this 
category and the image background could not be obtained. The IoU 
values are significantly lower for clips and rails. This is due to the 
shadows that are formed on the left side of the track (Fig. 6). Fig. 20 
shows a comparison between the segmentation performed by the 
DeepLab V3 + neural network and colour segmentation. The neural 
network is able to identify the clips in the shadow areas, while colour 
segmentation struggles to detect any pixels in that area. Despite using 
the CIE-lab colour space, which is more resilient to changes in lighting, 
in these areas the camera cannot capture the correct colour gamut of the 

clips, which increases the IoU of colour segmentation. 
For the calculation of the relative position between bolts and clips, a 

method based on geometric relationships was proposed. Therefore, to 
calculate the errors, all the images used in this work were employed 
(576 for each type of segmentation). Regarding the clip orientation 
calculation methods, it is important to note that some of them use Deep 
Learning techniques. In order to correctly evaluate these methods, only 
the images from the validation set were used to calculate the errors (20% 
of the 2880 images obtained through synthetic rotations). Finally, the 
results obtained in this work are presented in Table 2. 

In general terms, for all the proposed methods, it can be seen that the 
accuracy is higher when using the segmentation provided by DeepLab 
V3 +. The segmentation of the neural network facilitates the calculation 
of the relative position and orientation of clips, with average errors 
lower than 2 degrees for the histogram-based neural network. The ac-
curacy of the methods when using colour segmentation was lower due to 
segmentation errors caused by error sources such as shadow areas. The 
methods most affected by these segmentation errors were Principal 
Component Analysis and Bounding Box, since both depend on geometric 
properties calculated from the pixels of the segmentation. 

On the other hand, neural networks were trained with segmentations 
that included these errors and obtain a more accurate estimation of the 
orientation of the clips, especially for the network based on a histogram 
in polar coordinates. The Convolutional Neural Network also performs 
well, but as it is a generic method for pattern detection, its errors are 
slightly higher than those of the histogram-based network. 

Fig. 18. Fully connected neural network.  

Fig. 19. Ground truth. a) Bolt and clip centre determination. b) Clip direction 
determination. 

Table 1 
Intersection over Union (IoU) results.   

Method 
Category Colour based segmentation DeepLab V3þ

Background  –  0.9845 
Rail  0.7156  0.9574 
Sleepers  –  0.9623 
Clips  0.7193  0.8696 
Bolts  0.8471  0.9124 
mIoU  –  0.9372  

Fig. 20. Faulty segmentation in the shadow. a) Colour-based segmentation. b) 
DeepLab V3 +. 
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4.2. Computation time 

Table 3 presents the average computation time for all the different 
processes. For the calculation, a laptop with an Intel Core i7 10750H 
processor along with a Nvidia GTX 1650 Ti was used. As indicated in the 
aforementioned table, the neural networks were executed using GPU 
acceleration, whereas the image processing algorithms used the CPU. 

As can be appreciated the most computationally demanding process 
is the image segmentation, as images with a quite high resolution 
(2048× 1362pix) were used, that considerably increases the computa-
tion time. On the other hand, the positioning and orientation algorithms 
work with the image crops of the clip and bolt areas, whose resolution is 
considerably lower (240× 280pix). The slowest algorithm was the 
traditional colour segmentation, mainly due to the multiple sequential 
operations involved, as described in Section 3.1.1. The neural network 
DeepLab V3+, thanks to the GPU acceleration manages to segment 
directly all the elements of the image in less than one second. Regarding 
the calculation of the position of bolts and clips, as well as the orienta-
tion of the latter, all the proposed methods are computationally inex-
pensive. The most demanding one was 3.3.2 Bounding Box, as it employs 
an iterative method quasi-Newton BFGS, that carries out several itera-
tions until finding the local optimum with a given tolerance (A tolerance 
of 10− 6 was considered in this work). This parameter could be increased 
to reduce the number of necessary iterations as well as the computation 
time. Nevertheless, given that the calculation time is less than a tenth of 
a second, it is not very relevant. The methods based on neural networks 
were also inexpensive, as the size of the input data as well as the number 
of layers and operations were smaller than for DeepLab V3 +. 

5. Conclusions 

This article presents a comparison of methods for autonomous in-
spection of the state of clips and bolts in railway tracks. Different ap-
proaches were proposed, both for the segmentation of the images and for 
the calculation of the position and orientation of the clips. An 

autonomous data acquisition system was developed to obtain the images 
used in this study and it was employed in a test track installed in the 
facilities of the University of Vigo. The proposed algorithms were tested, 
measuring their performance in terms of accuracy and computation 
time. The following results were achieved: 

• Image segmentation was the most computationally demanding pro-
cess due to the high resolution of the input images. However, 
reasonable computation times were achieved for the two proposed 
alternatives.  

• DeepLab V3 + presented a better segmentation performance in 
general terms than the colour-based segmentation, being especially 
robust in shaded areas.  

• Accuracies of the order of a few degrees of error were obtained for all 
proposed orientation computation algorithms. In the case of the 
calculation of relative position between bolts and clips, the error was 
of the order of millimetres. It was also possible to appreciate the 
effect on the accuracy of these algorithms of the errors in the seg-
mentation. The methods based on neural networks were more 
resilient as they were trained using images with segmentation errors.  

• For the case of DeepLab V3+, the processing time of a complete 
image and the verification of all the bolts and clips is below one 
second for all the proposed methods. This would enable to inspect 
several kilometres of track in around one hour. In this study, an 
inexpensive laptop GPU was used (Nvidia GTX 1650 Ti). For a high- 
end desktop card, the performance would be much higher. 

In future works, the payload of the current acquisition system will be 
installed in a motorized railway inspection vehicle to achieve higher 
inspection speeds. The performance of the developed algorithms will be 
assessed and a parametric study of the influence of the motion blur on 
the results will be carried out. In that sense, calculations will be per-
formed to determine the optimal camera configuration for different 
lightning conditions. The neural networks will be retrained using images 
obtained outdoors and the robustness of the algorithms will be studied in 
these new conditions, in which there may be reflections and shadows 
generated by sunlight. Furthermore, new neural network architectures 
will be explored, and the resolution of the input images will be reduced 
as an attempt to improve the calculation times. A trade-off will be car-
ried out between accuracy and computation time for different 
configurations. 
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Table 2 
Accuracy results.  

Process Method Used segmentation Mean Error Standard Deviation 

3.2 Position estimation 3.2 Centre calculation 3.1.1 Colour based segmentation 10.1 mm 6.3 mm 
3.1.2 DeepLab V3+ 5.0 mm 2.2 mm 

3.3 Orientation determination 3.3.1 Principal Component Analysis 3.1.1 Colour based segmentation 6.89 deg 4.02 deg 
3.1.2 DeepLab V3+ 3.15 deg 3.14 deg 

3.3.2 Bounding box 3.1.1 Colour based segmentation 5.94 deg 3.94 deg 
3.1.2 DeepLab V3+ 3.92 deg 2.56 deg 

3.3.3 Convolutional Neural Network 3.1.1 Colour based segmentation 3.41 deg 1.85 deg 
3.1.2 DeepLab V3+ 2.42 deg 1.49 deg 

3.3.4 Histogram-based Neural Network 3.1.1 Colour based segmentation 2.53 deg 1.69 deg 
3.1.2 DeepLab V3+ 1.96 deg 1.35 deg  

Table 3 
Computation time.  

Process Method Computation 
time (s) 

Execution 
environment 

3.1 Segmentation 3.1.1 Image 
processing  

3.4107 CPU 

3.1.2 DeepLab V3+ 0.6339 GPU 
3.2 Position 

estimation 
3.2 Centre 
calculation  

0.0024 CPU 

3.3 Orientation 
determination 

3.3.1 Principal 
Component Analysis  

0.0017 CPU 

3.3.2 Bounding box  0.0864 CPU 
3.3.3 Convolutional 
Neural Network  

0.0415 GPU 

3.3.4 Histogram- 
based Neural 
Network  

0.0043 GPU  
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preventive railway maintenance activities with resource constraints, Electron 
Notes Discrete Math. 58 (2017), https://doi.org/10.1016/j.endm.2017.03.028. 

[7] D. Gattuso, A. Restuccia, ScienceDirect A tool for railway transport cost evaluation, 
Procedia Soc. Behav. Sci. 111 (2014) 549–558, https://doi.org/10.1016/j. 
sbspro.2014.01.088. 

[8] Railway trolley for rail inspection and diagnosis, (n.d.). https://www.vaiacar.com/ 
p/en/rail-inspection-trolley.html (accessed November 17, 2022). 

[9] Manned & Autonomous Track Inspection Vehicles | Locomotives, Freight and 
Passenger Cars | ENSCO Rail, (n.d.). https://www.ensco.com/rail/manned-and- 
autonomous-vehicles (accessed November 17, 2022). 

[10] G. Jing, X. Qin, H. Wang, C. Deng, Developments, challenges, and perspectives of 
railway inspection robots, Autom. Constr. 138 (2022), 104242, https://doi.org/ 
10.1016/J.AUTCON.2022.104242. 

[11] R. Montero, J.G. Victores, S. Martínez, A. Jardón, C. Balaguer, Past, present and 
future of robotic tunnel inspection, Autom. Constr. 59 (2015) 99–112, https://doi. 
org/10.1016/J.AUTCON.2015.02.003. 

[12] DIGAV (Dispositivo de Inspección Gráfica de Aparatos y Vía) | Ineco, (n.d.). 
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