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A B S T R A C T

Numerical modeling is a very useful tool in different fields of bridge engineering, such as load-carrying capacity 
assessment or structural health monitoring. Developing a reliable computational model that accurately repre
sents the actual bridge mechanical behavior entails advanced FEM-based modeling complemented by a 
comprehensive experimental campaign that provides the necessary supporting information and allows validating 
simulation outcomes. This paper proposes a unified approach aimed at the experimental characterization and FE 
model updating of aging steel bridges. It first involves the realization of an extensive experimental campaign 
aimed at the bridge’s geometrical, material, and dynamic behavior characterization. Then, a model calibration 
framework is developed, where deterministic (optimization) and probabilistic (Bayesian inference) approaches 
are employed, and techniques such as global variance-based sensitivity analysis and Kriging-based surrogate 
modeling are further implemented in order to enhance the identification process and reduce the overall 
computational burden. The methodology has been validated in a historical riveted steel bridge in O Barqueiro, 
north of Galicia, Spain. The results show a good agreement in the identified model parameter values and a 
noticeable correlation between numerical and experimental modal properties, with an average relative error in 
frequencies of 0.34% and 0.44% for the deterministic and probabilistic approaches and an average MAC (Modal 
Assurance Criterion) ratio of 0.96.   

1. Introduction

Bridges are one of the most critical assets within the terrestrial
transport network. The design and construction of these structures are 
usually challenging due to the nature of their construction, with high 
heights and large spans to overcome, or the foundations on unstable 
soils in rivers or sea inlets. Bridges are usually the most expensive and 
vulnerable structures within the transport network [1]. 

For centuries, timber and stone bridges were the most frequent so
lution to overcome land obstacles, making it possible to communicate 
among isolated places and facilitate commercial routes worldwide [2]. 
After the industrial revolution and the consequent advance in metal
lurgy, the construction of many steel bridges was promoted [3]. Many of 
these ancient steel bridges continue in operation nowadays. These 
structures are generally subjected to adverse environmental effects that 
lead to decay, such as corrosion. The lack of proper maintenance and 
aging of bridges is a widespread problem affecting transport networks 
almost all over the world; e.g., in EEUU, 42% of bridges are over 50 
years, and 7.5% are considered structurally deficient [4]. This issue calls 
for special attention to diagnosing structural integrity, safety analysis, 

and prognosis of remaining service life. 
Numerical modeling is a powerful tool for model-based structural 

health monitoring and reliability-based structural assessment that can 
contribute to optimizing maintenance planning and costs [5–7]. This 
fact increases the interest in disposing of numerical models that faith
fully represent the structural behavior according to the current bridge 
condition state. Among others, the lack of data regarding the material 
properties, the uncertain behavior of the connections, imprecise 
boundary conditions, or the existing damage might provoke discrep
ancies between the computational model predictions and the actual 
structural system response [8]. Therefore, numerical models must be 
tuned in a procedure known as FE model updating or model calibration 
[9], an inverse approach where uncertain model parameters that can 
often not be directly measured are estimated by adapting simulation 
model results to the actual measurements of the mechanical response 
[10]. 

Ancient bridges usually require obtaining a significant amount of 
data to perform accurate numerical modeling. Thus, the deployment of 
extensive experimental characterization campaigns is needed, where the 
synergetic use of different testing techniques [11–15] together with 
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measurements of the static or dynamic response of the structure [16,17], 
are a crucial factor. Moreover, in the particular case of heritage con
structions, non-destructive methods are usually preferred as they do not 
alter their original state [18,19]. Accordingly, in the existing literature, 
several works can be found where in-situ multidisciplinary surveys 
based on non-destructive testing are proposed to perform a proper FEM- 
based numerical modeling [20–22]. Nonetheless, these procedures, 
although relatively frequently executed in masonry or concrete bridges, 
are still scarcely adopted in the case of ancient steel bridges, where only 
visual inspections and ambient vibration testing are typically employed 
[23–25]. 

Multiple FE model updating strategies have been developed, which, 
aside from manual [26] and direct updating methods [27,28] can be 
roughly classified into (automatic iterative) deterministic and probabi
listic approaches. Deterministic methodology refers to classical optimi
zation methods, the most extensively adopted in the state of practice. 
Thus, a vast number of studies can be found in the existing literature 
using: i) global optimizers, such as genetic algorithms [24,29], particle 
swarm [25], evolutionary strategies [17], harmony search [30], or 
pattern search [31], ii) local optimization algorithms such as the trust- 
region reflective algorithm [20,21], iii) hybrid local–global optimiza
tion algorithms, such as genetic algorithm and improved cuckoo search 
(HGAICS) [32], or unscented Kalman filter and harmony search (UKF- 
HS) [33], and iv) surrogate-assisted strategies [34], to mention a few. In 
this regard, the reader is referred to [10] for a thorough review of the 
different FE model updating methods and related works. Alternatively, 
probabilistic methodologies based on Bayesian inference procedures can 
be employed [35], which have gained increased attention and have 
experienced significant development in recent years. Thus, in the liter
ature, several research studies can be found using different techniques, 
such as Markov Chain Monte Carlo (MCMC) with Metropolis-Hastings 
algorithm [36,37], Hamiltonian Monte Carlo algorithms [38,39], 
Transitional MCMC [40,41], Gibbs based approach [42], Multi
resolution Bayesian non-parametric general regression method (MR- 
BNGR) [43], Approximate Bayesian Computation (ABC) methods 
[44,45], or Variational Bayesian methods [46,47], among others. For a 
more exhaustive review of the state-of-the-art, the reader is referred to 
[10,48]. Both approaches, deterministic and probabilistic, have pros and 
cons, see [49], but the combined use can provide valuable insight into 
the robustness of the FE model updating results. Accordingly, the joint 
employment of both methodologies has been recently tackled in some 
works [50,51]. In the bridge field, however, these studies are still scarce 
[52,53], especially in the case of aging steel bridges. Moreover, apart 
from updating algorithms, there is the need to integrate additional 
methods such as sensitivity analysis and surrogate modeling for a 
comprehensive and efficient FE model updating workflow that guides in 
the selection of the most important calibration parameters and allows 
for reducing computing time and computational resources. 

This work proposes a unified approach aimed at the experimental 
characterization and FE model updating of aging steel bridges, encom
passing a multidisciplinary experimental campaign aimed at the 
bridge’s geometrical, material, and dynamic behavior characterization 
and a model calibration framework where deterministic (optimization) 
and probabilistic (Bayesian inference) approaches are employed 
together with techniques such as global variance-based sensitivity 
analysis and Kriging-based surrogate modeling to enhance the identifi
cation process and reduce the overall computational burden. The 
feasibility of the methodology has been validated in a historical riveted 
steel bridge in O Barqueiro, north of Galicia, Spain. The paper is orga
nized as follows: Section 1 is the introduction, where the motivation of 
the study is presented. Section 2 describes the O Barqueiro bridge, 
including a brief historical background and details of its structural 
configuration. Section 3 describes the experimental campaign with de
tails of the non-destructive tests performed and the corresponding re
sults. Section 4 details the FEM-based modeling procedure. Sections 5, 6, 
and 7 present the different stages of the model calibration framework, i. 

e., sensitivity analysis, optimization-based model updating, and 
Bayesian calibration, including an outline of the theoretical background 
and a discussion of the obtained results. Finally, the conclusions are 
drawn in Section 8. 

2. O Barqueiro bridge 

O Barqueiro bridge is a riveted steel bridge located at the mouth of 
the Sor river between the municipalities of O Mañon (A Coruña) and O 
Vicedo (Lugo) in the northern region of Galicia, Spain. Downstream and 
upstream views of the bridge can be seen in Fig. 1. The original design 
dates from 1880, but this project was never realized [54]. Thus, the 
project was redesigned in 1894 with some modifications that affected 
the masonry abutments and piers, being the latter grounded at a depth of 
20 m to overcome the problems related to the foundations at the sandy 
riverbed. The construction finally started in 1895 and was finished in 
1901 [54]. 

The bridge is in a coastal zone characterized by high environmental 
salinity and strong winds. Thus, due to its degradation and decay, in the 
80 s, the bridge was closed to the passing of cars and trucks. After some 
years of abandonment, in 2006, rehabilitation works were performed, 
and the structure was pedestrianized. O Barqueiro Bridge is currently 
listed as an asset of cultural interest in Galicia, thus emphasizing its high 
heritage value. Therefore, structural health monitoring and proper 
maintenance are essential to ensure its conservation. 

O Barqueiro bridge is a three-isostatic-span steel arch bridge, each 
with a length of 48.10 m, a width of 6.40 m, and a height of 7.50 m, see 
Fig. 2. On each side, the arch rib has a parabolic shape, and its vertically 
linked to the tie girder through twelve vertical hangers and longitudi
nally by forty-four rectangular-shaped cross bracings. Both arch ribs are 
connected through six sway systems, which in turn, are longitudinally 
linked by circular-shaped upper lateral bracings. On the other hand, the 
deck is formed by sixty-five stringers, equally divided into thirteen 
panels of five members each, and fourteen cross-girders, originally 
supporting the road pavement and, after rehabilitation, wooden planks. 
Circular-shaped lower lateral bracings are also arranged between the 
third and the eleventh panels. On each span, the bridge presents simple 
supports on one side and roller supports on the other. Some details of the 
bridge’s structural configuration can be seen in Fig. 3. 

All original structural members were built-up using steel plates and 
L-type profiles joined by rivets. Thus, the cross-girders and stringers 
present an I-shaped cross-section composed of a web plate riveted to 
four angles that constitute the flanges. The arch ribs and tie girders have 
a similar cross-section shape, with an additional plate attached to the 
flanges. The cross-girders and central stringers have additional rein
forcement steel plates on the top and bottom sides to increase flexural 
capacity. The vertical hangers are made of two T-shaped profiles joined 
by lacings. As for the sway systems, these are formed by struts made of 
double angles and rectangular-shaped bracings. A detailing of the 
different cross-section shapes is given in Fig. 4. 

3. Experimental campaign 

The experimental campaign was carried out in two different stages. 
The first stage involved the visual inspection, geometrical character
ization through on-site measuring and terrestrial laser scanning survey, 
and ultrasonic testing for estimating steel elastic properties. The second 
stage corresponded to an ambient vibration test to determine the 
experimental modal properties. 

3.1. Visual inspection 

An in-depth field survey was performed to determine the current 
condition state of the bridge. The site inspection addressed two main 
issues: i) elaborating a damage mapping; ii) analyzing the retrofitting 
actions performed during rehabilitation. 
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Regarding the former, the following problems were identified: a) the 
bridge is located in a highly corrosive environment; thus, general 
corrosion is present almost throughout the structure; b) the presence of 
dimples and pitting at various elements; c) thickness losses at some el
ements, such as the cross-girders and stringers; d) detachment due to the 
absence of rivets, holes, and lack of material at some local areas of the 
stringers flanges; e) delamination of steel members at some of the riv
eted connections between the tie girders, cross-girders, and vertical 
hangers; f) lack of rivets at some of the connections of the stringers with 
the cross-girders; g) partial detachment due to the absence of rivets of 
the flexural reinforcement plates; h) deposition of organic residues at the 

web of the arch and tie girders; i) water and moisture retention in the 
wood strips in contact with cross-girders and stringers; j) poor condition 
of the steel protective coating. Some details of all the issues mentioned 
above can be observed in Fig. 5. 

As for the steel connections between tie girders, cross-girders, and 
vertical hangers, given their relevance in the bridge mechanical 
behavior, a comprehensive individual inspection was carried out, after 
which a qualitative classification of their damaged condition state was 
elaborated, see Fig. 6, grouping them into two major categories: a) 
slight-to-moderate damaged and b) high damaged connections. 

In the rehabilitation of 2006, the following actions were undertaken: 

Fig. 1. Downstream (a) and upstream (b) views of O Barqueiro bridge.  

Fig. 2. O Barqueiro bridge: a) isometric view (b) cross-section and (c) elevation view.  

Fig. 3. Details of O Barqueiro bridge: a) arch ribs, vertical hangers, sway systems, and cross bracings b) tie girders, cross-girders, and stringers c) supports.  
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a) the pavement was replaced by a timber system formed by wooden 
strips and planks; b) cantilever sidewalks were removed; c) original 
railings were attached to the vertical hangers in the outer side; d) a new 
steel and wood railing was installed on the inner side; e) twenty-six 
cross-bracings and twelve vertical hangers were partially replaced or 

retrofitted; e) a significant amount of rivets were replaced by bolts; f) 
cleaning and painting of the whole structure. It is worth noting that new 
L-type sections were employed for the replaced vertical hangers con
nected to the original elements by welding. A few years later, these new 
profiles present an advanced corrosion state with considerable 

Fig. 4. Cross-section shape and dimensions of steel members: a) arch ribs and tie girders b) vertical hangers c) cross-girders d) stringers.  

Fig. 5. Examples of damaged and retrofitted elements in O Barqueiro bridge: a) Lack of rivets in a stringer b) detachment of the flange plates c) rivets replaced by 
bolts d) retrofitted hanger e) corrosion in the lower part of a hanger. 
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delamination and material loss, see Fig. 5. 

3.2. Terrestrial laser scanning survey and on-site measuring 

A Terrestrial Laser Scanning (TLS) survey was performed to obtain an 
accurate 3D digitalization of the structure that provides precise infor
mation about the main bridge dimensions, the assembly detailing of the 
structural elements, or various relevant geometric features such as the 
shape and dimensions of gusset plates, among others [55–57]. The 
equipment was a phase-shift terrestrial laser scanner FARO Focus 3D 
x130 [58]. Ten scans from different positions were taken to characterize 
the overall geometry of the bridge. Four scan positions were under the 
deck, while the remaining ones were on the deck. The original point 
clouds had around 20 million points each. After aligning all the scans to 
the same reference system, the consolidated point cloud was post- 
processed to filter undesirable features such as vegetation or sand. The 
final 3D digitalization comprises around 12 million points. Fig. 7 shows 
one of the positions of the TLS under the deck and the 3D visualization of 
the corresponding point cloud. 

Complementary to the LiDAR data, in-situ manual measurements 
aimed at characterizing the net cross-section and thickness variability of 
the different steel members were also collected during the on-site in
spections. Accordingly, a precision gauge with a tolerance of ± 0.01 mm 
was employed, obtaining a total of 325 values spread over the main 
members (arch ribs and tie girders, vertical hangers, cross-girders, etc.) 
and on different regions (i.e., angles and steel plates). The (rounded) 
average values of these experimental measurements are summarized in 
Table 1; see also Fig. 4. 

3.3. Ultrasonic testing 

Laboratory testing, such as uniaxial tensile tests on specimens 
extracted from the structure, is the usual way for material properties 
characterization. However, in the case of heritage structures, testing 
procedures are constrained by the non-intrusion principle. Thus, non- 

destructive in-situ testing techniques are alternatively adopted in this 
type of intervention. Accordingly, a non-destructive method, ultrasonic 
testing, was employed in this study to estimate the steel elastic prop
erties, particularly the Young’s modulus. 

This material property can be obtained by measuring the propaga
tion velocity of the mechanical (longitudinal and transversal) waves in 
the steel [59]. The relationship between the Young’s modulus (E) and 
the velocity of transversal waves (ct) can be expressed according to 
Equation (1), where μ is the Poison’s ratio, and ρ is the density of the 
steel. 

E = 2ρc2
t (1 + μ) (1) 

Fig. 6. Damage mapping of the deck steel connections.  

Fig. 7. TLS survey and example of an acquired point cloud.  

Table 1 
Dimensions of the main steel members as obtained from on-site measuring.  

Element Region Dimensions 
(mm) 

Arch ribs/Tie girders Flange thickness 18 
L-shaped profile 
thickness 

11 

Web thickness 24 
Vertical hangers Plate thickness 10 

L-shaped profile 
thickness 

8.5 

Lacings thickness 10 
Stringers Reinforcement plate 8 

L-shaped profile 
thickness 

7 

Web thickness 8 
Cross-girders Reinforcement plate 8 

L-shaped profile 
thickness 

11 

Web thickness 10 
Rectangular-shaped cross bracings Height 90 

Width 10 
Circular-shaped upper and lower 

lateral bracings 
Radius 10  
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Both velocities are related by the Poisson’s ratio, as shown in Equation 
(2): 

μ =

1
2 −

(
ct
cl

)2

1 −
(

ct
cl

)2 (2) 

Combining Equations (1) and (2), the Young’s modulus can also be 
related to the velocity of propagation of the longitudinal waves (cl) as 
follows: 

E =
ρc2

l (1 + μ)(1 − 2μ)

1 − μ (3) 

The equipment employed to perform the test comprised an ultrasonic 
thickness gauge model MX-3 of Dakota ultrasonics [60] and a high- 
precision digital gauge. These two devices were used to measure the 
velocity of propagation of the longitudinal waves (cl) according to the 
following two-step procedure: i) first, the thickness of the tested steel 
(plate) element is measured with both devices; ii) then, the measure
ment obtained by the digital gauge is employed to correct the one ob
tained with the ultrasonic device, thus returning cl. This process was 
performed in sixty-six different bridge areas, only on single plates and 
non-damaged areas, replicating each measurement point five times. As a 
result, a significant amount of measurements was obtained (330), 
yielding a Young’s modulus with a mean value of 188.94 GPa and a 
Coefficient of Variation (CoV) of 5.24%. The maximum and minimum 
values were 224.28 GPa and 173.46 GPa, respectively. 

3.4. Ambient vibration testing 

In the second stage of the experimental campaign, a dynamic iden
tification based on an Ambient Vibration Test (AVT) was performed to 
determine the experimental modal properties (i.e., natural frequencies, 
mode shapes, and damping ratios) of the bridge. In order to establish the 
main conditions of the ambient vibration test (acquisition time, sam
pling rate, and location of the sensors), the numerical modal analysis 
results obtained with a preliminary FE model were used. Thus, it could 
be concluded that the first natural frequency was around 1.0 Hz (fmin)

while frequencies of higher vibration modes were in the order of 10.0 Hz 
(fmax), so it was decided to set the sampling frequency (fs) at 128 Hz, 
following the criterion in Ventura et al. [61]: 

fs > 2.4 fmax (4) 

On the other hand, to establish the acquisition time, different criteria 
can be selected according to the existing literature. Accordingly, L.F. 
Ramos mentions in [62] that by his own experience, 1000 times the 
highest natural period of interest is enough if the structure is well 
excited, while some other authors, such as Rodrigues et al. [63], 
consider the empirical rule of 2000 times the highest natural period of 
interest; in Ventura et al. [61], the acquisition time is established 
following Equation (5), where ç is the damping ratio. In this study, the 
acquisition time was fixed as 45 min per setup, thus complying with all 
the aforementioned criteria. 

Ttot >
20

2çfmin
=

10
çfmin

(5) 

The equipment employed in the ambient vibration test was six uni
axial seismic accelerometers type 8340 with a sensitivity of 10 V/g and a 
frequency range of 0.1–1500 Hz, and an acquisition module type 3050 
with a frequency range of 0–51.2 kHz, both of the Brüel & Kjaer com
pany [64]. Steel supports in an L-shape format were ad-hoc designed and 
manufactured to fix the accelerometers to the structure with the help of 
magnetic anchors. Given the equipment constraints at the time of 
testing, namely due to the number of available accelerometers and 
mainly the length of the cables, a multi-setup test was designed where 
the reference sensors were fixed at the mid-center span to cover the 

whole bridge geometry satisfactorily (see Fig. 8). It should be noted that 
this arrangement is not ideal since placing the reference sensor in the 
central part of the bridge makes it impossible to characterize the vi
bration modes that have zero displacements there. During the design 
phase of the test, it was anticipated that two of the first six modes would 
not be captured due to this problem. However, due to the short length of 
the cables, any other approach would have resulted in monitoring only a 
portion of the structure, and in this sense, it was preferred to have 
measurement points distributed throughout the bridge. 

Two reference accelerometers, fixed in the same position (point 11) 
during all the different setups, were employed to obtain the correlation 
matrix between the mobile and reference sensors thus avoiding non- 
stationarity conditions. A total of twenty-one setups were carried out, 
as summarized in Table 2, being the adopted positions in consonance 
with those areas where the main (lower) vibration modes presented 
meaningful modal displacements as obtained from FEM-based simula
tions. Accordingly, in Fig. 8, in blue is the position of the reference 
sensors; in red, the position of the mobile sensors placed in the tie 
girders; and in green, the position of the mobile sensors placed in the 
vertical hangers at a high of 3.0 m. At each point, accelerations in the 
vertical (Y) and transversal (Z) directions were recorded. During the test, 
the structure was subjected to environmental and operational loads such 
as wind and human walking. 

Vibration data were analyzed with the software ARTeMIS Modal 
[65]. The records were processed using a decimated factor of 10 times, 
and modal parameters were determined by two different techniques, 
namely, the Enhanced Frequency Domain Decomposition (EFDD) [66] 
and the Stochastic Subspace Identification using the Principal Compo
nent algorithm (SSI-PC) [67,68]. A total of four vibration modes were 
identified; see Table 3 and Fig. 9. The first vibration mode is a lateral 
flexural mode shape of the whole bridge. The second vibration mode is a 
lateral flexural mode shape of the arch girders and the deck in counter 
phase. The third vibration mode is a vertical flexural mode of the whole 
bridge, and finally, the fourth vibration mode is a torsional mode shape. 
Given that the SSI-PC method shows slightly better results (less 
complexity), its outputs have been used as ground truth data for the 
subsequent FE model updating process. 

4. Numerical modeling 

4.1. Preliminary FE model 

A 3D Finite Element (FE) model was developed based on the data 
obtained during the experimental campaign, particularly regarding the 
as-built geometry extracted from the point clouds and the on-site mea
surements. The modeling process was performed using the Diana FEA 
[69] and MATLAB [70] software packages. For geometrical modeling, 
line bodies were used to represent almost all bridge elements except for 
the arch ribs and tie girders, where a mixed modeling approach was 
adopted, using line bodies for the flanges and surface bodies for the web 
(see Fig. 10 a)). 

For the mesh, first-order Mindlin beam elements were predominantly 
used for all steel members, except for the web of the arch ribs and tie 
girders, which in consonance with the abovementioned, were meshed 
using four-node quadrilateral, isoparametric shell elements. Moreover, 
the rectangular-shaped cross bracings and the circular-shaped lateral 
lower and upper bracings were meshed using two-node cable elements. 
Based on a mesh sensitivity analysis, the element dimension was set at 
10 cm, except for the bracing systems meshed with only one element. 
Details of the FE mesh are given in Fig. 10 b). 

The cross-section dimensions of the different steel members were 
defined in accordance with the experimental geometrical characteriza
tion, see Fig. 4 and Table 1. Given the non-standard shape of the built-up 
riveted members, cross-sectional properties were derived via numerical 
integration. On the other hand, to suitably replicate the actual structural 
configuration of the bridge, “offsets” from the CAD supporting lines 
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were introduced to represent the actual centroids’ position. Other issues 
concern the timber deck, which was modeled as a dead load distributed 
on the cross-girders and stringers, and the mass of the gusset plates 
introduced in the form of point masses acting at the arch rib and tie 
girder joints. 

With regards to the boundary conditions, the bridge presents roller 
bearings on the O Vicedo side (see Fig. 6); thus, displacements in the 
longitudinal direction (X-axis) and in-plane rotations were allowed (Z- 
axis), while on the O Mañon side, only rotations were allowed (pin 
bearings). For the steel properties, the average value of the Young’s 
modulus estimated from ultrasonic testing was used as the first estimate 
with a density of 7850 kg/m3 and a Poisson’s ratio of 0.3. For the nu
merical modal analysis, a two-step procedure was followed, where in the 
first step, the self-weight of the structure was introduced, mobilizing the 
stress-stiffening (geometric non-linearity) response of the bracing sys
tems, and in the second step, the eigenfrequencies and eigenmodes were 
calculated. 

This initial model was used to determine the main settings of the 
ambient vibration test. Once the experimental modal properties were 
identified, the adequacy of the numerical predictions was checked 
against the actual responses of the structure. Accordingly, Table 4 
summarizes the relative errors between the numerical and experimental 
frequencies and the similarity between the mode shapes quantified by 
the Modal Assurance Criterion (MAC). The MAC ratios show a high 
correlation between numerical and experimental modal displacements 
with values generally above 0.90; however, discrepancies in the fre
quencies of the vibration modes can be observed. Thus, the need for a FE 
model updating process is underlined. 

4.2. Model refinements 

To represent the actual mechanical behavior of the bridge as accu
rately as possible and thus reduce the bias of the FE model, some re
finements were implemented prior to the calibration process: 

Fig. 8. Location of the sensors in the ambient vibration test.  

Table 2 
Overview of setups in the ambient vibration test.   

Positions 
Setup Reference sensors Mobile sensors 

Sensor 1 Sensor 2 Sensor 3 Sensor 4 Sensor 5 Sensor 6 

1 11 Y 11 Z 1 Y 1 Z 2 Y 2 Z 
2 11 Y 11 Z 3 Y 3 Z 4 Y 4 Z 
3 11 Y 11 Z 5 Y 5 Z 6 Y 6 Z 
4 11 Y 11 Z 7 Y 7 Z 8 Y 8 Z 
5 11 Y 11 Z 9 Y 9 Z 10 Y 10 Z 
6 11 Y 11 Z 21 Y 21 Z 12 Y 12 Z 
7 11 Y 11 Z 13 Y 13 Z 14 Y 14 Z 
8 11 Y 11 Z 15 Y 15 Z 16 Y 16 Z 
9 11 Y 11 Z 17 Y 17 Z 18 Y 18 Z 
10 11 Y 11 Z 19 Y 19 Z 20 Y 20 Z 
11 11 Y 11 Z 22 Y 22 Z 23 Y 23 Z 
12 11 Y 11 Z 24 Y 24 Z 25 Y 25 Z 
13 11 Y 11 Z 26 Y 26 Z 27 Y 27 Z 
14 11 Y 11 Z 28 Y 28 Z 29 Y 29 Z 
15 11 Y 11 Z 30 Y 30 Z 31 Y 31 Z 
16 11 Y 11 Z 32 Y 32 Z 33 Y 33 Z 
17 11 Y 11 Z 34 Y 34 Z 35 Y 35 Z 
18 11 Y 11 Z 36 Y 36 Z 37 Y 37 Z 
19 11 Y 11 Z 38 Y 38 Z 39 Y 39 Z 
20 11 Y 11 Z 40 Y 40 Z 41 Y 41 Z 
21 11 Y 11 Z 42 Y 42 Z 43 Y 43 Z  

Table 3 
Natural frequencies of the identified vibration modes.  

Experimental mode EFDD (Hz) SSI-PC (Hz) 

1  1.065  1.051 
2  2.709  2.713 
3  6.168  6.190 
4  7.337  7.363  

Fig. 9. Identified mode shapes from the output-only modal analysis.  
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• According to the field inspection and the elaborated damage map
ping (Fig. 6) of the steel connections between vertical hangers, cross- 
girders, and tie girders, pinned joints were assumed for the highly 
damaged connections, while for the slightly to moderately damaged 
connections, rotational springs were introduced to allow the 
modeling of a semirigid behavior. Pinned or fully rigid behavior was 
considered for the rest of the FE model joints, depending on the 
particular constructive scheme.  

• The aging of bridges causes deterioration in their supports that might 
lead to stiffness variation. This issue can be modeled by introducing 
artificial springs [71]. Accordingly, two translational springs in each 
support were implemented in the vertical (Y-axis) and transversal (Z- 
axis) directions.  

• Corrosion leads to variation in the thickness dimensions of steel 
members, being indeed a spatial variation phenomenon. Initially, the 
average value of the experimental measurements (see Table 1) was 
adopted to represent the net cross-section adequately. However, 
given the stochastic nature of the problem, the finite number of 
experimental measurements performed, and the scattering observed, 
uncertainty regarding the members’ thickness is still present. Thus, 

thickness dimensions were parameterized in the FE model for the 
different cross-sections (see Fig. 4). For this purpose, an algorithm 
was developed in MATLAB that automatically recalculates the cross- 
section profile coordinates as a function of the thicknesses, and for 
the resulting arbitrary shapes, the mechanical sectional properties (i. 
e., area, moments of inertia, Saint-Venant torsion constant, etc.) are 
calculated via numerical integration. 

5. Sensitivity analysis 

Before the FE model updating, a global variance-based sensitivity 
analysis was performed. This technique allows for identifying the sub
space of the most influential input variables in the bridge modal re
sponses, thus improving the efficiency and accuracy of the subsequent 
calibration process. Sobol’ indices (ANOVA) [72] is the sensitivity 
analysis methodology employed in this work. This method provides a 
complete overview of the impact of each input parameter in terms of 
single and interaction effects by analyzing the model output variance. Its 
main drawback is the high number of simulation runs required, which 
implies a substantial computational burden. To circumvent this issue, an 
alternative approach is to build a surrogate model replacing the original 
FE model, thus obtaining sufficiently accurate results but with a much 
lower numerical effort. In the following, the search space for the 
different uncertain input parameters is presented, a brief background of 
the methods involved in the surrogate-assisted global sensitivity anal
ysis, and a discussion of the obtained results. 

5.1. Parameter ranges 

The parameter ranges were established according to the existing 

Fig. 10. Numerical model of O Barqueiro Bridge a) geometrical representation b) finite element mesh.  

Table 4 
Comparison between numerical and experimental modal results for the pre
liminary FE model.  

Vibration mode fexp(Hz) fnum(Hz) Error (%) MAC 

1  1.051  1.212  15.32  0.99 
2  2.713  3.041  12.09  0.89 
3  6.190  6.471  4.54  0.93 
4  7.363  8.748  18.81  0.98  
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literature data and the experimental observations. Thus, concerning the 
steel properties, the density lower and upper bounds were established 
following the JCSS probabilistic model code [73], assuming a normal 
distribution with a mean of 7850 Kg/m3, a Coefficient of Variation 
(CoV) of 1.0 %, and using the three-sigma rule of thumb that is equiv
alent to a confidence interval of 99.7%. For the Young’s modulus, the 
bound values were also set based on a confidence interval of 99.7%, yet, 
in this case, using a log-normal distribution with a mean of 200 N/mm2 
and a CoV of 5%; see [74,75]. 

As for the thicknesses of the different steel members, the lower bound 
was defined as the maximum experimental value obtained from the on- 
site measurements. On the other hand, the upper bound was defined as 
the initial value (average experimental measurements) minus the 
maximum theoretical thickness reduction estimated from the current 
European standards of corrosion in metals [76,77]. According to these 
standards, as the bridge is located in a coastal area with a significant 
effect of chlorides, the corrosivity category is C5, implying an annual 
corrosion rate of 39 μm/year. Thus, given the bridge service life, the 
maximum theoretical thickness reduction is estimated as 4.65 mm. It is 
noted that for sensitivity analysis and model updating, uncertainty in 
thickness dimensions was modeled by means of corrective factors of the 
base values, i.e., perturbing the average experimental values assuming a 
uniform variation of the cross-section thicknesses instead of using the 
many different non-sensitive individual dimensions. Therefore, the 
adopted parameter bounds aim to define a sufficiently large and 
reasonable variation range to evaluate the effect of uncertainty in the 
different cross-section thicknesses of the members on the bridge mass 
and stiffness and, thus, on the modal properties. 

For the stiffness of the rotational and translational springs, the 
variation ranges were computationally derived from an extensive 
parametric analysis. Thus, for the rotational springs, the lower and 
upper bound values represent the threshold for which a pinned or fully 
rigid behavior is respectively obtained. A similar approach was followed 
for the translational springs, where the upper bound value represents a 
scenario of fully constrained displacements, and the lower bound en
sures an adequate pairing between numerical and experimental vibra
tion modes with a well-covering of the experimental natural frequencies. 
In this regard, the adopted mode pairing technique was based on the 
MAC criterion and the assessment of modal masses to rule out local 
mode shapes. Table 5 summarizes all the variables with their corre
sponding lower and upper bounds. 

5.2. Surrogate modeling 

This work employed surrogate models based on the Kriging 
approach, which is a statistical interpolation method that allows 

approximating a scalar-valued FE model response ŷ (x) for a given 
vector of input values x ∈ Rm. The model-building process relies on an 
experimental design X ¼ {x(1), ..., x(N)} and the associated FE model 
outcomes Y = {y(1), ...,y(N)}, being N the number of training data points. 
Thus, the approximated functional relationship can be expressed as 
follows [78]: 

ŷ(x) = f(x)
T β + Z(x) (6)  

where the first term f(x)
Tβ represents the trend or mean value and 

consists of P basis functions f(x) =
[
f 1(x), ⋯, f p(x)

]T 
with their corre

sponding regression coefficients β =
[

β1, ⋯, βp
]T . The second term Z(x)

is a stationary random process with zero mean and covariance function 
of the form [79]: 

Cov(x, x′) = σ2R(x, x′; θ) (7)  

where σ2 denotes the variance, R(x, x′; θ) represents the correlation 
function and θ = [θ1, ⋯, θm]

T are hyperparameters obtained by solving 
an optimization problem, commonly based on a maximum likelihood 
approach. In this study, in particular, a constant trend (Ordinary Krig
ing) and an anisotropic Gaussian correlation function were employed, 
see Equations (8) and (9), [79]: 

f(x)
T β = β0 (8)  

R(x, x′

; θ) =
∏m

i=1
exp

[

−
1
2

(
|xi − xi

′|

θi

)2
]

(9) 

Surrogate models for each numerical frequency ( f̂ ) and MAC ratio 
(M̂AC) were trained using a dataset of 1000 sample points. The Design of 
Experiments (DoE) was generated using the Latin Hypercube Sampling 
(LHS) method [80]. The prediction accuracy of the surrogate models 
was quantified based on a 10-fold cross-validation procedure using two 
different metrics: the coefficient of determination (R2) and the Root- 
Mean Square Error (RMSE), Equations (10) and (11), respectively: 

R2 = 1 −

∑n
i=1(yi − ŷi)

2

∑n
i=1(yi − y)

2 (10)  

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n

∑n

i=1
(yi − ŷi)

2

√

(11)  

where yi denotes the FE model response at the point i, ŷi is the corre
sponding surrogate model prediction, y is the mean of the response 
values, and n indicates the total number of samples used in the 
procedure. 

The obtained results are summarized in Table 6. As can be seen, R2 

values equal to or above 0.99 were obtained for all surrogate models. 
Thus, it can be concluded that the approximation models accurately 
replicate the outcomes of the more complex and computationally 
expensive finite element simulations. 

Table 5 
Parameters considered in the model updating process.  

Variable Bounds 
ID Name Lower Upper 

V1 Density (kg/m3) 7615 8085 
V2 Young’s modulus (GPa) 170 230 
V3 Arch ribs & Tie girders (mm) 1.20 −4.65 
V4 Vertical hangers (mm) 1.10 −4.65 
V5 Stringers (mm) 1.00 −4.65 
V6 Cross-girders (mm) 0.95 −4.65 
V7 Reinforcement plates (mm) 1.90 −4.65 
V8 Rotational stiffness of steel connections (Nm/ 

rad) 
1.00E +
05 

1.00E +
08 

V9 Z-axis translational stiffness of O Vicedo support 
(N/m) 

1.00E +
05 

1.00E +
06 

V10 Y-axis translational stiffness of O Vicedo support 
(N/m) 

1.00E +
07 

1.00E +
08 

V11 Z-axis translational stiffness of O Mañon support 
(N/m) 

1.00E +
05 

1.00E +
06 

V12 Y-axis translational stiffness of O Mañon support 
(N/m) 

1.00E +
07 

1.00E +
08  

Table 6 
Surrogate modeling results.  

Output R2 RMSE 

f̂1  0.99 1.50 E-03 

f̂2  0.99 9.70 E-03 

f̂3  0.99 3.10 E-03 

f̂4  0.99 1.43 E-02 

M̂AC1  0.99 4.01 E-04 

M̂AC2  0.99 8.90 E-03 

M̂AC3  0.99 4.89 E-04 

M̂AC4  0.99 4.84 E-04  
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5.3. Sobol’ indices 

Sobol’ indices analyze the sensitivity of each model input by 
analyzing the model output variance [72]. Thus, the total output vari
ance is expressed as the sum of the partial variances of each input var
iable and their interaction effects. This variance decomposition allows 
defining in general terms the sensitivity Si1 ,..,iS as the variance contri
bution Vi1 ,..,iS of a set of variables {Xi1 ,..,iS } to the total output variance 
V(Y), [81]: 

Si1 ,..,iS =
Vi1 ,..,iS

V(Y)
(12)  

When this formulation is applied to a single input variable, it is called 
the first-order Sobol’ index (Si), where Vi represents the effect of the 
variable Xi alone, Equation (13): 

Si =
Vi

V(Y)
(13)  

Higher-orders Sobol’ indices quantify the interaction effects of a group 
of variables. These interactions cannot be decomposed as contributions 
of those variables separately. To quantify these interactions, the total 
Sobol’ index (STi) is adopted, which is obtained as the sum of the first 
order (Si) and higher-orders Sobol’ indices (Si, i), Equation (14): 

STi = Si + Si, i =
Vi + Vi, i

V(Y)
(14)  

where Vi represent the effect of the variable Xi alone, and Vi, i the in
teractions effects with all other variables X i. Thus, this sensitivity 
measure can be used to identify the non-relevant parameters, i.e., those 
that can be fixed at any value within the search space without signifi
cantly impacting the model output variance. 

In this study, the Sobol’ sensitivity indices were estimated based on 
Monte Carlo simulations with the Janon estimator [81,82] using the 
surrogate models built in the previous section. A threshold value of 5.0 
% was established in order to deem a variable as being influential. Thus, 
Fig. 11 shows the matrix representation of the total sensitivity indices. It 
can be observed that out of the twelve initial input variables, only seven 
inputs have a really relevant influence on the natural frequencies and 
MAC ratios. The most significant are: i) Young’s modulus, with a sig
nificant effect on the frequencies; ii) the thickness dimensions of the 
vertical hangers, although minor impacting only the second frequency; 
iii) the rotational stiffness of the steel connections, similarly to the 

previous case; and iv) the supports’ translational stiffness, with a 
noticeable impact in the MAC values. 

In this regard, the stiffness of the Z-translational springs affects the 
vibration modes with horizontal displacements (first and second mode), 
while the Y-translational springs affect the vertical vibration modes 
(third and fourth mode). As for the rotational springs, it should be noted 
that, initially, a different variable was assigned to each node in a pre
liminary stage. However, due to the excessive degree of discretization, 
these variables were not sensitive for the posterior identification (cali
bration) process. Therefore, in the final stage, it was decided to group 
the different parameters according to the damaged state of the con
nections (see section 3.1. and Fig. 6). In this way, it was possible to 
enhance identifiability while maintaining physical meaning. 

Hence, for the subsequent model updating process, only the seven 
most influential variables in the bridge modal responses will be 
considered, while the non-influential inputs will be fixed to their initial 
value. 

6. Optimization approach 

The FE model updating process was performed through the mini
mization of the objective function π(x): 

π(x) = Wf

∑m

i=1

(
fi,num − fi,exp

fi,exp

)2

+ WMAC

∑m

i=1
(1 − MACi)

2 (15)  

where x is the vector of calibration parameters, fi,num and fi,exp are the 
numerical and experimental frequencies of the i-th vibration mode, and 
MACi is the corresponding modal assurance criterion between the nu
merical and experimental mode shapes. m denotes the number of fre
quencies and mode shapes considered in the updating process, and Wf 

and WMAC are weighting factors balancing the contribution of each re
sidual term. Herein, weights of 0.75 and 0.25 were adopted since the 
results of the preliminary (non-calibrated model) FE model already 
yielded good MAC ratios, being the discrepancies in the natural fre
quencies higher (see Table 4). Besides, uncertainties associated with the 
frequencies estimation are generally lower than in the case of the mode 
shapes [21]. 

The parameter identification problem was formulated as a nonlinear 
least-squares problem [83]: 

minx‖π(x)‖
2
2 = minx

∑

i
πi(x)

2 (16) 

Fig. 11. Matrix of total sensitivity indices (STi).  
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The minimization strategy was implemented through the lsqnonlin 
MATLAB function [83], which is based on a Gauss-Newton method and 
employs a trust-region-reflective algorithm [84] to solve the optimiza
tion problem. This approach determines a trust-region in which a 
second-order (quadratic) approximation m(z) of the objective function is 
computed. This approximation is defined by a truncated Taylor series 
expansion of π(x) [5]: 

m(z) = πs + [∇πs]
T z +

1
2
zT [

∇2πs
]
z (17)  

where z is the step vector from xs, the current state vector, and πs, ∇πs 

and ∇2πs are the function value, gradient, and Hessian of π at xs, 
respectively. The gradient and the Hessian have the following form: 

∇π(x) = Jx(x)
T r(x) (18)  

∇2π(x) = Jx(x)
T Jx(x) +

∑k

i=1
ri(x)∇2ri(x) ≅ Jx(x)

T Jx(x) (19)  

where r is a k-dimensional vector that contains the frequencies and mode 
shapes residuals, and J is the Jacobian matrix composed of the first 
partial derivatives of the residuals with respect to the unknown model 
parameters x, which for this application type, are typically calculated by 
numerical estimates, i.e., by using finite differences. 

Since a gradient-based method was adopted, a set of 20 different 
starting points generated by uniform LHS was considered for performing 
several independent optimization runs targeted at ensuring a well- 
covering of the search space, avoiding local minima, and assessing the 
uniqueness of the identified parameters. Moreover, the objective func
tion in Equation (15) was evaluated for the 1000 FE model runs used as 
support points in the surrogate modeling process, and the set of 
parameter entries with the minimum objective function value, i.e., with 
the lowest sum of the weighted residuals, was also taken as another set 
of suitable initial values for the optimization algorithm. 

The best solution was indeed obtained from the best DoE sample. 
Nevertheless, similar updated values were also received from various 
LHS points, underlying the accuracy of the identified model inputs, see 
Fig. 12. The highest deviations were found in the variables V4, V10, and 
V12. The variable V4 corresponds with the cross-section thickness di
mensions of the vertical hangers, which according to the variance-based 
sensitivity measures, has only a minor influence on the second eigen
frequency. The variables V10 and V12 are related to the stiffness of the 
supports in the vertical (Y-axis) direction, which according to the total 

sensitivity indices, only influences the third and fourth vibration modes, 
especially the MAC values. Since the MACs of the third and fourth mode 
shapes are already relatively high for the initial (non-calibrated) model, 
and the discrepancies in the natural frequencies are, in general, lower 
than in the first and second vibration modes, both issues, together with 
the major weighting of the frequency term in the objective function, lead 
to a lower impact of these variables in the optimization process, which 
might explain the higher scattering. 

Table 7 summarizes the updated parameter values obtained from the 
best optimization run. The Young’s modulus obtained points to an 
overall deterioration condition due to the aging of the bridge, presenting 
a reasonable agreement with the estimates from the ultrasonic testing, 
although slightly lower than the average experimental value. In this 
regard, it should be noted that this parameter encompasses all structural 
members, which are affected by different damage effects, such as stress 
concentration due to corrosion pitting or plates slipping due to lack of 
rivets, among other issues, which impact the elements’ stiffness, and 
therefore the identified elastic properties. On the other hand, despite the 
scattering observed given its reduced sensitivity, no significant varia
tions of the thicknesses of the vertical hangers were received with 
respect to the average experimental measurements, thus indicating a 
reasonable estimation in the contribution to the overall structural stiff
ness and mass of the bridge when using this cross-section dimensions. As 
for the rotational and translational stiffnesses, the calibrated values 
indicate a semirigid behavior of the steel connections and a nearly 
symmetrical and slightly asymmetrical response of the bridge supports 
in the transversal and vertical directions, respectively. 

Table 8 reports the relative differences between experimental and 
numerical frequencies and the MAC values of the calibrated FE model. 
An average frequency error of 0.34% and an average MAC ratio of 0.96 
were obtained, thus denoting a noticeable increase in the correlation 
between modal properties, especially in the natural frequencies, with a 

Fig. 12. Updated parameter values for different starting points in the optimization process, normalized between 0 (lower bound) and 1 (upper bound).  

Table 7 
Updated parameter values from the optimization approach.  

Variable Normalized value Actual value 

V2  0.13 178.00 (GPa) 
V4  0.37 −1.03 (mm) 
V8  0.06 5.69 E + 06 (Nm/rad) 
V9  0.38 4.45 E + 05(N/m) 
V10  0.75 7.77 E + 07(N/m) 
V11  0.42 4.83 E + 05 (N/m) 
V12  0.48 5.35 E + 07(N/m)  
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discrepancy lower than 1%. Finally, Fig. 13 depicts the numerical mode 
shapes obtained from the optimization process. 

7. Bayesian approach 

The Bayesian model updating approach is stated in terms of the 
following mathematical formulation [85]. 

yF = yM(xM) + ε(xε) (20)  

where yF represents experimental observations of the actual bridge re
sponses, yM denotes the corresponding FE model outputs for the model 
inputs (xM), and ε is the so-called discrepancy term, accounting for 
measurement uncertainties and model inadequacy, i.e., the discrepancy 
between the best approximations obtained from the numerical model 
and the actual system behavior [86]. 

Usually, this error term is modeled as an additive Gaussian 
discrepancy ε N (0, Z) with zero mean and covariance matrix of the form 
Z = σ2I, where I is the identity matrix. Thus, errors are assumed to be 
independent and identically distributed [87], being the discrepancy 
function parametrized by xε = σ2. 

The posterior probability distribution p
(
x|yF)

of the uncertain pa
rameters, x = (xM, xε), is derived from the application of the Bayes’ 
theorem Equation (21), given the prior probability distribution p(x), and 
the likelihood of the observations p

(
yF |x

)
: 

p
(
x|yF)

∝p
(
yF|x

)
p(x) (21) 

The prior probability distribution p(x) represents the initial knowl
edge about the possible range of values of the parameters before 
considering the experimental data, and it can be established from a pool 
of different sources, such as literature data or expert judgment, among 
others. The likelihood function p(yF|x), represents the probability of 
observing the experimental data yF given particular model and 
discrepancy parameter values, xM and xε, respectively, and it can be 
expressed as follows: 

p
(
yF |xM , xε

)
=

∏N

i=1
N

(
yM(xM), ε(xε)

)
(22)  

where N is the number of independent field observations yF =

{y1, ⋯, yN}, e.g., the modal properties. Thus, the parameter identifica
tion problem can be seen as a statistical inference process where the 
updated distributions p

(
x|yF)

of the uncertain parameters are obtained 
by weighting the prior knowledge with the information contained in the 
data. 

For most complex real-world applications, closed-form expressions 
for the posterior probability distributions are unavailable. Therefore, 
simulation techniques such as the Markov Chain Monte Carlo (MCMC) 
method are employed to draw samples from which to approximate them 
numerically [88]. The major drawback of MCMC sampling is its high 
computational cost since it requires a significant number of FE model 

runs when evaluating the likelihood function. To circumvent this issue, 
surrogate modeling strategies are introduced, allowing to efficiently and 
effectively approximate the time-consuming numerical model 
responses. 

In the application of the Bayesian inference framework to the FE 
model updating of O Barqueiro Bridge, Kriging-based metamodeling, as 
described in Section 6, was employed in order to mimic the original 
relationship between the model input parameters xM and the output 
(modal) responses yM. Thus, metamodels were built based on a space- 
filling LHS design of 1000 model runs and using only the seven most 
influential variables from the sensitivity analysis outcomes. Similarly, 
R2 values in the order of 0.99 were obtained in the 10-fold cross- 
validation process, thus denoting an excellent approximation quality. 

In the first stage, named Case-I, non-informative prior uniform dis
tributions with the uncertainty ranges used in the sensitivity analysis 
procedure were adopted for the model parameters xM. This represents a 
scenario where only a limited knowledge of the model input values is 
available. Thus, a conservative assumption is made, expecting that the 
posterior distributions are dominated by the likelihood function, i.e., the 
information contained in the experimental data. For the discrepancy 
variance σ2, a similar approach as in [89] was followed, assuming a 
uniform distribution with the lower bound equal to zero and the upper 
bound given by the average error in frequencies obtained at exercising 
the surrogate models for the calibrated values yielded from optimiza
tion. As for the field observations, given the relatively high MAC co
efficients already received from the uncalibrated model and the higher 
relevance of the frequency term in the inverse identification of model 
parameters as revealed from the deterministic approach, only the 
experimental frequencies were used in the likelihood function evalua
tion. Finally, samples from the posterior distribution of the uncertain 
parameters were drawn using the MCMC method with the affine 
invariant ensemble sampler (AIES) algorithm [90,91] for a total of 
30,000 simulations and a half burn-in phase in order to obtain unbiased 
estimates. 

The posterior distributions are shown in Fig. 14, with the mean and 
standard deviation provided in Table 9. According to the global 
variance-based sensitivity analysis results, and taking the empirical 
mean values as the point estimate, it can be observed that a good 
agreement with respect to the optimized values was found for the most 
influential variables (V2, V9, V10, V11, V12), especially for those major 
impacting the first and second natural frequencies (V2, V9, and V11). 
This agrees with the observations from the optimization-based model 
updating process; see Fig. 12 and related discussion. On the contrary, the 
highest discrepancies were found in the variables V4 and V8, given their 
lower sensitivity, as they are only relevant in the second eigenfrequency. 
This makes identifiability more difficult, as denoted by the higher 
scattering compared to the most influential variables, where the stan
dard deviation is significantly lower. Table 11 reports the natural fre
quencies and MAC values obtained by re-running the original FE model 
at the posterior mean estimates. Accordingly, the results indicate an 
average relative error in frequencies of 0.58% and an average MAC 
value of 0.95 for the updated FE model. It is worth noting that evaluating 
the metamodels at the same input values, a maximum local approxi
mation error of 0.16% was observed at the second eigenfrequency, thus 
highlighting the usefulness and reliability of the surrogate modeling 
process for the efficient solution of the inverse problem. 

In the second stage (Case-II)), aiming to evaluate the impact of the 
prior distributions on the calibration results, weakly informative prior 
distributions were used for the model parameters in the form of trian
gular probability distributions. Thus, as in the deterministic approach, 
the best design obtained in the sensitivity analysis was used as the mode 

Table 8 
Modal properties after optimization-based model updating.  

Mode Experimental Updated model 
fexp(Hz) fnum(Hz) Error (%) MAC 

1  1.051  1.052  0.08%  0.99 
2  2.713  2.706  0.27%  0.92 
3  6.190  6.186  0.06%  0.95 
4  7.363  7.296  0.91%  0.98  
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value of the distributions together with the lower and upper bounds 
corresponding to the uncertainty ranges of Table 5. By drawing samples 
using the MCMC method, the obtained posterior distributions are shown 
in Fig. 15, with the mean and standard deviation indicated in Table 10. 
In general, the posterior means show similar values as in the previous 
case; however, a general trend regarding uncertainty reduction can be 
noticed, especially for the less influential model inputs. This fact sug
gests that identifiability can be improved if reasonable initial informa
tion regarding the most likely parameter values is available, which is 
especially useful in the case of the less influential variables as the in
formation contained in the experimental data is enriched with this prior 
knowledge, thus making the identification process more effective. 
Moreover, the overall agreement between the calibrated parameter 
values using both deterministic and probabilistic approaches was also 

Fig. 13. Mode shapes after optimization-based model updating.  

Fig. 14. Posterior probability distributions of the uncertain model parameters from Bayesian calibration when using uniform prior distributions.  

Table 9 
Mean and standard deviation of the posterior distributions of the uncertain 
model parameters after Bayesian calibration using uniform prior distributions.  

Variable Normalized value Actual value 
Mean Standard 

deviation 
Mean Standard deviation 

V2  0.13  0.05 178.00 GPa 3.00 GPa 
V4  0.21  0.19 −0.12 mm 1.09 mm 
V8  0.09  0.04 9.10 E + 06 (Nm/ 

rad) 
4.00 E + 06 (Nm/ 
rad) 

V9  0.37  0.06 4.33 E + 05 (N/m) 5.40 E + 04 (N/m) 
V10  0.70  0.17 7.30 E + 07 (N/m) 1.53 E + 07 (N/m) 
V11  0.37  0.10 4.33 E + 05 (N/m) 9.00 E + 04 (N/m) 
V12  0.57  0.14 6.13 E + 07 (N/m) 1.26 E + 07 (N/m)  
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improved. Thus, using the posterior mean estimates, the updated FE 
model showed an average relative error in frequencies of 0.44% and an 
average MAC value of 0.95, see Table 11. 

The close match between the parameter values received from the 
different starting points in the optimization process and the noticeable 
agreement with the probabilistic Bayesian estimate corroborates the 
robustness of the FE model updating results. Nonetheless, the attrac
tiveness of the Bayesian framework is underlined since, in addition to 
the advantage of explicitly taking into account possible measurement 
errors or model inadequacy, it further provides a full posterior proba
bility distribution of the uncertain parameters rather than a pointwise 
estimation, as it the case in single-objective optimization strategies. This 
means that many other feasible solutions to the parameter identification 
problem with high likelihood values are retained and that these distri
butions can be further exploited to derive probabilistic predictions of the 
output responses of interest. Accordingly, in Fig. 16, the posterior pre
dictive distributions of the numerical frequencies obtained from Case-II 
using 1000 sampling points are given together with the experimental 
data and the FE model results at the optimal parameter set from the 
deterministic approach; it can be appreciated that the range of the 
posterior predictions successfully covers the experimental frequencies. 

Fig. 15. Posterior probability distributions of the uncertain model parameters from Bayesian calibration when using triangular prior distributions.  

Table 10 
Mean and standard deviation of the posterior distributions of the uncertain 
model parameters after Bayesian calibration using triangular prior distributions.  

Variable Normalized value Actual value 
Mean Standard 

deviation 
Mean Standard deviation 

V2  0.13  0.04 178.00 GPa 2.40 GPa 
V4  0.25  0.17 −0.34 mm 0.98 mm 
V8  0.07  0.03 7.10 E + 06 (Nm/ 

rad) 
3.00 E + 06 (Nm/ 
rad) 

V9  0.39  0.07 4.51 E + 05 (N/m) 6.30 E + 04 (N/m) 
V10  0.69  0.14 7.21 E + 07 (N/m) 1.26 E + 07 (N/m) 
V11  0.37  0.10 4.33 E + 05 (N/m) 9.00 E + 04 (N/m) 
V12  0.62  0.13 6.58 E + 07 (N/m) 1.17 E + 07 (N/m)  

Table 11 
Modal properties after Bayesian model updating.  

Mode Experimental Uniform priors Triangular priors 
fexp(Hz) fnum(Hz) Error % MAC fnum(Hz) Error % MAC 

1  1.051  1.047  0.40  0.99  1.051  0.02  0.99 
2  2.713  2.756  1.57  0.91  2.747  1.24  0.91 
3  6.190  6.210  0.32  0.93  6.215  0.41  0.93 
4  7.363  7.360  0.04  0.98  7.356  0.09  0.98  
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8. Conclusions 

This work proposed a methodology for FE model updating of aging 
steel bridges based on deterministic and probabilistic approaches. The 
in-practice implementation feasibility has been evaluated in a riveted 
steel bridge in Galicia, Spain. Due to its damaged condition and aging, 
the structure represents a fairly challenging case study. The proposed 
methodology encompasses several stages ranging from a multidisci
plinary in-situ non-destructive experimental characterization to the 
FEM-based numerical modeling and subsequent calibration. The main 
conclusions that can be drawn from the study are outlined in the 
following: 

• Aging bridges are typically subjected to adverse environmental ef
fects that lead to the decay and degradation of their steel members 
and connections, thus causing the experimental characterization to 
be a rather complex procedure. The problem is further compounded 
in the case of heritage constructions, as additional constraints arise 
when performing the experimental tests, given the need to preserve 
the appearance and integrity of the construction. Therefore, NDT 
techniques have been postulated as the preferable solution. 
Accordingly, in this application, it was shown how the combined use 
of different NDT surveying methods could be an effective practical 
approach. Thus, LIDAR point cloud data and on-site manual mea
surements can be synergistically used for overall and local geomet
rical characterization when design drawings do not exist or do not 
adequately represent the current construction aspect. Ultrasonic 
testing might be employed to get initial estimates of steel elastic 
properties, namely Young’s modulus. Finally, full-scale ambient vi
bration testing allows for assessing the structural dynamic behavior 
and provides the ground truth data (modal properties) for the FE 
model updating process.  

• Sensitivity analysis plays a crucial role in the calibration process. It 
helps to better understand the underlying bridge mechanics and 

filter non-influential variables that otherwise could not be identified 
in the FE model updating process, resulting in improved accuracy 
and efficiency (due to dimensionality reduction). In this application, 
a global variance-based sensitivity analysis methodology combined 
with a Kriging surrogate modeling strategy was adopted. Thus, from 
a set of 1000 model runs, accurate surrogate models were trained, 
and Sobol’ indices were derived, allowing the discarding of six out of 
the initial thirteen uncertain parameters for the subsequent calibra
tion procedure.  

• The information obtained from exploring the search space in the 
design of experiments conducted for the surrogate model building 
can be further exploited to select suitable parameter values as 
starting points in the optimization algorithm and to define possible 
prior distributions in the Bayesian inference process. Accordingly, in 
this application, this enabled delivering the best set of calibrated 
values from optimization as well as reducing parameter uncertainties 
in the Bayesian inference approach, especially for the less influential 
model inputs.  

• When using local optimization methods, such as gradient-based, it is 
of utmost importance to perform several optimization runs from 
different starting points. This process is highly valuable to avoid local 
minima and analyze the accuracy and stability of the identified 
parameter values. Accordingly, in this application, a dataset of 21 
different starting points was employed, showing the corresponding 
optimization results a very good agreement among the updated 
values for the most sensitive variables and a slightly higher scattering 
for the less influential ones.  

• Bayesian inference is an appealing approach for FE model updating 
of aging bridges as an alternative to the most widespread 
optimization-based deterministic approaches. It explicitly considers 
measurement errors and model inadequacy and allows uncertainty 
quantification regarding model input parameters, which can be 
further exploited to derive probabilistic measures of the outputs of 
interest. In this application, two different assumptions regarding the 

Fig. 16. Posterior predictive distributions (histograms) for the natural frequencies, experimental data (red circle), and estimations from the optimization-based 
calibration approach (blue square). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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prior distribution of the uncertain parameters were considered to 
evaluate the impact on the updated posterior distributions. Accord
ingly, the first assumed non-informative (uniform) distributions, 
while the second case used weakly informative (triangular) prior 
distributions. The results yielded similar estimates for the posterior 
means but with a general trend towards uncertainty reduction in the 
second case. A good agreement was also found with the results from 
deterministic calibration, thus highlighting the robustness of the FE 
model updating process. 

This work aims to contribute to the development of robust method
ologies where uncertainty quantification is carried through all stages of 
the FE model updating process, especially with respect to aging steel 
bridges. Future research lines may explore using processing techniques 
that allow for probabilistically analyzing the vibration-based data. Other 
lines of action might also explore incorporating the effect of environ
mental conditions, such as temperature or wind, that modify the dy
namic response of the structure. This could be accomplished using 
continuous monitoring so as to derive a probabilistic description of the 
experimental natural frequencies, which can then be incorporated into 
the calibration process through, e.g., Bayesian inference. 
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[30] Jiménez-Alonso JF, Naranjo-Perez J, Pavic A, Sáez A. Maximum Likelihood Finite- 
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