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Abstract. To date, most data-intensive HPC jobs in the government, academic and
industrial sectors have involved the modelling and simulation of complex physical sys-
tems. In more recent times, the scientific data explosion is fuelling the growth of a new
trend in HPC: high performance data analysis (HPDA). Some scientific disciplines (e.g.
bioscience, weather and climate, security) are exploring the possibilities of HPDA to
promote new insight, identifying some problems related to the nature of current HPC
systems. In the design and development of the Exascale supercomputing facilities,
HPDA is playing a crucial role. In this paper we will present the work done in the Ex-
aNeSt and EuroExa EU-funded projects to build a prototype of a low power Exascale
facility able to facilitate the astrophysical community in using HPC resources for data
analysis and simulations.

1. Introduction

In the past decade a dramatic growth in supercomputer performance has been achieved
despite the fact that processor frequencies have saturated. The chip industry has com-
pensated these limitations by moving from single-core to multi- and many-core pro-
cessors. In more recent times, the ability of increasingly powerful HPC systems to run
data-intensive problems at larger scale, at higher resolution, and with more elements
is contributing to the definition of a new research area in HPC, the high performance
data analysis. The HPDA ecosystem is mainly driven by the proliferation of larger,
more complex scientific instruments and sensor networks, from "smart" power grids to
the Large Hadron Collider and Square Kilometer Array (Dewdney et al. 2009). The
data ecosystem is also enriched by the growth of iterative problem-solving methods
for stochastic and parametric modelling, whose cumulative results produce large data
volumes.

Even the expensive hyperscale clusters that dominate today’s HPC markets can-
not handle the most challenging high performance data analysis workloads efficiently.
HPDA requires flexible, reconfigurable and resilient platforms capable to execute (i) a
large variety of scientific simulations, (ii) Big Data analytics but also (iii) complex data
science workflows that take care of data ingestion, preparation, integration, analysis
and eventually on-the-fly visualization. These workloads need ultrafast communica-
tion among processing elements and between processing elements and memory. This
is particularly difficult to achieve on standard HPC resources, that have a rigid envi-
ronment. The loosely coupled, physically distributed compute-and-memory nodes of
today’s high-end clusters turn daunting data analytics problems into I/O bottlenecks that
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can slow solution times to a crawl. The problem is that the actual HPC systems may
spend a small number of compute cycles to compute a result and then spend hundreds
of cycles to move the results through the system.

On the other hand, HPDA is playing a crucial role in the design and development
of the new generation Exascale supercomputing facilities, capable of executing O(1018)
operations per second. In this paper, we present the research activity in the HPDA area
done in the framework of ExaNeSt (Katevenis et al. 2016) and EuroExa1 EU-funded
projects, and the role of Astronomical applications in the design and definition of a new
generation of supercomputers.

2. EuroExa and ExaNeSt projects

The ExaNeSt European project (call H2020-FETHPC-2014, n. 671553) aims to de-
velop both the system-level interconnect and a fully-distributed NVM (Non-Volatile
Memory) storage together with the cooling infrastructure for an European Exascale-
class supercomputer based on low-cost, low-power many ARM-cores plus computing
accelerators (FPGAs). The Consortium brings together industrial and academic re-
search expertise to develop all the different components of the system, namely: a low
latency, high throughput unified RDMA-based interconnect enabling the scalability of
both storage and I/O bandwidth, together with the compute capacity and a novel dis-
tributed storage architecture based on local storage devices attached to the computing
nodes enabling near-data computation and reducing the energy and latency of I/O traffic
(based also on NVM).

EuroEXA brings a holistic foundation from multiple European HPC projects and
partners together with the industrial SME to co-design a ground-breaking platform ca-
pable of scaling peak performance to 400 PFLOP in a peak system power envelope of
30MW; over four times more performance at four times more energy efficiency of to-
day’s HPC platforms. Further, it targets a power usage effectiveness parity rating of 1.0
through use of renewables and immersion-based cooling. To achieve the demands of ex-
treme scale and the delivery of exascale, EuroEXA embraces the computing platform as
a whole, not just component optimization or fault resilience, and it relies on co-design
as a method to design a platform that really responds to the needs of real scientific and
industrial applications. EuroEXA co-designs a balanced architecture for both compute-
and data-intensive applications and it provides a homogenised software platform offer-
ing heterogeneous acceleration based on FPGA with scalable shared memory access.

It targets very big data workflow made by multiple real applications that interact
with large input data sets and generate other large data sets as an output. The net effect
is a complex web of data access and processing, representing a different degree and
range of accesses that traditional storage systems are not built to handle. ExaNeSt
and EuroEXA are designing a platform able to answer to the needs of this kind of
demanding HPDA applications, for example a new approach towards the filesystem
and a novel system software is under design.

1EuroEXA project http://www.euroexa.eu
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3. Astrophysical applications

We selected a set of astrophysical applications both in the area of numerical simulations
and in data reduction and analysis of big data as co-design counterpart to the HW. In
particular we use three codes: GADGET, MIRIAD and GAIA AV.

GADGET (Springel 2005) is an N-body and hydrodynamical code for large-scale,
high-resolution numerical simulations widely used to study formation and evolution of
cosmic structures, galaxy formations and astrophysical processes. The code will be
ported on the EuroEXA prototype and re-engineered to profit of the exascale capacity
of the testbeds.

MIRIAD (Tingay et al. 2013) big data reduction suite is the basis for a working
pipeline for analyzing large radio astronomy datasets from the Murchison Widefield
Array (low frequency precursor to the SKA). MIRIAD will be redesigned to work on
a massive parallel exascale platform, stressing and testing the IO capabilities with an
example of HPDA application.

AVU-GSR is used as part of the analysis pipeline of the ESA’s (European Space
Agency) cornerstone GAIA mission. It is a matrix solver for extremely-large sparse
matrices, based on the (least squares) LSQR method, which finds a solution for the
astrometric parameters of up to 100 million primary stars. A parallel version of the
code is currently used and developed, based on hybrid MPI+OpenMP GAIA and will
be tested with the new System software offered by EuroEXA (e.g. OmpSs or PGAS).

4. System software, virtualisation and containers

New supercomputing facilities will be more complex to use than actual HPC resources;
to profit of their capabilities it will be necessary to use advanced system software (li-
braries or computing environments) that will hide the intrinsic complexity of the sys-
tems. Framework as COMPSs or OmpSs are now extended to provide simple access
to massive parallel architectures and accelerators. Graphical analytics frameworks (e.g.
IndeX 3D volumetric visualization system), semantic analysis, knowledge discovery
algorithms (e.g. IBM Watson cognitive computing portfolio) will be "embedded" in the
new supercomputing machines.

One of the key aspects of HPDA is the use of interactive computing, real-time
operations, 3D visualization and deep neural analysis. For example, to find on the fly
patterns that we do not expect and that requires an immediate reaction either in terms
of visualization or machine learning analysis. Interactive computing is achieved inte-
grating system software with interactive environments. We test the use of pyCOMPSs
with Jupyter2 running on a parallel cluster.

Given the complexity, the use of virtualisation and containers is necessary. We
are experimenting the use virtual machines based on KVM and containers, in particu-
lar Docker and Singularity. In general virtualization, by inserting an additional layer
between the application and the hardware, can negatively impact the user-perceived per-
formance. However, in ExaNeSt it has been demonstrated that, thanks to an advanced
pass-through technology, it is possible to enable close to bare-metal performance for
common HPC APIs as MPI and I/O (in particular for what regards parallel filesys-

2http://www.jupyter.com
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tems). We will evaluate the benefit of this technology in the framework of the Euclid
SDC-IT (the Italian Science Data Center) (Laureijs et al. 2012). We performed tests on
containers and VMs for data analysis on a (currently conventional) HPC infrastructure.
We focused on the Euclid data reduction and analysis software which requires each sci-
entific workflow of the science ground segment to be run in any of the 9 SDCs of the
Euclid Consortium. To this purpose, key architecture choices have been the isolation
of the pipeline software from an SDC computing infrastructure, through the so called
Infrastructure Abstraction Layer (IAL), and the adoption of a virtualized common de-
velopment and execution environment.

5. Conclusions

We discuss our work towards the use of exascale supercomputing facility designed for
HPDA. In particular we present the ongoing work we are doing in the framework fo
two European Projects: EuroEXA and ExaNeSt. Applications and in particular com-
puting demanding astronomical applications, has been ported on the prototypes with
successful results and now we are re-designing them to use the new environment and
the system software developed in the framework of the European projects.
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