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ABSTRACT

Relational database systems provide various services and applications with an efficient
means for storing, processing, and retrieving their data. The performance of these sys-
tems has a direct impact on the quality of service of the applications that rely on them.
Therefore, it is crucial that database systems are able to adapt and grow in tandem with
the demands of these applications, ensuring that their performance scales accordingly. In
the past, Moore’s law and algorithmic advancements have been sufficient to meet these
demands. However, with the slowdown of Moore’s law, researchers have begun explor-
ing alternative methods, such as application-specific technologies, to satisfy the more
challenging performance requirements. One such technology is field-programmable gate
arrays (FPGAs), which provide ideal platforms for developing and running custom ar-
chitectures for accelerating database systems.

The goal of this thesis is to develop a domain-specific architecture that can enhance the
performance of in-memory database systems when executing analytical queries. Our
research is guided by a combination of academic and industrial requirements that seek
to strike a balance between generality and performance. The former ensures that our
platform can be used to process a diverse range of workloads, while the latter makes it
an attractive solution for high-performance use cases.

Throughout this thesis, we present the development of a system-on-chip for database sys-
tem acceleration that meets our requirements. The resulting architecture, called CbMSMK,
is capable of processing the projection, sort, aggregation, and equi-join database opera-
tors and can also run some complex TPC-H queries. CbMSMK employs a shared sort-
merge pipeline for executing all these operators, which results in an efficient use of FPGA
resources. This approach enables the instantiation of multiple acceleration cores on the
FPGA, allowing it to serve multiple clients simultaneously. CbMSMK can process both
arbitrarily deep and wide tables efficiently. The former is achieved through the use of
the sort-merge algorithm which utilizes the FPGA RAM for buffering intermediate sort
results. The latter is achieved through the use of KeRRaS, a novel variant of the forward
radix sort algorithm introduced in this thesis. KeRRaS allows CbMSMK to process a
table a few columns at a time, incrementally generating the final result through multi-
ple iterations. Given that acceleration is a key objective of our work, CbMSMK benefits
from many performance optimizations. For instance, multi-way merging is employed
to reduce the number of merge passes required for the execution of the sort-merge algo-
rithm, thus improving the performance of all our pipeline-breaking operators. Another
example is our in-depth analysis of early aggregation, which led to the development
of a novel cache-based algorithm that significantly enhances aggregation performance.
Our experiments demonstrate that CbMSMK performs on average 5 times faster than the
state-of-the-art CPU-based database management system MonetDB.
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1.1 DATABASES & THE IMPORTANCE OF PERFORMANCE

Databases are pillars of the modern society. Almost every online activity including
searching the web, accessing social media, checking the weather, and banking uses
databases to serve up information. Moreover, data gathered in most research and inves-
tigations such as genome sequencing, particle studies, and political polls are all stored
in databases [GUW09]. Nowadays, databases commonly hold terabytes if not petabytes
of data and are stored in a distributed manner [TSJ+10, CER18, MK19]. A (relational)
database is a collection of tables.

A database management system (DBMS) or more colloquially a "database system" is a tool
used to create, update, and analyze a database efficiently [GUW09]. In essence, it can
execute queries on a database. Database systems allow us to maintain and utilize large
volumes of data, far faster than a human ever could. In fact, performance is one of the
key reasons behind the invention of database systems [Dat03, RG03].

With large volumes of data acquired and processed every day and with fast data-driven
decision-making being a competitive advantage for most businesses, it is crucial to con-
sider and improve the performance of database systems as parts of business intelligence
solutions [CDN11]. Database system performance also plays an important role in the be-
haviour of the business’ customers. For instance, the users of a website expect a certain
latency between the click of a button and when they receive a response from the website.
An experiment run by Bing showed that inserting a delay of 2000 ms when responding
to a search query drops user satisfaction by 3.8% and revenue/user by 4.3% [SB09]. A
separate study by Google saw a decrease in the number of searches by users submitted
to longer search delays, weeks after the end of a similar experiment [Bru09]. The results
were so negative that Google ended the experiment prematurely [HP17]. Furthermore,
the large number of active users on many data-based applications (e.g., social media,
maps, etc. [Wik22f]) requires their database systems to process multiple queries at the
same time and quickly. In a nutshell, high and improving database system performance
is of critical importance for both businesses and their customers.

1.2 ACCELERATORS & FPGAS

In 1965, Gordon E. Moore posited that the number of components per integrated circuit
(IC) would roughly double every year for the next 10 years [Moo98]. A decade later,
the law was revised. The now called Moore’s Law observes that the maximum number
of transistors in a dense integrated circuit doubles every two years [HP17]. The increase
in the number of transistors is typically accompanied by a decrease in their (feature)
size, allowing higher clock frequencies to be achieved. The two factors allowed ICs to
accommodate more and faster circuits. The law can be observed across generations of
Intel CPUs, shown in Figure 1.1. A slowdown of Moore’s law, in the frequency domain,
can be observed around the years 2000 − 2005. Before the slowdown, a database system
could run faster by simply updating the server’s CPU once every few years. After the
slowdown, new performance-improving techniques needed to be employed.

Nowadays, most hardware-based acceleration strategies involve the following de-
vices [AAA+22]:

• Multicore CPUs: IC resources (transistors, SRAM, etc.) are used to implement many
cores, large caches, and single instruction multiple data (SIMD) execution units.
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Figure 1.1: The frequency of Intel CPUs as a function of their release year. The data in
this graph is sourced from the Stanford CPU DB platform [DKM+12, Gro16].

• Graphics Processing Units (GPUs): IC resources are used to implement as many
cores (with deep pipelines) as possible, with relatively small caches, and often high-
bandwidth memories.

• Field-Programmable Gate Arrays (FPGAs): IC resources are used to implement re-
configurable logic, memory, and interconnect modules that can be programmed to
"mimic a circuit", executing a specific functionality.

Starting from multicore CPUs down towards FPGAs, these devices gain in performance
(and power efficiency) by sacrificing generality and making design and programming
more difficult. We cite notable database system acceleration research for all 3 cate-
gories of devices in Chapter 4. Note that as the most repetitive and expensive task of
a database system is query execution [HAMS08], the terms "database system acceler-
ation", "database query acceleration", or simply "database acceleration" are often used
interchangeably.

In this thesis, we focus on FPGA-based database system acceleration. Indeed, now more
than ever, FPGA technology is providing us with efficient and practical platforms for
query processing:

• Large amount of resources: Thanks to advances in FPGA technology, modern FP-
GAs contain enough logic and memory resources to implement entire system-on-
chips (SoCs) [Tri15, GK19, Bro96]. Database query acceleration requires these re-
sources to process the various operators a query may contain, and to serve multiple
clients simultaneously.

• Advanced memory and communication systems: FPGA cards are providing in-
creasingly larger and faster memories [Cor21b, Cor19b, WZTD19, DSB19, KHD+20].
FPGA-CPU bandwidth has also been improving, allowing faster transfers of data
between CPU RAM and FPGA memory [FMH+20]. Memory-intensive database
system workloads can greatly benefit from these improvements and innovations.

• Improved programming methodologies: FPGA programming requires deep
knowledge of digital design and hardware description languages (HDLs) such as
Verilog [IEE18] and VHDL [IEE19]. This has been a major obstacle in their adoption
by software developers. High-level synthesis (HLS) tools designed by major FPGA
vendors (e.g., OpenCL by Intel) allow developers to implement their FPGA circuits

1.2 Accelerators & FPGAs 17



using more familiar languages such as C/C++ [Int18a, Xil21]. Modern HDLs such
as Chisel [BVR+12] provide advanced circuit generation capabilities enabling high
compile-time flexibility for customizing an accelerator to the needs of a workload
and for the FPGA platform it will run on.

• Availability in the cloud: FPGAs are now both present [AWS17, Azu22, Clo21,
SFJ+19] and being used [KS16, MA18, KMK+19] in the cloud. This combined with
the popularity of databases in the cloud [AG12, Sak14, Wik22b] presents a perfect
acceleration opportunity. For instance, Amazon Web Services (AWS) uses FPGAs to
boost the performance of some analytical queries [Bar21].

• Energy efficiency: FPGAs typically achieve higher energy efficiency compared to
general-purpose hardware [NMG+15, CSPJ03].

In summary, thanks to their architecture, widespread availability, and improved pro-
grammability FPGAs present great opportunities to get around the slowdown of Moore’s
law. FPGAs and their acceleration capabilities are discussed in length in Chapter 3.

1.3 REQUIREMENTS

Database queries are typically run by executing a set of operators in a specific order.
Database system acceleration often boils down to reducing the execution time of those
operators. There are a few dozen operators supported by most database systems. Un-
fortunately, given the application-specific nature of FPGA designs it is impractical, if not
impossible, to develop an FPGA-based database system for accelerating all those opera-
tors, efficiently and within a 3-year PhD thesis period.

To help narrow down our research, we turned to our "stakeholders". Indeed, our research
is the product of a collaboration between SAP and Intel. SAP’s high-performance analytic
appliance (SAP HANA) is a database system that loads its data into main memory for
processing, instead of keeping it on disk [FML+12, FCP+11, SE22]. The goal of the joint
SAP-Intel effort is to accelerate in-memory database systems such as SAP HANA. This
leads us to the following requirements, and eventual goals:

1. SAP HANA is a database solution, used by many SAP customers working in vari-
ous domains. To reach out to a majority of those customers, we want our platform
to support as many database operators as possible, and be extensible enough to
support more operators in the future.

2. The primary goal of our research is acceleration. We must focus on accelerating
the database operators that are both popular (i.e., frequently used in queries) and
computationally expensive to execute.

3. SAP customers might have different types of FPGAs, with various amounts of re-
sources. We must ensure our acceleration architecture is flexible enough that it can
be deployed on various FPGA hardware with minimum effort.

4. As our goal is to accelerate in-memory database systems, we must design an accel-
eration platform suitable for in-memory processing. Chapters 4 and 5 will expand
more on this point.
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5. Modern database systems are multi-client, i.e., they can process multiple queries at
the same time. This may seem like a hard-to-satisfy requirement but is a blessing
in disguise. Indeed, we may accelerate a database system by making both single
queries run faster and multiple queries run in parallel.

While there is a large body of work on database system acceleration on FP-
GAs [FMH+20], most of it focuses on the acceleration of one or two operators, on a
limited range of datasets, and for single-client setups. Our unique set of requirements
leads us to contributions and innovations beyond those proposed in past research.

1.4 OUTLINE & SUMMARY OF CONTRIBUTIONS

This thesis is divided into 3 parts. Part I describes past work and motivates our research.
In Chapter 2, we describe databases, queries, and operators in detail. We then classify
popular core database operators into 2 categories: streaming and pipeline-breaking. The
more complex pipeline-breaking operators become the focus of our acceleration efforts.
A database systems expert may skip this chapter.

Chapter 3 is a primer on FPGAs. We start by describing the components of an FPGA, how
to design and program for FPGAs, and the structure of a typical FPGA card. We then
explain through an example the advantages of using FPGAs; before, finally outlining
some of the major challenges in doing so. An FPGA developer may skip this chapter.

Chapter 4 surveys related work on database system acceleration on FPGAs. Given the
large body of work in the domain, we concentrate on past work on processing com-
plex pipeline-breaking database operators. We identify and highlight the most impor-
tant characteristics differentiating current accelerators. They help orient us in our own
research described next.

Part II of the thesis contains our major contributions. In Chapter 5, we convert our ac-
celerator requirements defined in Section 1.3 into concrete goals and objectives. We then
present the outline of an acceleration platform conforming to those goals, leaving the fol-
lowing chapters to fill in the specifics. The content of these chapters was published at
major research venues.

A major decision when designing FPGA accelerators for database systems, traditionally
built by software developers, is the choice of the programming methodology. We present
a comparative study of HLS and HDLs for FPGA programming in Chapter 6. More
specifically, we compare the performance, resource utilization, and required develop-
ment effort of OpenCL and VHDL implementations of important algorithms in database
query processing. We come to the conclusion that in most cases OpenCL is less efficient
than VHDL in regard to both performance and resource utilization, while requiring the
same amount of development time. Although a hybrid HLS-HDL implementation could
offer the best of both words in some cases, a full HDL implementation is a better fit for
performance-critical applications. In the same chapter, we also present a novel heapsort
algorithm that eliminates data hazards (or dependencies) while traversing the heap, re-
sulting in excellent performance characteristics. The algorithm is ultimately used in our
architecture in Chapter 9.

In Chapter 7, we lay the foundation for our resource-efficient, high-performance sort-
based query acceleration platform called morphing sort-merge (MSM). MSM achieves
resource efficiency by reusing its dedicated FPGA resources to support 3 major database
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operators through runtime configurability. There, we experiment with treap-based sort-
ing instead of heapsort. Treaps are randomized data structures that can both sort and
partially aggregate database rows. We propose novel treap implementation techniques,
namely feedback, prefetching, and parallel IO to achieve high performance. MSM
achieves efficient RAM bandwidth utilization and throughput speedups of up to 28×
compared to MonetDB, a multi-client, multi-threaded, state-of-the-art database system.

In Chapter 8, we transform our row-oriented database accelerator, MSM, into a column-
oriented accelerator which we name MSMK. In a nutshell, column-oriented databases
store tables one column at a time, whereas row-oriented databases store entire rows one
after another. The column-oriented MSMK offers 3 key advantages. First, the accelerator
now also supports projections, a streaming operator used in most database queries. Sec-
ond, the platform can now process tables that are wider than its data path width. Indeed,
only the columns needed in the query will be fetched and processed by the acceleration
pipeline. Finally, queries involving more columns than the data path can accommodate
can be processed using KeRRaS, our novel algorithm capable of handling arbitrarily wide
tables in multiple iterations. Our experiments show that MSMK behaves similarly to
MSM on narrow tables, and scales well as the number of columns increases.

Chapter 9 focuses on early aggregation, a technique used to improve the performance
and memory utilization of the aggregation operator. We start by comparing existing
early aggregation algorithms using accurate simulations. Our findings lead us to set-
associative caches with a low inter-reference recency set (LIRS) replacement policy that
exhibit both great performance and modest implementation complexity. We then present
a novel scalable architecture for implementing set-associative caches. Integrating caches
into MSMK, we name the updated platform CbMSMK. Benchmarks of CbMSMK demon-
strate speedups of up to 3× for end-to-end aggregation compared to MSMK.

Chapter 10 contains a detailed summary of our entire database acceleration platform. We
also present benchmarks comparing the performance of our platform against MonetDB
for both single-operator and full TPC-H query execution. We observe that our accelerator
performs either as good as, or much better than the state-of-the-art in software. More im-
portantly, it is capable of handling complex queries, without the need for the CPU to step
in and finalize execution. Indeed, we manage to tackle one of the greatest problems with
accelerators: data movement. Thanks to the capabilities of our acceleration platform, the
FPGA can now own the data, keep it, and use it while only transferring the results of a
query to the CPU.

Part III concludes our work. Chapter 11 begins with a summary of the thesis and ends
with a set of possible directions for future research in our domain.
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In this chapter, we briefly explore the world of relational databases. We start by defining
databases and present two common ways their data can be stored in memory or on disk.
We then explore core database operators, the building blocks of many database queries.
We further classify these operators into two major categories according to their complex-
ity. Next, queries and their transformation into query execution plans are defined. We
end the chapter with a discussion on Amdahl’s law and its implications on our research.

2.1 DATABASES

The father of (relational) databases, Edgar F. Codd, defines a relation as a set of n-tuples.
Each n-tuple has its first element drawn from a set S1, second element from a set S2, and
so on. The sets S1, ..., Sn are arbitrary and do not have to be distinct [Cod69].

Tables are perhaps a more modern interpretation of relations. A table is a finite (ordered)
stream of rows that follow the same schema, i.e., have the same number and type of
columns [GUW09]. A cell is the intersection of a row and a column. A simple database
table representing a few students enrolled in a test is shown in Figure 2.1. It consists of 4
columns and 5 rows. The names of the columns (also called attributes) are shown on the
top of the table. Each column has its own data type. For instance, the name column is of
type string whereas the score column holds decimal values. The table is sorted on the sid
(student ID) column, but this does not have to be the case.

sid name age score
0 John 21 12.4
1 Liam 32 19.2
2 Elena 25 8.0
3 Ray 28 12.4
4 Elisabeth 24 17

Table 2.1: An example of a table in a relational database.

It shall be noted that, by definition, a table may have duplicate rows whereas a relation
cannot have duplicate tuples. Most database systems allow duplicate rows if not explic-
itly restricted; thus, the table model seems more accurate. A (relational) database is simply
a collection of tables.

2.1.1 Storage Model

There are two prominent methods for storing the tables of a database:

• Row storage: Row-oriented database systems (a.k.a. row-stores) store the rows of a
table one after another in the memory or on disk.

• Column(ar) storage: Column-oriented database systems (a.k.a. column-stores) store
the columns of a table separately, each in their own contiguous buffer in the memory
or on disk.
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In a comparison between the two storage models, column storage has 2 major advan-
tages. First, it allows a database system to access only the columns involved in a query,
effectively increasing its memory bandwidth efficiency. Given the memory-bound nature
of many analytical database workloads, this often results in much higher performance.
Second, since the data in a column are more likely to be "close together" in value, column
storage may result in higher compression factors further decreasing memory bandwidth
requirements. Row-stores, on the other hand, may perform better on update queries,
because inserting, updating, or deleting a row of a column-store database requires a sep-
arate memory access to each column (as they are stored separately). The row-store may
only require a single memory access to update a row [AMH08, SAB+05].

To conclude, column-stores are optimal for processing analytical queries used in busi-
ness intelligence, data warehouses, and decision support applications; which hap-
pen to be the target of a lot of modern database systems and accelerators. Indeed,
most high-performance database systems (e.g., MonetDB [IGN+12], HyPer [FfI22],
Hyrise [Ins22], and Amazon Redshift [Inc22]) are column-stores, with some others (e.g.,
SAP HANA [SE17], Oracle DB [Cor18b], Microsoft SQL Server [Mic22]) supporting both
row and column storage.

2.1.2 Storage Medium

Database systems can be further categorized based on the medium they use to store the
database. In-memory database systems store the database in physical (main) memory. In
disk-oriented database systems, the database resides on disk. In both cases, the database
system may have copies of the data in other mediums (e.g., backup on disk, cache in
main memory), but the main copy resides in the specified medium [GS92, Pet19]. More
specifically, in-memory database systems load the working set of tables/columns into
memory while disk-oriented database systems chunk rows or columns into pages and
use a page buffer to load the accessed pages into memory.

In-memory database systems are typically faster than disk-oriented database systems.
This is thanks to the higher performance of the main memory compared to the disk and
the fact that database query execution can be both simpler and more optimal (e.g., re-
quire fewer CPU instructions) on data already in the main memory [Wik22c]. Notable
in-memory database systems include SAP HANA [PRE21], HyPer [FfI22], Hyrise [Ins22],
and MonetDB [Tea22a]. The latter uses both the swap space and memory-mapped files to
deal with data exceeding the available physical memory [Tea19], making it a hybrid so-
lution. Prominent disk-oriented database systems include Amazon Redshift [GAT+15],
Impala [KBB+15], and PostgreSQL [Tea22b].

2.2 DATABASE OPERATORS

Database queries are composed using a collection of operators. We take a bottom-up
approach by first describing the latter, before moving onto the former in Section 2.3. In
simple terms, a database operator is a function of one or more tables, and produces a new
table itself [RG03]. The most popular database operators are projection, selection, sort,
aggregation, and equi-join. We describe these operators using tables R and S shown in
Figures 2.1(a) and 2.1(b) as input.
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k1 k2 v1 v2

21 34 4 3
45 11 3 1
21 34 1 5
45 11 5 6

(a) Table R

k1 k2 v1 v2

88 95 7 1
47 71 2 3
21 34 9 5
88 12 5 1

(b) Table S

k1 k2

21 34
45 11
21 34
45 11

(c) Project
k1,k2

(R)

k1 k2 v1 v2

88 95 7 1
47 71 2 3
(d) Filterk2>40&v1<10(S)

k1 k2 v1 v2

21 34 9 5
47 71 2 3
88 12 5 1
88 95 7 1

(e) Sortk1,k2 (S)

k1 k2 v1 v2

21 34 4 3
21 34 1 5
45 11 3 1
45 11 5 6

(f) Grouping R based
on k1 and k2

k1 k2 sum(v1) max(v2)
21 34 5 5
45 11 8 6
(g) Aggr

k1,k2,sum(v1),max(v2)(R)

R.k1 R.k2 S.k1 S.k2 R.v1 R.v2 S.v1 S.v2

21 34 21 34 4 3 9 5
21 34 21 34 1 5 9 5

(h) Joink1,k2 (R, S)

Figure 2.1: Tables R and S and examples of database operators applied to them: (a) Table
R, (b) Table S, (c) Projection operator, (d) Filter/Selection operator, (e) Sort operator,
(f) Grouping step used in the aggregation operator, (g) Aggregation operator, (h) Join
operator.

2.2.1 Projection

The projection operator applied to a table T produces a new table with a select set of
columns from T [RG03]. We denote this operation ProjectC(T ) where C is the sequence
of "surviving" columns. The result of Projectk1,k2

(R) is shown in Figure 2.1(c).

2.2.2 Filter

The filter operator applied to a table T produces a new table composed of the rows of
T that satisfy a certain predicate P . We denote this operation FilterP (T ). The filter
operator is also commonly referred to as the selection operator [RG03]. The result of
Filterk2>40&v1<10(S) is shown in Figure 2.1(d).

Before we describe the remaining operators, let us define some more table terminology.
For many operators, the columns of a table must be partitioned into key columns and
value columns. The value columns are together called the payload. The partitioning is done
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based on the parameters of the operator itself and does not affect how the table is stored.
Note that contrary to the traditional definition of key columns, here, we do not require
them to be unique for each row.

2.2.3 Sort

The sort operator sorts a table based on one or more of its columns, called the key columns
[GUW09]. We denote this operation SortC(T ) where C is a sequence of key columns.
The result of Sortk1,k2(S) is shown in Figure 2.1(e). In our example k1 and k2 are the
key columns. Concatenated together, k1k2 defines a sort key for each row. For instance,
assuming k1 and k2 are integer columns with values ranging from 0 to 999, the composite
key for the first row of table S is 088095. The non-key columns v1 and v2 constitute the
value columns or the payload. Note that the database sort operator does not require
stable sorting.

2.2.4 Aggregation

The aggregation operator starts by grouping the rows of a table T based on one or more of
its columns, called the grouping key columns or key columns for short. Essentially, rows
with the same values in their key columns belong to the same group. The value columns
(i.e., the non-key columns) of the rows in the same group are then accumulated using a
function [GUW09, CR07]. We denote this operation AggrC,V (T ) where C is a set of key
columns and V a set of functions performed on the value columns. The two steps of the
operation executing Aggrk1,k2,sum(v1),max(v2)(R) are shown in Figure 2.1. First, rows with
the same value in both of their k1 and k2 columns are grouped together, as shown in
Figure 2.1(f). Next, rows in the same group are accumulated using the SUM() function
for column v1 and the MAX() function for column v2. The final result of the aggregation
operator is shown in Figure 2.1(g).

Functions used in aggregation are either algebraic or holistic [GCB+97]. For algebraic ag-
gregation functions, a fixed-size result can represent a sub-aggregate. Therefore, they can
typically be computed incrementally, i.e., a new row belonging to a group can immedi-
ately be accumulated into that group without requiring additional storage space for the
group. SUM(), MIN(), MAX(), and AVG() are all algebraic aggregation functions. How-
ever, in the case of holistic aggregation functions, there is no constant bound on the size of
the storage needed to summarize a sub-aggregate. MEDIAN() is a holistic aggregation
function. If an aggregation operator involves only algebraic functions, the grouping and
accumulation steps can be (and typically are) combined in order to reach higher perfor-
mance.

2.2.5 Join

The equi-join operator pairs rows from two tables T1 and T2 that agree in a common set of
columns, called the key columns [GUW09]. We denote this operation JoinC(T1, T2) where
C is a set of columns present in both T1 and T2. The result of Joink1,k2(R, S) is shown in
Figure 2.1(h). The first row of the result is made by pairing row 1 of table R and row 3 of
table S as they both have the same key (k1 = 21, k2 = 34). The second row of the result is
similarly obtained by pairing row 3 of table R and row 3 of table S. Each row of the result
contains both sets of key and payload columns of each of the pairing rows. We use the
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notation T.x to refer to column x in table T . Given that both sets of key columns in the
result are equal (in equi-joins), a projection operator typically follows the join (implicitly)
in order to get rid of the redundancy. The rows involved in a pairing are said to match
and sometimes called the matching rows.

We define an M : N equi-join with M, N ∈ N as an equi-join where the size of the cross
product of the matching rows from both input tables is upper bounded by M × N , with
at most M rows from the first table and N rows from the second table participating in the
cross product. We use the term join to refer to equi-joins in the remainder of this thesis.

We refer the interested reader to [GUW09, Dat03, RG03] for more information on
database operators and their formal definitions based on relational algebra. These ref-
erences also explain the material in the remainder of this chapter in greater detail and
with more examples.

2.2.6 Operator Classification

Database operators can be classified based on their complexity and execution model as
follows [Gra93]:

• Streaming operators: The operators belonging to this category can be executed on
a continuous stream of rows on the fly, i.e., rows do not need to be buffered or
materialized from when they are first read until the output is produced. Streaming
operators can be easily pipelined: load a row, apply operator 1, apply operator 2, ...,
apply operator n, store result. Examples include the projection and filter operators.

• Pipeline-breaking operators: The operators belonging to this category need to read
at least one of their input tables completely before being able to produce an output.
The input tables(s) that need to be consumed completely "break the pipeline". These
operators often perform multiple passes over their input (e.g., for sorting) or the
insertion and probing of their input in special data structures such as hash tables or
binary search trees. Examples include the sort, aggregation, and join operators.

2.3 DATABASE QUERIES

Database systems allow users to query and modify the data using a query language. A
query is a question about the data. Structured Query Language (SQL) is the most popular
query language for relational databases [GUW09].

A simple SQL query is shown in Figure 2.2. Let us briefly describe this query and how
it relates to the database operators defined in Section 2.2. Line 2 of the query indicates
that the inputs to this query are tables R and S (defined in Figures 2.1(a) and 2.1(b)). We
use the notation T.x to refer to column x in table T or a table derived from T . Line 3
defines a filter predicate on table R. We name the table resulting from this operation F :=
Filterv1<5(R). Line 4 defines equality predicates for joining tables S and F . We call the
result J := Joink1,k2(S, F ). Line 1 requires the result to contain 3 columns R.k1, R.k2, and
SUM(R.v2). We therefore need to remove all the other columns (S.k1, S.k2, R.v1, S.v1,
and S.v2) obtained after the join. The result is named P := ProjectR.k1,R.k2,R.v2

(J). Lines 5
and 1 together define an aggregation operator using k1 and k2 as grouping key columns,
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1 SELECT R.k_1, R.k_2, SUM(R.v_2)
2 FROM R, S
3 WHERE R.v_1 < 5 AND
4 R.k_1 = S.k_1 AND R.k_2 = S.k_2
5 GROUP BY R.k_1, R.k_2

Figure 2.2: Example SQL Query on tables R and S from Figure 2.1.

Figure 2.3: Logical query plan of the SQL query in Figure 2.2.

and R.v2 as a single value column accumulated using the SUM() function. We call the
resulting table A := AggrR.k1,R.k2,SUM(R.v2)(P ). Table A is the final result of the query.

When a query is submitted to a database system, it is parsed and then transformed into
a logical query plan which is an execution tree of database operators. The logical query
plan of our running example is shown in Figure 2.3. The nodes of the tree are database
operators. The leaves are the input tables. The logical query plan typically goes through
a series of optimization steps transforming it (e.g., by removing redundant joins) into a
more efficient execution tree [RG03].

The optimized logical query plan is then converted into a physical query plan by assigning
to each one or combination of its nodes one or more algorithm(s) that could be used
to evaluate the corresponding database operator(s). Indeed, there are multiple ways
to evaluate a given logical query plan and this step selects an optimal implementa-
tion [Gra93, GUW09]. We describe alternative methods to implement pipeline-breaking
database operators later in Chapter 4.

Once the physical query plan is generated, the execution engine executes it in order from
the leaves up to the root [GUW09]. In push-based query processing, each operator gen-
erates a stream of rows with a common schema that is fed into the parent operator. The
rows produced by the root operator constitute the result of the entire query.

2.4 IMPACT OF ACCELERATION

In general, database acceleration targets the execution engine of a database system. In-
deed, for large databases that benefit the most from acceleration, the cost of executing
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a physical query plan dwarfs that of other processing stages such as parsing and plan
generation. Therefore, most accelerators propose a set of new and improved operator
implementations [FMH+20, OLG+05] with the aim of reducing the cost (time, memory
usage, etc.) of executing the physical query plan.

Based on their goals and requirements, database system architects often focus their ef-
forts on the acceleration of a specific set of operators. Given the performance-oriented
nature of our research, we assign higher priorities to operators whose acceleration has the
highest impact on a query engine’s overall performance. To this end, we use Amdahl’s
law [Amd67, Red11]: "The overall performance improvement gained by optimizing a
single part of a system is limited by the fraction of time that the improved part is actually
used". In database-friendly terms, higher query execution speedup is achieved by accel-
erating the most time-consuming operators in the query. We must therefore prioritize
popular operators that make up a large part of the execution time of queries. Pipeline-
breaking operators fit the bill. Indeed, pipeline-breaking operators are used in most an-
alytical queries. Moreover, compared to streaming operators, they have a more compli-
cated and compute- and memory-intensive execution flow resulting in higher execution
times. In fact, they typically constitute most of the execution time of a query [DBRU20].
Based on these facts, we orient our research towards the acceleration of the 3 impor-
tant pipeline-breaking operators discussed in this chapter, namely sort, aggregation, and
join. Even though our acceleration platform also supports projections and static filtering,
they remain secondary to our work.
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In this chapter we present an overview of FPGA technology. We start by describing
the structure of FPGAs and how they can be programmed to run digital circuits. We
then present the typical FPGA design flow with a brief summary of FPGA compila-
tion/synthesis. FPGA cards are described next. We finish this chapter with a discussion
on both the advantages and the challenges of using FPGAs.

3.1 FPGA

Field-programmable gate arrays (FPGAs) are computer chips with reconfigurable resources
allowing them to run various circuits after production. At its core, an FPGA is a grid of
logic resources (logic elements), block RAMs (BRAMs), digital signal processors (DSPs),
and input/output (IO) elements connected through a programmable interconnect [Int22].
Figure 3.1 depicts the simplified structure of an FPGA.

...

...

...

Logic Element BRAM DSP IO ElementLegend:

Figure 3.1: Simplified Structure of an FPGA.

3.1.1 Logic Element

Logic resources are composed of lookup tables (LUTs), flip-flops, and some basic logic
circuits such as multiplexers. LUTs are small SRAM-based memories whose contents
can be (re-)configured [TW13]. They are arguably the most important building blocks
of FPGAs, allowing them to mimic logic gates in order to run (stateless) combinational
circuits. A flip-flop is a bistable circuit used to store a single bit of data. A collection of flip-
flops is often called a register [HH21]. They enable FPGAs to run (state-full) sequential
circuits as well.

Logic resources are typically organized as logic elements shown in Figure 3.2 [Cor22d].
On the left-hand side, a 2-input LUT accepts two address bits as input and returns the
contents of the memory at the specified address as its output. The numbers inside the
LUT are in binary format. The output of the lookup table is connected to a flip-flop. A
multiplexer (Mux) then chooses either the output of the LUT, or the (delayed) output of
the flip-flop as the output of the logic element. The contents of the LUT and the configu-
ration of the flip-flop (i.e., when to store its input as its output) and the multiplexer (i.e.,
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LUT
Address Content

00 0
01 0
10 0
11 0

2
Address

1
FF

Mux

Figure 3.2: Simplified structure of a logic element.

which input to forward as its output) are all programmable, allowing the logic cell to run
a simple logic circuit.

Let us illustrate the inner workings of a logic element using an example. Consider a
single-bit half adder with input bits a and b, and output bit y. The truth table for the
adder is shown in Figure 3.3(a). A truth table defines the output of a function, for every
combination of its inputs. For instance, the second row of the truth table indicates that
adding a = 0 and b = 1 results in 1.

The adder can be represented using a XOR gate shown in Figure 3.3(b) [Wak21]. An
application-specific integrated circuit (ASIC) would typically implement the XOR gate
using complementary metal-oxide-semiconductor (CMOS) transistors. Once the transis-
tors are printed onto the IC substrate, the ASIC will only be able to perform single-bit
addition.

The FPGA-based implementation is shown in Figure 3.3(c). The LUT content is pro-
grammed with values [0, 1, 1, 0]. Note that the address column is shown for the sake of
readability and does not need to be programmed into the LUT. The input address bits of
the truth table are connected to input ports a and b. The output of the LUT is connected
through the multiplexer to the output port y, effectively bypassing the flip-flop. Indeed,
given the combinational nature of our single-bit adder, the flip-flop is not needed. Let
us use test vector a = 0, b = 1 to explain how the LUT works. In this scenario, the ad-
dress input to the LUT is ab = 01. Note that we use the over-line notation to indicate
concatenation, rather than Boolean negation. The LUT retrieves and outputs the content
at address 01, which is 1. The value 1 is then forwarded all the way to the output of the
logic element. The acute reader may have noticed that the contents of the LUT are simi-
lar to those in the truth table. Producing the truth table of a circuit is a common way to
figure out the configuration bits of a LUT equivalent to that circuit. Note that contrary
to an ASIC implementation, the contents of the LUT (and the configuration of the Mux)
can be changed at a later time allowing the logic element and, by extension, the FPGA to
execute a new functionality.

a b y

0 0 0
0 1 1
1 0 1
1 1 0

(a) Truth table

a
b

y

(b) Gate repre-
sentation

LUT
Address Content

00 0
01 1
10 1
11 0

1
FF

a

b

y

(c) Logic element implementation

Figure 3.3: Alternative representations and the FPGA implementation of a single-bit half
adder y = a + b: (a) Truth table, (b) XOR gate representation which can be implemented
on ASICs using CMOS transistors, (c) FPGA implementation using a logic element.
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In order to keep up with application demands, modern FPGAs have more sophisticated
logic resources to handle complex circuits. Intel® Stratix® 10 FPGAs used in our bench-
marks in this thesis have adaptive logic module (ALMs) each containing two adaptive
LUTs (ALUTs) and 4 registers. An ALM can be used in different modes including one
where it runs 2 separate 4-input circuits (like having two 4-input LUTs) and another
where it runs one large 8-input circuit [Cor22a]. This amount of flexibility presents both
performance and resource optimization opportunities for FPGA tools. Our Stratix® 10
FPGA, code-named 1SX280HN2F43E2V G from the SX 2800 product line, has 933, 120
ALMs that together with a programmable interconnect (allowing arbitrary connections
between the ALMs) enable it to support relatively large circuits used in data center ap-
plications.

3.1.2 Block RAM (BRAM)

BRAMs are dense blocks of SRAM typically used for storing chunks of data or configu-
ration bits. Somewhat similar to CPU caches, they provide high-throughput, low-latency
access to a small amount of on-chip data. Unlike CPU caches, FPGA BRAMs are fully
configurable. Indeed, FPGAs have many small columns of BRAM that can be accessed in-
dependently or combined to make bigger blocks of memory. As an example, the Stratix®

10 FPGA used in our benchmarks has 11, 721 BRAMs, called M20Ks [Cor18a]. Each M20K
can be configured in depth × width as a 512 × 40, 1024 × 20, or 2048 × 10-bit mem-
ory [Cor22b]. They can of course also be combined to produce deeper and/or wider
memories. The BRAMs on our FPGA can collectively store around 30 MB of data.

A BRAM is accessed using read and write ports. Given an address, a read port can pro-
vide the contents of the BRAM at that address within a fixed (typically) 1 clock cycle
latency. Given an address and a value (called data), a write port will write the value to the
address within a fixed (typically) 1 clock cycle latency. The write port also has a single-bit
(Boolean) enable input indicating when its address and data inputs are valid, otherwise
it would be continuously writing the (potentially garbage) values at those inputs to the
BRAM. BRAMs on modern FPGAs can run at up to hundreds of megahertz with all of
their ports beings used in parallel every clock cycle [TW13].

The BRAMs (i.e., M20Ks) in our Stratix® 10 FPGA support 3 modes of operation [Cor22c]:

• Simple dual-port: The BRAM exposes 1 read port and 1 write port.

• True dual-port: The BRAM exposes 2 read-write ports. A read-write port can be used
to either read or write data, but not both at the same time.

• Simple quad-port: The BRAM exposes 2 read ports and 2 write ports.

For each operating mode, all the ports can be accessed simultaneously. For instance, a
BRAM used in quad-port mode allows 2 separate circuits to both read from and write to
it at the same time, every single clock cycle. Note that when BRAMs are combined, the
resulting larger memory will also support the same operating modes. We commonly use
the expression "X BRAM" (e.g., X = simple dual-port) to refer to a BRAM used in mode X.

Given the reconfigurable nature of FPGAs, the line between memory and logic resources
is blurry. For instance, LUTs in logic elements can be used as fast distributed mem-
ories [TW13]. BRAMs can also be used for computing logic functions of many vari-
ables [WIA14]. Therefore, when describing an implementation, designers typically men-
tion the underlying technology used for memories (e.g., BRAM-based on-chip memory).
If not, "on-chip memory" is often assumed to use BRAM technology.
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3.1.3 Digital Signal Processor (DSP)

Although FPGAs’ logic resources can run all types of digital circuits, there are com-
plex yet frequently used circuits that warrant an efficient gate-based implementation.
These are often arithmetic units used in digital signal processing applications such
as fast Fourier transform, convolution, and filtering. Our Stratix® 10 FPGA contains
5, 760 variable-precision DSPs capable of performing fixed- and floating-point arith-
metics [Cor18a, Cor21c].

3.1.4 IO Element

IO elements connect the FPGA to the outside world. They are responsible for providing
a physical link between the circuits running on the FPGA and its pins. Those pins are
used to connect the FPGA to a host server (e.g., through PCIe), DRAM, network, etc.

3.1.5 Programmable Interconnect

The programmable interconnect provides configurable routing connections between the
FPGA resources. It allows the FPGA to run complicated circuits spanning multiple logic
elements, BRAMs, and DSPs. The programmable interconnect consists of a mesh of wire
tracks laid out vertically and horizontally, and connected through switch boxes. FPGA’s
resources are then connected to these routing tracks via connection boxes [FMM12]. This
architecture is shown in Figure 3.4. A programmable connection box can connect the
inputs/output of a logic element to any of its adjacent routing tracks. The red dots in our
figure indicate a connection. A programmable switch box is a crossbar switch, capable
of connecting arbitrary sets of wires that cross it. A red line in the figure is a connection
between two routing tracks.

Logic
Element

Logic
Element

Logic
Element

Logic
Element

Connection Box

Switch Box

Figure 3.4: Simplified structure of an FPGA’s programmable interconnect. Connection
boxes provide configurable routing between the logic elements and the programmable
interconnect. Switch boxes define the topology of the interconnect.

3.2 FPGA DESIGN FLOW

Application design for FPGAs is a semi-automated, multi-step process. It consists of a
front-end where the designer develops and functionally verifies a circuit, and a back-end
transforming the circuit into a bitstream that can be programmed onto an FPGA. The
designer is typically involved in all steps of the process and may need to iterate over
one or a series of steps in order to obtain the desired result. The automated steps of the
design process are performed by computer-aided design (CAD) tools mainly provided
by the FPGA vendors [CCP06]. A typical FPGA design flow is shown in Figure 3.5.
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Figure 3.5: The steps in the design process for a digital system on an FPGA.

3.2.1 Specifications

Like most designs, the process starts with a list of well-defined specifications (or "specs"
for short):

• Functional specifications: They define the behavior of the system.

• Performance specifications: They define the target performance of the system. For
instance, a specification may require the design to process 1 database row per clock
cycle.

• Timing specifications: They define the expected frequency of each part of the de-
sign.

• Area specifications: They define the amount of space the design is allowed to oc-
cupy on the target FPGA. This often translates into the amount of resources the
FPGA can allocate to the design.

• IO specifications: They define a mapping between the IO pins of the FPGA and the
inputs and outputs of the circuits running on the FPGA.

Unfortunately, FPGA design is generally not an agile process. A minor change in the spec
might require months of going through the remaining steps of the design. Therefore, it
is crucial for the specifications to be both fully- and well-defined before moving onto the
next step.

3.2.2 RTL Description

Based on the specifications, the design’s (micro)architecture can be developed. Basically,
if the specs are the "what?", the architecture is the "how?". It defines a circuit (often split
into a set of smaller inter-connected circuits) that performs the required functionality
while respecting the constraints defined in the specs.

FPGA CAD tools expect a register-transfer level (RTL) description of the design as input.
RTL is a design abstraction which defines a circuit as a set of registers and how digital
signals are transformed between those registers [Vah10]. There are two common methods
to obtain the RTL description of an architecture: using hardware description languages
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(HDLs) or high-level synthesis (HLS). Both methods are described later in this Section.
We provide a comprehensive comparison between the two in Chapter 6.

Along with the RTL description, designers must also produce design constraints based
on the specifications. Timing constraints define the expected frequency of the design. IO
constraints specify the connections between the pins of an FPGA and the inputs and out-
puts of the circuit running on that FPGA. Design constraints are well-defined machine-
readable versions of some of the specifications. FPGA CAD tools optimize their efforts
trying to satisfy these constraints.

RTL from HDLs

HDLs define an architecture using a hierarchy of modules directly implemented at the
RTL abstraction. A module is a circuit with a well-defined interface (i.e., inputs and out-
puts) and a structural or behavioral description:

• Structural description: It provides a description of the module in terms of its con-
stituent modules, and the connections between them.

• Behavioral description: The module is described by defining its behavior using the
RTL abstraction.

In many cases, modules are defined using a combination of the two approaches. Indeed,
even simple modules typically contain some primitive modules (e.g., adders, compara-
tors) that the CAD tools can recognize and automatically implement. However, modules
lower down the hierarchy tend to be mostly behaviorally defined; and those near the top
structurally defined.

Examples of traditional HDLs include Verilog, SystemVerilog [IEE18] and VHDL [IEE19].
They are supported by all major CAD tools for both synthesis and functional verification.

Modern HDLs such as Chisel [BVR+12] introduce years of advances in software engi-
neering (e.g., object-oriented programming, design patterns, etc.) into HDLs. They pro-
vide the designer with advanced circuit generation capabilities and higher flexibility, all
while reducing the design time. These features make it easy to customize an architec-
ture for a specific FPGA and workload. Chisel code is written in the feature-rich Scala
programming language [Com22], and then compiled into Verilog before being fed into
FPGA CAD tools. However, Chisel remains an RTL language as it defines specific hard-
ware constructs (e.g., modules, registers, wires) in Scala that are equivalent to the ones
used in other HDLs. As such, it provides equivalent performance, resource utilization,
and achievable frequency compared to traditional HDLs [ANS+14].

RTL from HLS

HLS tools allow designers to implement an architecture using familiar software program-
ming languages such as C/C++ [Int18a, Xil21] or even Java [Miy16]. HLS tools enable
software developers to develop for FPGAs. They also accelerate hardware development
by allowing designers to use high-level languages instead of an RTL description to both
implement and verify their architectures. HLS tools typically compile the language of
the tool into a traditional RTL language such as Verilog or VHDL. The latter is then fed
into FPGA synthesis tools for further processing [DZS13]. We provide a lot more details
on HLS tools, and in particular Intel® FPGA SDK for OpenCL, in the context of database
system acceleration in Chapter 6.
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3.2.3 Verification

Once a design is running on an FPGA, debugging it involves creating new circuits re-
sponsible for monitoring and probing its internal connections. This can become an ex-
tremely lengthy and tedious task. Hardware designers are therefore highly incentivized
to detect and correct bugs and issues as early in the design process as possible. Verifica-
tion is the process of comparing the behavior of the RTL description of a design, against
a high-level model of the design often derived directly from its specifications [Wak21].
The latter is called the golden reference model.

The process is carried out by a simulator. Given the RTL description of a circuit, a golden
reference model, and a set of test vectors, the simulator drives the inputs of the circuit
and the golden reference model using the test vectors and checks their outputs against
each other [Syn21]. Simulators can be very accurate. For instance, if need be, they can
take into account the electrical properties of an FPGA’s logic and memory resources.

If the simulator detects a bug, the designer must review and revise the RTL description,
moving a step back in the design flow. Otherwise, the synthesis process can begin.

3.2.4 Synthesis, Mapping, Placement, and Routing

Synthesis transforms the RTL description of a circuit into Boolean functions, i.e., generic
gate-level components. Mapping maps those functions onto the resources (logic elements,
BRAMs, DSPs, etc.) of the target FPGA technology, resulting in a technology-specific
circuit. Placement consists of assigning the components of the technology-specific circuit
to the actual physical resources of the FPGA. Routing determines the routes to connect
various components [Chu08].

After synthesis and mapping, the resource and area utilizations of the design can be
roughly estimated. After placement and routing, their exact values will be known. If the
design is larger than expected, the designer might need to go all the way back to the RTL
description step to change the architecture or implementation of the design. If this does
not work, a change in the specifications might be necessary. However sometimes, simply
fine-tuning the tools might solve the problem [HH21]. Design constraints defined during
the RTL description step are used here to guide the tools in their search for an optimal
solution. For instance, a very high target frequency will instruct the tools to maximize
their efforts.

The 4 steps described in this section are often collectively called "FPGA synthesis", "syn-
thesis", or "compilation". Synthesizing large circuits on modern high-performance FP-
GAs can take tens of hours.

3.2.5 Timing Analysis

Timing analysis studies the physical layout of the circuit inside the FPGA in order to deter-
mine its timing properties. The timing properties of a circuit include signal delays through
its paths and the maximum frequency at which it can run. They are compared against
the design’s timing constraints derived from its specifications. In case one or more con-
straints are violated (e.g., the design is too slow), the designer might need to move all the
way back to the RTL description step in order to pipeline or even redesign parts of the
architecture [HH21].

36 Chapter 3 Background on FPGAs



3.2.6 Bitstream Generation and FPGA Programming

Bitstream generation produces a bitstream according to the physical layout of the design
on the FPGA. A bitstream is a programming file that specifies the configuration of the
individual FPGA resources, in order to run the desired circuit. For instance, it defines the
contents of the LUTs, the configuration of the interconnect switch boxes, and the initial
contents of the BRAMs. FPGA programming consists of downloading the bitstream onto
the FPGA. For large FPGAs, this may take seconds to perform [Chu08]. FPGA image is
another common name for a bitstream.

3.3 IMPLEMENTATION QUALITY METRICS

In software design, the quality of an implementation is often measured by its perfor-
mance and memory utilization. These metrics remain valid for FPGA implementations.
In addition, FPGAs bring two more dimensions to quality evaluation:

• Maximum achievable frequency: It indicates the maximum frequency (in MHz) the
design can run at. The frequency of the implementation is typically set to this value
in order to reach maximum performance.

• Resource utilization: This is a measure of the amount of various FPGA resources
used by the implementation. Resource utilization reports vary depending on the
FPGA technology. Intel® Stratix® 10 FPGAs provide logic utilization, BRAM uti-
lization, and DSP utilization values in their reports. The units of measurement are
the number of ALMs, M20Ks, and variable-precision DSPs used by the design, re-
spectively [Cor17].

3.4 FPGA CARDS

FPGAs are computer chips that require a set of peripherals for receiving, processing,
and transmitting data. These peripherals are often placed together with the FPGA on
an FPGA card, board, or development kit. Figure 3.6 shows an example FPGA card.
The FPGA is placed in the center. It is connected to 2 DDR slots, hosting dual in-line
memory modules (DIMMs). The FPGA can access the DRAMs either independently
(as channels 0 and 1) or together using memory interleaving techniques [Wik22d]. We
use the term FPGA RAM to refer to DRAM placed on the FPGA card and directly
connected to the FPGA. The two DDR-T slots enable support for non-volatile (persis-
tent) memory [Cor21a]. The peripheral component interconnect express (PCIe) and ul-
tra path interconnect (UPI) are used to connect the FPGA to other FPGAs or CPU sys-
tems [BAS04, Mul19]. The quad small form-factor pluggable (QSFP) cages are typically
used for connecting the FPGA to a network. These peripherals are not present on all
FPGA cards. The one we use in our benchmarks has a PCIe Gen3 connector to communi-
cate with a host server, and 4 DDR4 slots each supporting 8 GB of DRAM [Cor19a]. There
are various ways to integrate an FPGA card into a server. The server is then called the
host. This is discussed in length in Chapter 4.
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Figure 3.6: Example FPGA card, based on the Intel® Stratix® 10 DX FPGA development
kit [Inc19].

3.5 BENEFITS OF USING FPGAS

The unique design of FPGAs provides them with features missing in traditional CPUs.
They offer designers unique opportunities to accelerate their applications. In this section,
we enumerate a few of these features. We use the example of hash table insertion and
probing to illustrate these features. A hash table is a data structure that stores (key,value)
pairs in its entries called buckets. The hash value of a key determines the bucket to which
it belongs. Hash-tables are commonly used in database systems [GUW09] and database
system accelerators [FMH+20]. In our example, we require the hash table to be stored in
on-chip memory in order to achieve fast insertion and probing performance.

Let us start with the benefits of using BRAMs, a key component of FPGAs:

• Dedicated memory: BRAMs used in an application are entirely dedicated to that
application. In contrast, a CPU cache is shared among applications and runs the
risk of being (partially) flushed at every context switch. In our running example,
BRAMs can be used to store the hash table for fast and exclusive access. Note that
dedicated memories are only beneficial when they are relatively frequently accessed
by the application. In other cases, a shared memory system like the CPU cache may
be a better option.

• Configurable memory: The width and depth of BRAMs can be configured to ex-
actly match the needs of an application. This not only avoids wasting precious
on-chip memory but also enables more meaningful and efficient accesses avoiding
alignment-related issues. In our running example, we can build a BRAM-based
memory with the exact dimensions of our hash tables. A single access to this mem-
ory will then return exactly one bucket of the hash table.

• Predictable low-latency memory: Most BRAM configurations can be accessed
within a fixed single clock cycle latency. This allows circuit designers to orches-
trate the execution flow of an algorithm in a precise, cycle-accurate manner. It also
reduces stalls caused by data dependencies. In our running example, during an
insertion, the hash table can report within a single clock cycle whether the target
bucket is full or empty so the algorithm can quickly decide what to do next.

• Parallel access: BRAMs often support simultaneous accesses to their contents. For
instance, M20Ks in simple quad-port mode can perform 2 reads and writes at the
same time (see Section 3.1.2). In our running example, this enables parallel inserts
and probes; effectively increasing the throughput of the hash table operations.
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A circuit is "on" when electrical current flows through it. An FPGA-ran circuit is no
exception to this rule. As long as the FPGA is connected to power, all of its circuits will
run in parallel. This, together with the sheer amount of configurable resources on the
FPGA provide:

• Fine-grained parallelism: This enables designers to achieve higher performance
through the inherent parallelism of small sub-circuits on the FPGA. In our running
example, the circuit that performs the insertions and the one that does the probings
can run at the same time, increasing the throughput of the hash table operations.

• Coarse-grained parallelism: This allows designers to achieve higher performance
through duplication. Duplication involves instantiating multiple copies of the same
circuit, to increase the overall performance of the design. In our running example,
we can have multiple insertion and probing circuits, each working on a partition
of the hash table. The distributed hash table can then achieve much higher peak
operation throughput.

• Fine-grained pipelining: Pipelining is the process of dividing a circuit into multiple
sequential stages, separated by memory elements such as registers. Each stage can
work on a different instance of the problem the circuit is made to solve. This typ-
ically results in an increase in the maximum achievable frequency. In our running
example, we can for instance divide insertions into 3 stages: (1) calculate the hash
of the key, (2) read from the hash table, (3) write to the hash table.

• Coarse-grained pipelining: This is the process of pipelining large (sub-)circuits of
the design. The resulting pipeline typically coincides with a natural division of a
data processing pipeline into smaller tasks. As an example, consider a data process-
ing pipeline that requires the collected data to be merged, filtered, timestamped,
and inserted into a hash table. Each of these tasks, implemented as a circuit on the
FPGA, becomes a stage in the pipeline. Data is passed from one stage to the next
without being buffered in on-chip or off-chip memory. These stages work on dif-
ferent parts of the data in parallel. In a nutshell, coarse-grained pipelining reduces
memory usage and improves performance.

3.6 CHALLENGES OF USING FPGAS

Despite the many benefits offered by FPGAs, using them requires developers to over-
come a few challenges. FPGA design is an involved process. It demands a deep un-
derstanding of digital design and architecture, and experience with an arsenal of CAD
tools such as simulators and synthesizers. Moreover, the large design space provided by
FPGAs might be hard to navigate for new and experienced developers alike. The abun-
dance of implementation opportunities requires tremendous effort to reach an optimal
solution.

Another challenge in FPGA development is the lack of agile methodologies. Consider an
FPGA-based data processing pipeline. Imagine that a post-development change in the
specifications requires the addition of a new stage to this pipeline. This seemingly simple
task raises the following concerns unique to FPGAs:

• Performance matching: The performance of the new stage must match that of the
existing ones. Otherwise, it may slow down the whole pipeline.
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• Resource utilization: Adding the new stage may require more resources than what
the target FPGA can offer.

To avoid these issues, designers must plan out their architecture as much as possible in
advance.

A final challenge in FPGA development is the large number of quality metrics that must
be considered by the designers. Indeed, in addition to the traditional ones such as per-
formance and memory utilization, FPGA developers must also consider the achievable
frequency, resource utilization, and sometime even the power utilization of their imple-
mentation to make sure they conform to the specifications. This adds a lot more com-
plexity to the design process.
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The rise of big data, cloud computing, and the ever so growing demand for higher per-
formance in data processing have led to a steady stream of research in database system
acceleration. In this chapter, we present and discuss some of the key academic and indus-
trial research and contributions in this domain. The goal is to identify distinct properties
of current accelerators that will ultimately help guide us in our own research in Part II of
this thesis.

4.1 SUMMARY OF RELATED WORK

Multicore CPUs, GPUs, and FPGAs constitute the three most popular categories of de-
vices used in high-performance data processing platforms. They help classify current
research in database system acceleration. Platforms using multicore CPUs benefit from
core-level parallelism, modern memory and cache systems, application specific instruc-
tions, and architectural extensions (e.g., SIMD) [CR07, AKN12, KSC+09, BBC+12]. GPU-
based platforms take advantage of the high bandwidth memory and the tremendous
amount of compute power and parallelism provided by GPUs to accelerate database
workloads [BHS+14]. FPGA-based platforms exploit the wide array of configurable re-
sources (e.g., logic elements, BRAMs) present on FPGAs to design custom circuits opti-
mal for query processing [UIO15, HANT15, WFS+19, ABW+16].

Given the large body of work present in each category and the nature of our research, this
chapter focuses on database query acceleration on FPGAs alone. More specifically, we
concentrate on past research related to the acceleration of the three high-impact pipeline-
breaking database operators (i.e., sort, aggregation, join) central to our work (see Chap-
ter 2). We refer the interested reader to [FMH+20] for an excellent survey on other
database operators and database acceleration in general.

Table 4.1 presents and characterizes some of the most prominent past research related to
our work. For each entry in the table, we present the following attributes:

• Platform type: This attribute describes how the FPGA (card) is integrated into the
data processing system. Platform types are presented in Section 4.2.

• Operator support: It is a list of pipeline-breaking operators supported by the plat-
form. Pipeline-breaking operators were presented in Section 2.2.

• Language: This attribute specifies the (HLS or RTL) programming language used
to describe the FPGA design. FPGA programming languages were described in
Section 3.2.2.

• Implementation: This attribute describes how the FPGA platform implements the
database operators. In Section 4.3, we present and discuss various methods used to
implement database operators on FPGAs.

In most of the platforms presented in our table, a host (i.e., CPU-based server) has the
responsibility to schedule, configure, and launch the FPGA. The FPGA then executes the
operators. However, in some cases operator execution is shared between the FPGA and
its host. For instance, some authors propose sorting small chunks of data on the FPGA,
later to be merged [STM+13, STM+15, SMT+14] or joined [CP16] by the CPU in order to
execute the sort or join operators, respectively. In [DZT13], the FPGA performs aggre-
gation but only on data pre-sorted by the CPU. In another platform, the FPGA performs
hash-based aggregation but relies on the CPU to deal with hash collisions, should any

42 Chapter 4 Related Work



occur [WIA14, WTA13]. To deal with these intricacies, the operator support column of
each entry in Table 4.1 indicates the capabilities of the entire corresponding acceleration
stack (FPGA and CPU) rather than the FPGA alone.

It is also worth pointing out that some of the platforms in the table only support
the sliding-window versions of pipeline-breaking operators. Given a stream of rows,
a sliding-window operator implementation continuously executes the operator on a finite
sliding-window over the rows [NSJ13, THSW15]. Sliding-window operators are com-
monly referred to as "streaming operators" [JMS+08, BDD+10], a term we shall not use in
order to avoid any confusion with streaming operators defined in Section 2.2.6. Despite
our own work targeting (non-sliding-window) pipeline-breaking database operators, we
study sliding-window operators as they provide a great deal of insight in fast query pro-
cessing.

The last two entries in the table refer to industry-developed platforms. IBM Netezza and
Swarm64 are other notable products of industry research, omitted from our table due to
their lack of support for pipeline-breaking operators. IBM Netezza supports data decom-
pression, projection, and filtering [Fra14]. Swarm64 supports compression, decompres-
sion, and filtering [Int18b, Xil19].

In what follows, we present a brief description of various platform types and operator
implementations. They are two important characteristics of FPGA-based database accel-
erators, unexplored in previous chapters.

Reference Platform Type
Operator Support

Language Implementation
Sort Aggr. Join

[UIO15] Coprocessor ✓ Verilog
Reconfiguration: sort-merge join and hash
join

[WPC+16] Accelerator Card ✓ ✓ ✓ OpenCL
Reconfiguration: sort-merge, sort-based
aggregation, and hash join

[HSM+13] Accelerator Card ✓ n.d. Hash join
[STM+13, STM+15] Accelerator Card ✓ n.d. Sort-merge
[HANT15] Accelerator Card ✓ n.d. Hash join
[WIA14, WTA13] Smart Storage ✓ Verilog/VHDL Hash-based aggregation
[NSJ13] Network Processor ✓ n.d. Sliding-window nested-loop join
[YKO+14] Smart Storage ✓ VHDL Hash-based aggregation
[MTA09b, MTA10] Network Processor ✓ VHDL CAM-based aggregation
[WFS+19] Smart Storage ✓ n.d. Hash-based aggregation
[CO14] Accelerator Card ✓ ✓ n.d. Sort-merge and sort-merge join
[MTA09a] Coprocessor ✓ VHDL Sliding-window sort-based aggregation
[ABW+16] Accelerator Card ✓ n.d. Hash-based aggregation
[GS21] Network Processor ✓ MaxJ HLD Sliding-window hash-based aggregation
[DZT13] Coprocessor ✓ n.d. Streaming aggregation on pre-sorted data
[SJT+12] Network Processor ✓ n.d. Sliding-window nested-loop join
[SMT+14] Accelerator Card ✓ ✓ n.d. Sort-merge and hash join
[CP16] Coprocessor ✓ n.d. Sort-merge join
Xilinx Vitis GQE [Xil22b, Xil22c] Accelerator Card ✓ ✓ Vitis HLS Hash-based aggregation and hash join
Amazon AQUA [Bar21] Smart Storage ✓ n.d. n.d.

Table 4.1: Past academic and industrial work on database system acceleration on FPGAs,
with a focus on pipeline-breaking database operators. Cells containing n.d. indicate that
the corresponding attribute has not been disclosed.

4.2 PLATFORM TYPE

Platform type defines the position and connections of the FPGA card in a data processing
pipeline. There are 4 common types of FPGA acceleration platforms used with stan-
dalone database systems. They are shown in Figure 4.1.
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Figure 4.1: Various types of FPGA acceleration platforms used for database query pro-
cessing. The CPU and its RAM together form the host (see Section 3.4). The FPGA and
its RAM are placed on an FPGA card. Storage refers to permanent storage, such as hard
disk drive (HDD) or solid-state drive (SSD), commonly referred to as the disk in database
system literature.

4.2.1 Accelerator Card

In accelerator card platforms shown in Figure 4.1(a), the FPGA card is connected via PCIe
or UPI to the host server. To execute an operator, input data is copied from the host RAM
into the FPGA RAM. The FPGA then execute the operator, before copying the results back
to the host memory. Note that the copying of data is not necessary anymore. Indeed,
shared virtual memory featured in modern FPGAs gives them direct access into shared
regions of the host memory [VMB19, Cor14, Sch22].

Accelerator card platforms are easy to setup as they can be simply plugged into most
motherboards’ PCIe slots. This has made them very popular in past research. The authors
of [PHL18, WPC+16] use a DE5Net acceleration card with an Intel® Stratix® V FPGA and
4GB of RAM. The card is connected to the host via an 8-lane PCIe Gen 2 edge connector
with a peak bi-directional bandwidth of 4 GB/s [Inc18]. They transfer input data over
PCIe to the FPGA RAM before executing a query. The results of the query must then be
transferred back to the host. In [HSM+13], an Intel® Stratix® IV GX530 FPGA card sup-
porting an 8-lane PCIe Gen 2 connector is used for accelerating the join operator [Cor10].
The design streams 4KB database pages (containing rows) from host memory directly
into the FPGA. The FPGA then decomposes the rows into 2 parts: (1) key columns rel-
evant to the join operator are kept on the FPGA and advance through the processing
pipeline, (2) value columns are stored on the FPGA RAM, later to be united with the re-
sults of the join. The authors of [HANT15] use the Convey-MX platform composed of 2
Intel® Xeon® E5-2643 processors and 4 Xilinx Virtex-6 760 FPGAs for join processing. The
main memory, although entirely accessible by both the FPGAs and the CPUs, is divided
into two regions connected through PCIe. The FPGAs (resp. CPUs) have fast DDR3 ac-
cess to the hardware (resp. software) region of the memory. Cross accesses are slower
as they must go through PCIe. Although the FPGAs can be setup as coprocessor sharing
both memory regions with the CPUs, they are seemingly used by the authors as acceler-
ator cards with their own dedicated memory. In [ABW+16], a more recent version of this
setup called Convey HC-2ex is used to accelerate the aggregation operator [Con12].
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4.2.2 Coprocessor

In coprocessor platforms shown in Figure 4.1(b), the FPGA is seen as "another" processing
unit working on the same copy of data as the CPU. The CPU RAM is therefore shared
with the FPGA.

The authors of [UIO15] execute joins on an accelerator card with two FPGAs: (1) a Stratix
IV SE360 FPGA manages communication between the host and the FPGA Card, handling
memory transactions for (2) a Stratix IV GX530 FPGA that performs the actual join. In the
Xilinx XUPV2P platform used in [MTA09a], both the CPU and the FPGA are on a single
chip connected to main memory through a shared bus. The CPU system consists of two
PowerPC 405 cores directly wired to the FPGA fabric [Xil11b]. Much like DSPs discussed
in Section 3.1.3, these are efficiently-implemented hard IP cores permanently instantiated
on the FPGA. The authors propose multiple FPGA architectures. In their most efficient
architecture, the CPU (much like a typical host system) simply configures and launches
the FPGA to read, process, and write back data from and to the shared RAM. Another
interesting type of coprocessor platform is based on Intel’s Xeon+FPGA [OSC+11] archi-
tecture. It is used in [OSKA17] to perform arithmetic, filtering, and skyline operators.
The setup consists of a two-socket server with an Intel Xeon E5-2680 CPU in one socket
and an Intel Stratix V FPGA in the other. The CPU has fast (25 GB/s) DDR access to
the shared main memory. The FPGA can access the memory through a slower (6 GB/s)
Intel QuickPath Interconnect (QPI) link connecting the two sockets. The CPU uses a task
queue to configure and launch the FPGA. IBM’s Power8 CAPI provides a coprocessor
type architecture similar to Intel’s Xeon+FPGA platforms [SBJS15].

Note that many accelerator card platforms can also be used in coprocessor mode, making
it hard to distinguish between the two. We define a coprocessor platform as one where
the FPGA does not use (or simply lacks) dedicated memory.

4.2.3 Smart Storage

Smart storage platforms, shown in Figure 4.1(c), are typically used for accelerating disk-
oriented database systems (see Section 2.1.2). Here, the FPGA is placed as a bump-in-
the-wire device between the disk (or any other storage medium) and the host, providing
two types of functionalities [FMH+20]:

• Operator acceleration: Some database operations can be offloaded to the FPGA for
efficient near-storage processing, freeing the CPU.

• Bandwidth amplification: Compression/decompression can be applied by the
FPGA to the data moving between the disk and the CPU, effectively increasing the
bandwidth of the storage system.

This architecture allows the disk and the FPGA to act together as a "smart storage" sys-
tem, capable of both storing and (to some extent) processing data.

The authors of [WIA14] use a Virtex 5 XC5VLX110T FPGA, connected via Gigabit Ether-
net to the host and via SATA II to a 256 GB SSD, for executing the projection, filtering,
and aggregation operators while transferring data from the SSD to the host. In [YKO+14],
Stratix IV GX FPGAs are placed between an array of flash storage devices and the host.
The FPGA can perform aggregations on data extracted from flash storage while it is being
transferred via a 4-lane PCIe Gen 2 connector to the host. The platform used in [WFS+19]
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has the host connected to a PCIe enclosure [Epr18] containing two Stratix V GX FPGAs
and two Intel DC P3700 SSDs with a capacity of 800 GB each. The FPGA platform can
execute the filter and aggregation operators while copying data from the SSDs to the host.

Most commercial database accelerators are smart storage platforms. IBM Netezza per-
forms decompression, projection, and filtering on data extracted from storage [Fra14,
FMH+20]. Amazon AQUA acts as a layer between permanent storage and Ama-
zon Redshift compute clusters, performing aggregation and filtering during data re-
trieval [Bar21].

4.2.4 Network Processor

Network processor platforms, shown in Figure 4.1(d), have a direct connection to a network
where they receive input data. After processing the input, the results are transmitted to
the host. FPGA-host communication may go through network, PCIe, or other mediums.
Network processor platforms are typically used for executing sliding-window operators
on a stream of rows or events.

The authors of [NSJ13] transmit a stream of events over Gigabit Ethernet to the Virtex-5
XC5VLX50T FPGA onboard a Xilinx ML505 board [Xil11a]. The FPGA can perform pro-
jections, selections, and sliding-window joins on the stream of events. The result is also
sent via Ethernet to a host computer. The ML505 board is also used in a similar config-
uration in [MTA10] for executing the projection, selection, and aggregation operators on
stock data received from the network. The only difference is that the FPGA sends the
results of the computation, not via Ethernet, but rather a serial line to the host. The au-
thors of [GS21] perform Ethernet-to-Ethernet sliding-window aggregation on a Maxeler
N-series ISCA (MAX4AB24B) FPGA card. The card provides its Intel Stratix V (5SGXAB)
FPGA with 10 Gigabit Ethernet connectivity for both receiving input data and transmit-
ting aggregation results.

4.3 IMPLEMENTATION

Database operators can be implemented in many ways. Here, we focus on FPGA-based
implementations. They can achieve great performance by benefiting from the wide array
of resources provided by FPGAs, yet must face a few challenges unique to their utiliza-
tion.

In Section 4.3.1, we present simple but descriptive methods to implement pipeline-
breaking database operators. They help us better understand these operators before
introducing more efficient and popular implementation techniques in Sections 4.3.2
and 4.3.3. Finally, methods for combining different implementations on FPGAs are dis-
cussed in Section 4.3.4.
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Figure 4.2: Examples of sort-based and hash-based aggregation and join operator exe-
cution: (a)Table R, (b)Table S, (c)Sorted table R, (d)Sorted table S, (e)5-entry hash table
using hash function h(x) = x%5 and containing all rows of R, (f)Aggregation of R, (g)Join
of R and S.

4.3.1 Loop-based implementation

A straightforward, yet inefficient way to implement pipeline-breaking database opera-
tors is via nested loops. The sort operator can be implemented using the insertion sort
algorithm with the outer loop selecting an unsorted row, and the inner loop inserting it
into its correct position in the already sorted portion of the table [CLRS09]. For aggre-
gations, the outer loop selects an unprocessed row, and the inner loop searches for its
group (if any) in the list of processed rows. For a join of tables R and S, the outer loop
selects an unprocessed row from table R while the inner loop searches for a matching
row in S. This algorithm is called nested-loop join [GUW09]. Given the quadratic time
complexity of these algorithms, they are seldom used in high-performance database sys-
tems. However, thanks to their simplicity, they are employed in a few FPGA platforms
for executing sliding-window operators [NSJ13, SJT+12]. Nested-loop joins are also used
as a fallback option to implement arbitrary join conditions (not simply equality-based
joins) or Cartesian products, when more efficient algorithms fail.
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4.3.2 Sort-based Implementation

Sorting is an important operation in database query processing. It is not only a database
operator itself, but also a preprocessing step offering an efficient way to execute many
other operators, as explained later in this section [DGN23, Gra06]. Sort-merge is the most
popular FPGA-based sorting algorithm. In sort-merge, a streaming sort phase transforms
a table into small runs of sorted rows. The size of the sorted runs depends on the algo-
rithm and the amount of FPGA resources allocated to it. The runs are small enough that
they can be sorted very efficiently on the FPGA itself, i.e., without transferring data or
intermediate structures back and forth from the FPGA RAM. The sorted runs are typi-
cally stored on the FPGA RAM. A subsequent merge phase merges the sorted runs until,
eventually after multiple passes, the sorted output is produced. Multi-way merging is a
common method to accelerate this step. Indeed, a nw-way merger requires ⌈lognw

(nr)⌉
passes to merge nr sorted runs. Therefore, increasing nw has an exponentially posi-
tive effect on merge performance. Sort-merge is inspired by external sorting described
in [Knu73, HS76]. We study and explore sort-merge extensively and from different an-
gles in Chapters 6, 7, and 8.

Sorting can be used to simplify the processing of complex pipeline-breaking operators.
Indeed, aggregation and join become single-pass algorithms on sorted tables [GUW09].
An example is shown in Figure 4.2. Consider the Aggrk,sum(v)(R) operator. We start by
sorting table R according to key column k. In the sorted table, shown in Figure 4.2(c), all
rows belonging to the same group are placed next to each other. All that remains is to
traverse the sorted table to accumulate neighboring rows with the same key column. This
can be done in a streaming fashion, where we keep the last-seen row as state, bring in the
next one to compare and (potentially) accumulate, before setting it as the new last-seen
row. Basically, sorting does all the heavy lifting. The result of the aggregation operator is
shown in Figure 4.2(f).

Now consider the Joink(R, S) operator. Again, we start by sorting both input tables R
and S according to the join key k. The results of the sorts are shown in Figures 4.2(c) and
4.2(d), respectively. We then traverse both tables at the same time, looking for matching
rows which we combine to produce the join result. For M : N joins with both M and
N > 1, it might be necessary to backtrack while traversing the sorted input tables in
order to get all the join results. The result of the join is shown in Figure 4.2(g). This
algorithm is called sort-merge join.

The authors of [STM+13, STM+15, SMT+14] propose sorting using the tournament tree
sort algorithm [Knu73]. They instantiate two tournament tree sorters, each producing
sorted runs of minimum 16K rows. The outputs of the two sorters are immediately
merged, producing larger sorted runs of at least 32K rows, before being sent to the host.
Using two sorters, they can process 1 row every 7 clock cycles instead of every 15 clock
cycles, allowing them to saturate their PCIe bandwidth. For sorting large tables, they re-
quire the host to run a (potentially) multi-pass merge phase on the sorted runs produced
by the FPGA.

An implementation of sort-based aggregation is proposed in [DZT13]. Here, the authors
assume that the data is either sorted to begin with or sorted at runtime by the host, before
being transferred to the FPGA. The FPGA then streams in the sorted rows, aggregating
them using the technique described earlier in the section.

The authors of [CO14] use sort-merge for executing the sort and the join database opera-
tors. Their high-performance merge tree implementation is capable of merging multiple
(narrow) rows at the same time. The very first merge pass uses a small sorting network to
produce the initial sorted runs which are directly (i.e., without going through RAM) fed
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to the merge tree [Bat68, MTA12]. Multi-way merging is used to reduce the number of
merge passes necessary to process large tables. They propose a 3-FPGA setup for process-
ing joins. 2 of the FPGAs sort an input table each, streaming the result to a third FPGA
which materializes the result of the join. Sort-based joins are also attempted in [CP16].
The FPGA produces sorted runs using folded bitonic sorting networks. The sorted runs
are then transferred to the host for both merging and to perform the join operator.

4.3.3 Hash-based Implementation

An alternative way to implement complex pipeline-breaking database operators is
based on hashing [GUW09]. The process is exemplified in Figure 4.2. Consider the
Aggrk,sum(v)(R) operator. We start by instantiating an empty hash table. We then in-
sert every row of R into the hash table: A row is inserted into the entry specified by the
hash of its key. Here, we simply use a modulo (%5) hash function. For instance, row
(26,3) is inserted into the hash bucket at index 26%5 = 1. The resulting table is shown
in Figure 4.2(e). At this point, all rows belonging to the same group are in the same hash
bucket. We complete the aggregation process by accumulating the rows belonging to the
same group in every non-empty bucket. In case hash collisions occur, i.e., rows with dif-
ferent keys are mapped to the same bucket, care must be taken not to accumulate rows
belonging to different groups. An almost universally applied optimization is to accumu-
late the rows belonging to the same group, while inserting them into the hash table. This
often results in lower memory consumption and higher performance of the aggregation
operator. The result of the aggregation operator is shown in Figure 4.2(f).

Now consider the Joink(R, S) operator. Like the aggregation operator, we start by in-
stantiating and populating a hash table with the rows of table R. This process is called
the build phase, and table R the build relation. In the subsequent probe phase, for each row
of S, we perform a lookup inside the hash table trying to find matching rows from R.
The matching rows are paired and output as part of the join result. Table S is called the
probe relation. The result of the join operator is shown in Figure 4.2(g). This algorithm is
commonly referred to as hash join.

Smart storage platforms using hash-based aggregation are introduced in [WIA14,
WTA13, WFS+19]. The authors propose implementations using either the BRAMs or
the DRAM of the FPGA for storing the hash table. The hash table can hold a single row
per bucket. In case of hash collisions, they forward the colliding row to the host, later
to be aggregated in software by the CPU. Another smart storage platform described in
[YKO+14] uses a register array to store the hash table. They use the key of a row as
its index into the hash table, i.e., the identity function is used for hashing. This works
well with keys limited to a relatively small range of values. The authors of [ABW+16]
use content-addressable memories (CAMs) as a cache for the hash table, which is itself
stored in the FPGA RAM. The goal of the cache is both to improve memory access per-
formance and to provide synchronization mechanisms (e.g., locking) between multiple
inserting rows trying to access the same bucket in the memory.

The authors of [HSM+13, SMT+14] accelerate the join operator using hash-based tech-
niques. They start by streaming the rows of the build relation from the host onto the
FPGA. The latter extracts the join keys from the rows before storing them on the FPGA
RAM. Every key along with a pointer to its corresponding row in memory is then in-
serted into a hash table on the FPGA. The hash table is implemented using two data
structures. A bit vector indicates whether a given bucket of the hash table is valid (i.e.,
non-empty), and if so returns a pointer to the head of a linked list in the address table.
The address table stores the buckets as linked lists of rows. Both structures are stored
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on FPGA BRAMs for fast access. After the build phase, the probe relation is streamed
into the FPGA with every row triggering a hash table lookup. Matching rows are paired
and streamed out of the FPGA as the join result. A pairing requires the payload of the
row from the build phase to be fetched from the main memory. Hash-based joins are also
attempted in [HANT15]. This time, the hash table is built and stored in the FPGA RAM.
They use multithreading to achieve high performance despite long memory access la-
tency. While a task such as hash table insertion or probing is waiting for memory, it goes
into idle state allowing other tasks to execute and make progress. They hide memory
latency by launching thousands of tasks (or threads) at the same time. Atomic memory
accesses are used as a synchronization mechanism among the threads.

4.3.4 Mixed Implementation

Database queries are composed of many types of operators that a database system must
support. The same is true for accelerators. In order to offer significant performance
improvements, the accelerator must support as many high-impact (pipeline-breaking)
database operators as possible. This is a requirement discussed in length in Section 2.4.
A common challenge faced by the designers is to fit all the circuits used for executing
these operators on the FPGA. They have come up with a few solutions described in this
section.

Reconfiguration or reprogramming is a property unique to FPGAs. It can be leveraged
to run different operators or even different implementations of the same operator on a
single FPGA. In [UIO15], an FPGA image running hash joins and another running sort-
merge joins are prepared and ready to be programmed onto the FPGA. They choose an
image depending on the characteristics of the workload. The image is then programmed
onto the FPGA in order to run the operator. A more sophisticated approach proposed
in [WPC+16] combines data processing primitives (e.g., map, filter, scatter, gather, sort,
etc.) to execute database operators. The authors introduce a query plan generator and op-
timizer that determines the best combination of primitives and how they should be par-
titioned into (potentially multiple) FPGA images for executing a particular query. This
means that for every new query, multiple images may need to be synthesized. If more
than one image is involved, FPGA reconfiguration is used to switch between them dur-
ing query execution. The authors of [MTA09b, MTA10] introduce a query-to-hardware
compiler which given a query plan, generates the RTL description of a circuit implement-
ing the plan. The code is then synthesized before being executed on the FPGA. Note that
synthesizing can take hours to complete, meaning that ad-hoc queries are not supported.

Partial reconfiguration is another feature of FPGAs allowing designers to reprogram only
a part of an FPGA while the other parts continue running [VF18, KTB+12, FdSJ19]. It
is used in [DZT13] for processing the filter and aggregation operators. They instantiate
query processing data paths composed of partially reconfigurable slots. Each slot can be
programmed at run time to execute a simple filter operator (e.g., <, >,=, AND, OR), or
two of them can be combined to perform aggregation. For aggregation, they assume the
data to be pre-sorted. While reprogramming a data path, others may continue running.

In Part II of this thesis, we propose resource sharing as a means to support multiple
operators on a single FPGA image. It consists of using an efficient common denomina-
tor algorithm such as sorting for accelerating all pipeline-breaking database operators.
Indeed, after the input is sorted, aggregations and joins become simple streaming oper-
ators requiring few FPGA resources to implement. We take this idea to the extremes by
ingraining elements of the aggregation and join operators across the entire sort pipeline.
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4.4 A NOTE ON QUANTITATIVE PERFORMANCE COMPARISONS

In our presentation of related work in this chapter, we have not shown any performance
numbers for comparing existing accelerators. In fact, it is almost impossible to compare
these accelerators based on benchmarks published in past research. There are a few rea-
sons behind this. First, there is an extreme variety of FPGA platforms used in these bench-
marks. The platforms are different in the number and size of FPGAs, the FPGA family,
the implementation frequency, the number and capacity of the RAMs connected to the
FPGA, the bandwidth between the FPGA and its RAM, the bandwidth of the PCIe bus,
the network speed, etc. Second, there is no standardized dataset used by these bench-
marks. This is in part due to the wide range of capabilities offered by various platforms.
Standardized TPC-H benchmarks commonly used for benchmarking database systems
are often too complex to execute on an accelerator [Cou22]. Finally, there is a lack of
platform-independent performance metrics such as [number of clock cycles / processed
row] in current benchmarks.

In order to provide a fair comparison between these accelerators, they must all be bench-
marked on the same FPGA platform. This leads to a new set of challenges, the most
important being the lack of open source. A full re-implementation may not match the
original code as a lot of implementation and optimization details are missing in research
papers. Even if the original code is available, it might require a lot of effort to optimize
for a given FPGA platform.

We believe benchmarking against state-of-the-art software database systems to be the
best approach for evaluating accelerators. This also aligns with the ultimate goal of ac-
celerators, that is to improve the performance of their host. Nonetheless, we refer the
curious reader to [FMH+20] for some performance numbers on current FPGA-based
database system accelerators.
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In Chapter 1, we defined a set of requirements for accelerating in-memory database sys-
tems. In this chapter we use our knowledge of database systems (Chapter 2), FPGA
development (Chapter 3), and related work (Chapter 4) in order to transform those re-
quirements into specific objectives and design guidelines. This allows us to sketch out a
high-level architecture for our FPGA accelerator, leaving it to the chapters that follow to
fill out the specifics.

5.1 FROM REQUIREMENTS TO OBJECTIVES

The accelerator requirements defined back in Chapter 1 are based on the context of our
research and the type of database system and workload we want to accelerate. They are
summarized below:

• Reqmt 1: The accelerator must be able to process a reasonable number of database
operators while also being extensible (through modularity) to support new opera-
tors in the future. The operators must be able to process a diverse range of tables
that have different depths, widths (or number of columns), and data types.

• Reqmt 2: Priority must be given to database operators whose acceleration has the
greatest positive impact on the execution time of database queries. The accelerated
operators should run reasonably faster than state-of-the-art database systems run-
ning on traditional (CPU-based) computers.

• Reqmt 3: The architecture must be flexible enough to allow deployment on different
FPGA platforms.

• Reqmt 4: The target platform type must be suitable for accelerating in-memory
database systems.

• Reqmt 5: The accelerator must be able to serve multiple clients in parallel.

Reqmt 1 and Reqmt 2 focus on the choice of the operators to support. In Section 2.4, we ar-
gued that accelerating pipeline-breaking database operators is our best bet to offer great
performance while covering various analytical workloads. We target the sort, aggrega-
tion, and join operators which are computationally expensive and frequently used in
most analytical queries.

In order to comply with Reqmt 1, we would like our accelerator to support all three of our
target operators at the same time. However, as explained earlier in Section 4.3.4, FPGAs’
limited resources make this a real challenge. Fortunately, a common denominator for
processing all these operators is sorting. Indeed, a high-performance sort-merge imple-
mentation can be used for accelerating the sort, join, and aggregation operators (see Sec-
tion 4.3.2). Moreover, as we shall see in Chapters 7 and 8, sort-based database processing
allows us to process arbitrarily deep and wide tables. We therefore use sort-based imple-
mentations of our operators allowing them to benefit from a shared sort-merge instance.
Note that we still require the FPGA to execute these operators in their entirety. We do not
want the accelerator to rely on host pre- or post-processing for operator execution, as it
closes doors to holistic query execution on the FPGA. Finally, to enable and ease exten-
sions to our platforms, we promote modular designs with standardized interfaces. This
allows new operators to be easily integrated into the sort-merge pipelines. Furthermore,
it simplifies the process of updating existing modules, such as ALUs, in order to include
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more features, such as support for additional data types. The choice of our implemen-
tation strategy will be discussed and justified in much greater detail in Chapter 7 where
we consider and compare many alternatives.

Reqmt 3 and Reqmt 5 may be satisfied thanks to the decisions we made earlier. Indeed,
sort-merge is a highly flexible algorithm, where both the sort and the merge phase can
use a number of different implementations with various area/performance characteris-
tics. Thanks to this, and the fact that our operators can share a single sort-merge instance,
we design resource-efficient accelerator "cores" capable of processing these operators at
various area/performance points. This offers us the flexibility we need to potentially de-
ploy on different FPGA platforms. It also allows us to provide multi-client support by
instantiating multiple cores on the FPGA. Although this idea may seem a bit supposi-
tional, we shall see in Chapter 7 that it works well in practice.

Now all that remains is Reqmt 4, ensuring that the target FPGA platform is optimal for
in-memory database system acceleration. Platform types are described in Section 4.2.
In-memory database systems store their data in the main memory of the host (see Sec-
tion 2.1.2). This eliminates both smart storage and network processor platforms as po-
tential candidates. Modern coprocessor and accelerator card platforms give the FPGA
access to the host CPU RAM. Accelerator cards additionally provide the FPGA with fast
multi-channel dedicated RAM. The DDR link between the FPGA and its RAM has higher
bandwidth than the PCIe or QPI link between the FPGA and the CPU RAM. Moreover,
a dedicated FPGA RAM reduces the load on the CPU RAM which can be used for other
tasks. In a nutshell, an accelerator card platform provides a superset of the features of a
coprocessor platform with the addition of higher memory bandwidth; much appreciated
for accelerating memory-intensive database workloads. Therefore, we target our design
towards accelerator card platforms.

To summarize, our objective is to design a resource-efficient sort-based database query
processor that can accelerate the sort, join, and aggregation operators. The architecture
should be flexible and modular, and support parallelism through multiple clients. The
design must run on accelerator card platforms.

5.2 ARCHITECTURE OVERVIEW

In Section 5.1, we hypothesized that a database system accelerator based on the sort-
merge algorithm is best suited for efficiently processing our target pipeline-breaking
database operators. As a result, the architecture of our accelerator is centered around the
sort-merge algorithm. Sort-merge consists of a sort phase producing sorted runs and a
merge phase for merging them. The details of the algorithm are described in Section 4.3.2.
The input table, sorted runs, intermediate merge results, and the final sorted table are all
placed on the FPGA RAM. Therefore, splitting the sort-merge implementation into a sort
pipeline and a merge pipeline seems natural. The architecture is shown in Figure 5.1.

The Sort-Network executes the sort phase of the sort-merge algorithm. The Load module
is configured to read a table from FPGA RAM and stream its rows into the pipeline. The
pipeline may consist of a series of processing steps (e.g., projection, filtering, caching, ...)
but ends with the Sort module producing the sorted runs and the Store module which
stores them back on the FPGA RAM.

The Merge-Network executes the merge phase of the sort-merge algorithm. The Load mod-
ule provides the Merge module access to a set of sorted runs, which are merged by the
latter before continuing their way down the pipeline. The remainder of the pipeline may
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Figure 5.1: Overview of the architecture of our accelerator. The Sort- and the Merge-
Network implemented on the FPGA execute the sort and the merge phases of the sort-
merge algorithm, respectively. They are both pipelined, and read and write their data
from/to the FPGA RAM.

consist of several processing steps for executing database operators such as aggregation,
join, filtering, projection, etc. The rows are ultimately stored back on the FPGA RAM
through the Store module.

In itself, the architecture offers 2 methods to improve sort-merge performance. First, each
of the networks has a pipelined design, allowing it to process up to one row per clock
cycle. We call this line-rate processing. Second, the two networks can work in parallel,
allowing the FPGA to sort two tables at the same time: After the Sort-Network is done
producing the sorted runs of the first table, it moves onto the second table while the
Merge-Network starts merging those sorted runs.

In order to achieve modularity and extensibility, we require all modules in the pipeline
to have a standard handshaking ready/valid interface [ARM20]. Moreover, they must be
bypassable, i.e., if a module is not needed for a particular task, data should still be able to
move through (or around) it without being modified.

Finally, a resource-efficient implementation of the networks on a large FPGA should al-
low us to instantiate multiple instances of each of them, enabling the accelerator to ex-
ecute multiple operators at the same time. This is an efficient way to support multiple
clients.

Throughout the following chapters, we will present alternative and improving versions
of this architecture. The sort-merge algorithm will, however, remain the centerpiece of
our accelerator.

5.3 OUTLINE OF PART II

Database system designers, who typically have a software background, are naturally
drawn to HLS methodologies for FPGA acceleration. In Chapter 6, we compare tra-
ditional RTL programming with HLS in the context of database system acceleration.
We propose a simple sort-merge architecture and implement it using both VHDL and
OpenCL. The implementations are then compared in terms of performance, resource
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utilization, and development effort. This helps us choose a programming methodol-
ogy for designing our own accelerator. Chapter 6 is based on our publication in Da-
MoN’20 [MFLM20].

In Chapter 7, we propose the first version of our database system accelerator. It is based
on the sort-merge algorithm, can execute the sort, aggregation, and join operators, and is
able run up to 12 queries in parallel. MSM is the name of our row-oriented database sys-
tem accelerator. It is on average 5× faster than the state-or-the-art in software. Chapter 7
is based on our publication in DaMoN’21 [MFL+21].

MSM is capable of processing arbitrarily deep tables, as long as the width of the table
is smaller or equal to the width of its data path. In Chapter 8, we propose an algorithm
allowing MSM to process arbitrarily wide tables. In order to efficiently implement the
algorithm, we convert MSM into a column-oriented database accelerator. The new plat-
form, called MSMK, has performance equivalent to that of MSM. Chapter 8 is based on
our publication in FCCM’22 [MFM+22].

In Chapter 9, we focus on the aggregation operator alone. We propose caching for early
aggregation, resulting in a hybrid hash- and sort-based aggregation algorithm. The new
implementation, called CbMSMK, achieves up to 3 times higher aggregation perfor-
mance compared to MSMK. Chapter 9 is based on our publication in FPGA’23 [MMF+23].

Chapter 10 is the concluding counterpart to the current introductory chapter. There, we
present a brief summary of our final architecture along with some TPC-H benchmarks
showcasing its capabilities. We finally revisit the requirements and objectives defined in
this chapter to examine the extent to which they are satisfied.
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Writing an RTL description for programming FPGAs requires deep knowledge of digital
design and HDLs. Intel® OpenCLTM is a mature HLS platform allowing designers to im-
plement their architecture using the relatively high-level C programming language. In
this chapter, we conduct a comparative analysis of OpenCL- and RTL-based implemen-
tations of sort-merge primitives, including a novel heapsort algorithm. We quantitatively
compare their performance, FPGA resource utilization, and development effort. Our re-
sults show that while requiring comparable development effort, RTL implementations of
critical primitives used in the sort-merge algorithm achieve 4× better performance while
using half as much the FPGA resources.

Note that parts of the material presented in this chapter have been previously published
in DaMoN’20 [MFLM20].

6.1 PROGRAMMING FPGAS

The difficulty to program FPGAs is an important obstacle on their way to ubiquity.
Indeed, programming FPGAs requires knowledge of digital design and HDLs for de-
scribing an architecture at the RTL abstraction. One solution is to use HLS tools such
as OpenCL-based programming platforms. OpenCLTM is a standard for parallel pro-
gramming of accelerators such as multi-core CPUs, GPUs, and FPGAs [Inc20]. OpenCL
programs are composed of multiple functions (i.e., kernels or modules) in C, running
in parallel and communicating via channels or DDR RAM. The Intel® FPGA SDK for
OpenCL (or simply OpenCL in the remainder of this chapter) is a platform for synthe-
sizing, executing, and diagnosing OpenCL programs on Intel® FPGAs. Similar tools are
available from other vendors. Two other notable C-based HLS tools are Vitis HLS from
Xilinx [Xil22a] and Catapult from Siemens [Sie21]. Intel itself is developing a SYCL-based
successor to OpenCL using oneAPI [Int23]. These tools offer functionality and capabili-
ties that are comparable to those from OpenCL, which will be the focus of this chapter.

OpenCL promises several advantages compared to RTL [Int13] resulting in a gentler
learning curve (specially for software developers), reduced development effort, and
portability across OpenCL-enabled FPGAs. However, programming FPGAs using soft-
ware programming languages like C, even on highly parallel platforms such as OpenCL,
limits their capabilities. Indeed, one of the greatest advantages of FPGAs compared to
CPUs and GPUs is that they can run any hardware architecture; therefore, provide a
tailored execution model based on the problem at hand (see Chapter 3). RTL-based lan-
guages offer the designer a great deal of control over FPGA resources to define a suitable
architecture. In contrast, the architecture generated by OpenCL is limited by its expres-
siveness. OpenCL was initially developed for multi-core CPU and GPU acceleration and
with their fixed architecture in mind [The08]. Therefore, despite the FPGA-specific fea-
tures added to the platform [Int19], it might not always be able to generate a suitable
architecture. In fact, given the large design space provided by FPGAs, an exhaustive
exploration by OpenCL (or HLS tools in general) proves impossible in practice.

In this chapter, in addition to testing some of the claims on the advantages of employing
OpenCL instead of RTL, we set out to quantify the disadvantages entailed by its usage.
More specifically, we compare the performance, resource utilization, and required de-
velopment effort of OpenCL and RTL implementations of the sort-merge algorithm. We
chose this algorithm because in addition to being one of the most common and critical
functions in many data and query processing pipelines [STM+13, CO14, TW13, UIO15,
WPC+16]; its main primitives, i.e., sorting and merging, represent respectively compute-
and memory-intensive workloads very well. Therefore, our OpenCL vs. RTL benchmarks
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for these primitives would be good indicators of performance for other database pro-
cessing tasks in OpenCL compared to RTL. Furthermore, since sort-merge will serve as
the foundational building block of our database system accelerator (as outlined in Sec-
tion 5.1), these benchmarks will help us in selecting the most optimal implementation for
our platform.

In Section 6.3, we propose a high-performance scalable sort-merge algorithm capable of
sorting large datasets. We also introduce a novel heapsort architecture that eliminates
data hazards while sorting small runs of data. In Section 6.4, we benchmark the perfor-
mance and resource utilization of our OpenCL-based implementation of sort-merge. We
then replace the sorter and merger modules with their equivalent in RTL and present
benchmarks comparing the two. We finally compare the initial OpenCL-based imple-
mentation to the now hybrid OpenCL-RTL implementation. In Section 6.5, we discuss
our results and present some recommendations on developing high-performance FPGA
solutions with OpenCL and RTL.

6.2 RELATED WORK

There is a variety of prior work discussing sorting on FPGAs [STM+13, CO14, TW13,
UIO15, WPC+16]. They all focus on a particular hardware platform and programming
language to implement a sorting algorithm. There has also been research comparing the
performance of other (than OpenCL) HLS tools (e.g., Vivado® HLS, LegUp, Bluespec)
to that of RTL for many algorithms [CDL11, ANA10]. Comparisons between these HLS
tools often show that they result in varying degrees of performance depending on their
maturity, supported features, target applications and input language [ANS+14, NSP+16,
HWFH08].

To the best of our knowledge, we are the first to compare the performance, resource
utilization, and development effort of OpenCL and RTL implementations of a generic
sort-merge algorithm. In what follows, we introduce related work comparing OpenCL
and RTL implementations of other algorithms.

The authors of [ANS+14] compare the OpenCL and RTL implementations of bitonic
sorting networks and linear sorters. For bitonic sorting, RTL achieves 28× higher per-
formance while using 50% of the resources used by OpenCL. For linear sorting, RTL
achieves 2× higher performance while using 10% of the resources used by OpenCL. In the
domain of image processing, the authors of [HCGL15] observe that typical OpenCL ker-
nels for edge detection and feature extraction achieve similar performance to their VHDL
counterparts but at the cost of 2 to 3 times additional resources. For convolutional neural
networks, the authors of [MSC+16] observe 1.9× performance improvements achieved
by using RTL compared to OpenCL. Finally, in the domain of high-energy physics for
floating-point pipelines with low execution hazards, the author of [Fae17] reports a 1.3×
performance boost from OpenCL to RTL.

6.3 ARCHITECTURE

In this section, we outline our sort-merge architecture and describe its constituent mod-
ules and the flow of data among them. We then explain in more detail the design of two
of our key modules: sorters and mergers. We conclude this section by explaining how
our architecture enables resource adaptability and scalability in both input data size (i.e.,
input cardinality) and input data width (i.e., key size).
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Figure 6.1: Sort-merge architecture used for comparing RTL (VHDL) and HLS (OpenCL)
methodologies in the context of database system acceleration.

6.3.1 Global Architecture

Figure 6.1 shows our sort-merge architecture with 4 Sorter and 2 Merger modules. We
assume the input data to be initially placed on the FPGA RAM. The Access module reads
the data and passes it down in a round-robin fashion to the Distributors. The Distributors
in turn pass the data to the Sorters which sort the data in BRAM and write the sorted runs
to the FPGA RAM. Note that depending on the number of Sorters, we can have a network
of Distributors structured like a binary tree.

Once a round of sorting finishes, i.e., every Sorter has written a sorted run to the FPGA
RAM, the Sorters notify the Merge Strategy module to start merging the currently available
sorted runs. They then start the next round of sorting. In the meantime, after being
notified by the Sorters, the Merge Strategy calculates which addresses need to be merged
and sends them, as jobs, to the Merge Scheduler. The latter distributes the jobs to the
Mergers as they become available. Finally, when a stage of merging finishes, the Merge
Synchronizer notifies the Merge Strategy so it can launch new jobs for the next stage.

The arrows in Figure 6.1 represent FIFO buffers that can be implemented in OpenCL as
channels or pipes. They pass data among modules without the need for a shared memory
space. A FIFO buffer is commonly referred to as a queue for short.

To add context relative to the sort-merge architecture introduced in Chapter 5, note that
in Figure 6.1 the modules placed above the DDR Memory Controller make up the Sort-
Network, and the ones below the controller the Merge-Network. The DDR Memory Con-
troller provides access to the FPGA RAM.

6.3.2 Sorter Architecture

When designing an on-chip sorting algorithm on FPGAs, one considers performance,
resource efficiency, and scalability in input cardinality as well as key size. Our additional
challenge was to make sure OpenCL is expressive enough for efficiently describing the
architecture of the algorithm.

With these objectives in mind, we immediately dismissed sorting networks and linear
sorting because of the amount of FPGA resources they require, especially for large input

64 Chapter 6 Comparative Analysis of OpenCL and RTL for Sort-Merge Primitives on FPGAs



cardinalities. In fact, a bitonic sorting network requires O(n log2(n)) comparators and a
linear sorter O(n) comparators in order to sort n numbers. Among traditional sorting
algorithms that require O(1) comparators, we only considered those with a worst-case
complexity in O(n log(n)). This of course also excludes quicksort because its worst-case
complexity can reach O(n2). Between mergesort and heapsort, we opted for heapsort be-
cause of its memory (BRAM) efficiency, given that an efficient mergesort implementation
requires an intermediate result buffer equal in size to the input data. In what follows, we
propose our heapsort algorithm. It is scalable, pipeline efficient (no execution hazards
or stalls), as well as memory efficient (no need for memory duplication or any special
type of on-chip memory). Moreover, it is a traditional sorting algorithm designed for ex-
ecution by CPUs. Therefore, OpenCL is expressive enough to describe it as efficiently as
RTL. Our heapsort algorithm uses a min-heap in order to output data in ascending order.

The heapsort algorithm can be divided into two phases: In phase 1, at each iteration, the
algorithm accepts a new input and inserts it into the heap. With n the total size of the
heap, for every new input it takes up to log(n) reads, log(n) writes and log(n) compar-
isons for the heap property to be valid again. Indeed, the ith input must be compared
with the ancestors of the ith position in the heap until one that is smaller, say at position
k, is found. Then all ancestors connecting position i to k should be shifted down for the
new element to become the direct child of position k. In a pipelined implementation, this
requires a read, a comparison with the new element, and ultimately a write to the lower
position for each ancestor. Finally, a single write is required to insert the new element in
its proper position. Because the paths of the reads, writes and comparisons in the heap
are deterministic (starting from the parent of position i, from child to parent, up to the
root), this results in a fully efficient stall-free execution pipeline. For the same reason,
we can guarantee full pipeline efficiency even with multi-cycle comparators needed to
compare larger data types, resulting in key width scalability. Moreover, given that at ev-
ery clock cycle a single read and write is required, a simple dual-port BRAM available
on almost all FPGAs is sufficient. Overall, this phase of the algorithm requires at most
log(n) + p clock cycles to insert a new element where p is the pipeline depth accounting
for the fixed cost of initially filling the execution pipeline.

In phase 2 of the algorithm, at each iteration, the root (being the smallest element in the
heap) is removed and output. Next, the current last element, say at position i, must be
compared with both children lc and rc of the root for the smallest of the three to become
the new root. If it happens to be element i, the iteration is finished. If, however, the
smallest is one of the children, say lc, then i needs to compete with the children of lc for
its old position. This process must continue until the element at position i becomes the
smallest in comparison with its children, or when it becomes a leaf again. In a pipelined
implementation, an iteration requires up to 2 log(n) reads to access the siblings, 2 log(n)
comparisons to find the smallest of the three elements, and log(n) writes for the smallest
of the three elements to then be written at the available position, at each level of the heap.

The second phase of heapsort as presented here has two main inefficiencies. In what fol-
lows, we shall discuss these inefficiencies and propose optimizations to overcome them.

Dual-Memory Optimization

The first observed inefficiency is that the second phase requires two BRAM reads and
one write at every level of the heap. Simple dual-port BRAMs (i.e., BRAMs used in
simple dual-port mode described in Section 3.1.2) readily available on all FPGAs require
stalling the pipeline until all 3 operations are done. Thus however, the execution pipeline
needs twice the number of clock cycles to handle an iteration of phase 2 of the algorithm,
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Figure 6.2: An example of the memory model used by our heapsort algorithm. Left
memory (LM) and right memory (RM) are used to store the left and right siblings in the
heap, respectively. The left smaller-than right memory (LSRM) indicates, for each pair of
siblings, whether the left sibling is smaller than the right one.

compared to a phase 1 iteration. Although quad-port BRAMs available on most modern
FPGAs can solve this issue, a simpler yet more elegant solution is to arrange the memory
differently.

The solution is based on the observation that the two reads at every level of the heap
are to two siblings. Therefore, by storing the heap in two simple dual-port BRAMs, one
left memory (LM) containing only the left children and another right memory (RM) con-
taining only the right children, we can do both reads and the write in a single clock
cycle. An example heap and its corresponding memory configuration are shown in Fig-
ure 6.2. The memories are presented vertically for better visualization. Note that the
optimization presented in this section is achievable in OpenCL as it provides support
for multi-bank BRAM-based memories with independently accessible read/write ports
for each bank [Int19]. Also note that although our optimization is somewhat similar to
the ones used by the algorithms presented in [Zab11] and [TMA11], the former requires
substantially more comparators and the latter uses mixed-width BRAMs.

Lookahead Optimization

Another inefficiency in the second phase of our heapsort algorithm occurs due to control
hazards. Indeed, the nodes that must be fetched from the BRAM at every level depend
on the result of the comparisons at the parent levels. The negative effects of such haz-
ards scale with the key size. For larger keys, multi-cycle comparisons might be needed
resulting in more pipeline stalls.

To overcome this challenge, we augment our dual-memory heap data structure to indi-
cate, for each element in the LM, whether it is smaller than its corresponding sibling ele-
ment in the RM. This part of the data structure is represented as the left smaller-than right
memory (LSRM) shown in Figure 6.2. LSRM has a width of 1 bit (as it stores Booleans)
and a depth equal to half the cardinality of the input data, therefore needs a negligible
amount of BRAM to store. Assuming we can maintain such a data structure, all control
hazards may be avoided. Indeed, given that comparison results between all siblings in
the heap are available, the path of an element i down the heap can be determined in ad-
vance. Hence the pipeline could issue reads to the lower levels of the heap without the
need to have the results of the comparisons at the previous levels. Once i finds its proper
place, the previous stages of the pipeline should be flushed.

The only remaining question is how to create and maintain such a data structure. At the
beginning of phase 1 of the algorithm, the heap is empty, so the LSRM property holds.
In future iterations of phase 1, every time a new element goes up the heap, we use the
dual-memory data structure to compare it, in addition to the parent, with the sibling
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of the parent. Hence in the event the new element takes the place of the parent, we
know how the LSRM memory should be updated. Moreover, when an element is pushed
down, because of the heap property it will be smaller than its new sibling. Thus, with
one additional comparator we can maintain the LSRM memory property during the first
phase of the algorithm. The same trivial analysis can be applied to the second phase
of the algorithm, for which one additional comparator is needed to maintain the LSRM
memory property. Note that this optimization can also be fully implemented in OpenCL
by adding a new memory bank for storing the LSRM structure.

6.3.3 Merger Architecture

The architecture of the Merger is shown in Figure 6.3. A Memory Master reads the sorted
runs from the FPGA RAM and feeds them through FIFO buffers to a comparator-merger
(CM). The latter merges the sorted runs before storing the result back into the FPGA
RAM through another FIFO buffer-Memory Master pair. The architecture can be scaled
for merging more than two lists at a time.

The OpenCL implementation consists of 3 modules. Two of them fetch sorted runs from
the FPGA RAM feeding them into two inter-kernel channels. The third module merges
the keys coming from those channels and writes the result back to the FPGA RAM.

Note that the throughput of the CM module decreases linearly with the number of cy-
cles the comparators require. If an n-cycle comparison is required, n + 1 Mergers will
be needed to merge at maximum throughput. This is manageable thanks to the small
resource footprint of the Mergers (see Section 6.4.3).

6.3.4 Scalability and Resource Adaptability

The proposed architecture is easily scalable and adaptable to different key sizes and
FPGA platforms. The number of Sorters and Mergers can be increased to achieve higher
throughput and to take advantage of the full bandwidth of the FPGA RAM. One im-
portant functionality of the Distributors and the Merge Scheduler is to decrease the fanout
of the design and ultimately reduce the impact of such up-scaling on the system fre-
quency. The Sorters can also be configured to sort smaller (or larger) runs depending on
the amount of resources the FPGA can dedicate to this functionality.

Merging is divided into four phases: Strategy, Scheduling, Execution, and Synchroniza-
tion. Each phase can be fine-tuned to better suit the problem and hardware at hand.
For instance, in the absence of high-bandwidth FPGA RAM, the Merge Strategy could be
modified so it only starts merging after all the sorted runs are available. This decreases
congestion on the memory bus, ultimately improving performance.
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Impl. Freq. [MHz] LU [ALM] BU [M20K] ET [s] Thr. [MB/s]
OpenCL 184 408, 683 (43.8%) 1762 (15%) 3.77 284

Table 6.1: Characteristics of the OpenCL implementation of the sort-merge algorithm
with 16 Sorters and 4 Mergers. Execution time (ET) and throughput (Thr.) values are for
sorting the Basic Workload.

6.4 EXPERIMENTS

In this section, we start by presenting benchmarks of our sort-merge architecture devel-
oped entirely using OpenCL. We then identify underperforming modules and compare
them with their RTL equivalent. Next, we replace them with their RTL equivalent result-
ing in a hybrid OpenCL-RTL sort-merge architecture. Finally, we compare the OpenCL
and the hybrid implementations.

For comparing the different implementations, a data set of 16.5 million randomly gener-
ated 512-bit numbers, which we shall call the Basic Workload is used. 512-bits is the width
of the OpenCL memory bus for our FPGA platform; hence our modules could receive up
to one new key per clock cycle without any potential width conversion overhead. The
sort-merge implementation used in our benchmarks has 16 Sorters configured to sort runs
of 1022, 512-bit numbers, and four 2-way Mergers for merging the sorted runs.

The implementation runs on the D5005 PCIe-based Intel® FPGA acceleration card sup-
porting a Stratix® 10 FPGA and 32 GB of DDR4 RAM [Cor19a]. We use OpenCL compiler
version 19.1 which supports a maximum DDR RAM throughput of 20 GB/s at 333 MHz
on our FPGA. The FPGA RAM is divided into 4 channels. OpenCL uses memory inter-
leaving to provide fast access to all 4 channels at the same time [Int19, ZZZ00].

We present logic utilization (LU), BRAM utilization (BU), DDR RAM bandwidth utiliza-
tion, throughput, and workload execution time (ET) to characterize and compare differ-
ent implementations. Moreover, the OpenCL compiler provides for each loop in every
module, a Loop Initiation Interval (II) and a latency value. II is the estimated number
of clock cycles between the launch of successive loop iterations [Int19]. Indeed, based
on the amount of dependency between loop iterations, OpenCL can pipeline the hard-
ware needed for an iteration so multiple of them can be launched in parallel, resulting
in smaller II values. An II value of 1 is the theoretical best and means that a new loop
iteration can launch at every clock cycle. The latency of a loop is the number of clock
cycles it takes for an iteration to finish.

It is important to note that the OpenCL compiler first compiles the input C code into RTL
before synthesizing it into an image for the FPGA. However, this generated RTL is not
"human-readable", especially for medium to large designs. This makes a deep analysis
of OpenCL and a perfect comparison with custom RTL practically impossible and leaves
us with the aforementioned metrics such as II and latency to characterize and compare
OpenCL and RTL code.

6.4.1 OpenCL Sort-Merge Implementation

The characteristics of the OpenCL implementation of our sort-merge algorithm and its
performance on the Basic Workload are shown in Table 6.1. The entire architecture took us
about 3 weeks to implement and optimize.
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Impl. Freq. [MH] LU [ALM] BU [M20K] Thr. [MB/s]
OpenCL 223 13, 725 (1, 47%) 52 (0.44%) 126

RTL 325 4, 488 (0.48%) 27 (0.23%) 843

Table 6.2: Comparison between the OpenCL and RTL implementations of the Sorter.
Throughput (Thr.) is for sorting random 512-bit keys producing runs of 1022 numbers.

Both the Access and Distributor modules have a main loop where they continuously read
data and distribute it to the lower layer of the distribution network. Both loops have an
II of 1. It signifies that at every clock cycle, they can read and distribute one new element.
Hence, they reached maximum theoretical performance.

The Merge Strategy, Scheduler and Synchronizer have IIs of respectively 3, 1, and 1 for their
main loops. Only the Merge Strategy has an II larger than the minimum theoretical value;
but this is fine given that it can still provide jobs to the Mergers far faster than they can
execute them.

The Sorter modules are composed of two nested loops. In the first nested loop, the outer
loop accepts a new element which the inner loop places in its correct position in the heap.
The second nested loop is similarly structured with the outer loop yielding a new output
and the inner loop restructuring the heap for correctness. It is crucial for the inner loops
to have the highest theoretical performance. However, both inner loops have an II of 2.
Therefore, they are estimated to have a throughput which is two times lower than they
were designed to process. They also present an unexpected high latency of 21 and 13
clock cycles. This means that for every new input (resp. output) handled by the outer
loop, it takes 21 (resp. 13) clock cycles before even the first iteration of the inner loop is
done. Given that the inner loops need to iterate at most as many times as the height of
the heap, these additional latencies incur a significant burden. Indeed, for our heaps of
1022 elements, the inner loops require 21 and 13 clock cycles to start, after which they
will run for at most II × 10 = 20 clock cycles. This level of overhead is unacceptable.

As for the Mergers, their performance-critical main loop compares two numbers to out-
put the smaller of the two while replacing it with a new one. Because of the dependency
between consecutive iterations (inherent to the nature of merging) we expect an II of 3.
Indeed, the comparison (of two 512-bit numbers) should take approximately two clock
cycles and the input/output functionality another, resulting in a 3 clock cycle delay be-
fore data for the next iteration is ready. However, OpenCL reports an II of 8 which is
approximately three times higher than expected. It also reports a loop latency of 35,
which is fine considering that the loop performs a large number of iterations.

Based on our analysis, we decided to use an RTL implementation of the performance-
critical Sorter and Merger modules. The following two sections discuss improvements
due to these changes.

6.4.2 RTL Sorters

In this section, we compare the characteristics of a single OpenCL Sorter against those of
an equivalent RTL implementation, both based on the architecture described in Section
6.3.2. Our RTL Sorter has an II of 1 and a latency of 6 clock cycles. This is an improvement
over the II of 2 and latency of up to 21 clock cycles for the OpenCL Sorter. Based on these
values, we expect the RTL implementation to perform at most 2 to 3 times better than the
OpenCL implementation.
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Impl. Freq. [MHz] LU [ALM] BU [M20K] Thr. [MB/s]
OpenCL 267 25, 913 (2.8%) 92 (0.78%) 1, 142

RTL 302 1, 803 (0.2%) 43 (0.37%) 6, 500

Table 6.3: Comparison between the OpenCL and RTL implementations of the Merger.
Throughput (Thr.) is for merging 2 sorted lists of 16.5 million 512-bit keys.

However, our benchmarks shown in Table 6.2 tell a different story. The RTL Sorter, de-
spite using half as much the FPGA resources, reaches more than 6 times the throughput of
the OpenCL Sorter. After normalizing for frequency, this improvement factor goes down
to 4.5×, remaining well above our expectations. Given that the II and latency values
obtained from the RTL description are accurate, we can only conclude that the OpenCL
estimations are off by approximately a factor 1.5. This casts doubts on other modules’
II estimations. The Access, Distributor and Merger modules are the only performance-
critical components of our design. For the Access and Distributor modules, additional
benchmarks show that they reach an II of 1 as advertised by OpenCL. As for the Mergers,
they are discussed in length in Section 6.4.3.

Finally, it is interesting to note that each of the OpenCL and RTL Sorter designs took ap-
proximately 1 week to implement. The unexpectedly short implementation time of the
RTL version is mainly thanks to OpenCL. Indeed, OpenCL can automatically generate
simulation testbenches for modules written in RTL. This greatly reduces RTL develop-
ment time as functional verification is a lengthy part of the digital design flow.

6.4.3 RTL Mergers

In this section, we compare the characteristics of a single OpenCL Merger against those
of an equivalent RTL implementation, both based on the architecture described in Sec-
tion 6.3.3. The RTL Merger has both an II and a latency of 3 clock cycles. The OpenCL
Merger discussed in Section 6.4.1 achieves an II of 8 and a latency of 35 clock cycles. Based
on these values, we expect the RTL implementation to reach approximately 3 times the
throughput of the OpenCL implementation.

Table 6.3 shows the results of our benchmarks. The throughput numbers, after normal-
izing for frequency, indicate that the RTL Merger has 5 times the performance of the
OpenCL implementation. This is again higher than the expected improvement factor of 3.
It could be partially explained by the inaccuracy in the II values reported by OpenCL. An-
other plausible explanation is the inefficiency of memory accesses. Indeed, merging is a
memory-intensive task with sequential burst memory access patterns. It could be that
OpenCL is unable to make efficient burst accesses to the FPGA RAM. Further bench-
marking dismissed this second hypothesis: a simple OpenCL kernel copying data from
the FPGA RAM back to the FPGA RAM with the same access pattern as merging can
achieve throughputs of more than 20 GB/s. This observation left us again with the in-
accurate estimation of II by OpenCL as the only explanation. This is a major issue, as it
affects the predictability of hardware designs in OpenCL.

Table 6.3 also shows that the RTL Merger uses approximately 10 times less logic and half
as many BRAMs than the OpenCL Merger. We believe that these large factors are mainly
due to the generic nature of the primitives used by OpenCL to implement various mod-
ules.

Finally, the RTL and OpenCL Mergers cost us each approximately one working week to
implement. Our conclusions regarding development effort for the Sorters apply equally
well for the Mergers.
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Impl. Freq. [MHz] LU [ALM] BU [M20K] ET [s] Thr. [MB/s]
OpenCL 184 408, 683 (43.8%) 1762 (15%) 3.77 284
Hybrid 217 163, 848 (17.5%) 1706 (14%) 1.03 1000

Table 6.4: Comparison between the OpenCL and hybrid OpenCL-RTL implementations
of the sort-merge algorithm. Both implementations boast 16 Sorter and 4 Merger units.
Execution time (ET) and throughput (Thr.) are for sorting the Basic Workload.

6.4.4 Hybrid OpenCL-RTL Sort-Merge Implementation

Based on our findings from Sections 6.4.2 and 6.4.3, we decided to use the RTL versions
of the Sorter and Merger modules in our now hybrid sort-merge implementation. We
continue using the OpenCL implementation of the remaining components.

Table 6.4 shows the characteristics of the hybrid sort-merge implementation. For the sake
of comparison, we also included the characteristics of the equivalent OpenCL implemen-
tation from Section 6.4.1. The hybrid design runs at a higher frequency, uses considerably
less logic, and has 3.5× higher throughput. This is a smaller improvement in perfor-
mance compared to what we obtained for the individual RTL modules in Sections 6.4.2
and 6.4.3. There are two reasons behind this. First, the frequency of the overall archi-
tecture is about 30% lower than the individual RTL modules in their own benchmarks.
Second, all Merger and Sorter modules access the FPGA RAM simultaneously. In our sort-
merge implementation with 16 Sorters and 4 Mergers, memory bus congestion can play
an important role in degrading system performance. Indeed, our hybrid design saturates
the 14 GB/s DDR RAM bandwidth provided by the FPGA platform at a frequency of 217
MHz.

As mentioned earlier, the sort-merge implementation runs at a lower frequency than the
individual Sorter and Merger modules. The amount of drop in frequency seems to be a
function of the size of the design. For instance, increasing the number of Sorters from 16 to
32 reduces the frequency by about 30MHz. OpenCL has pragmas and compiler flags for
controlling the design frequency. However, it seems incapable of reaching timing closure
if higher frequencies are requested. Moreover, given that the RTL generated by OpenCL
is not human-readable and that it does not provide links between the source code and
the generated RTL, it is quite difficult to detect, correct or even influence timing closure
or placement and routing at OpenCL level. The OpenCL programming guide suggests
decreasing the size of the design or trying different compilation seeds as ways for dealing
with failed timing closure [Int19]. The former may result in a loss of functionality or
performance and the latter could only solve relatively small timing issues.

Our final remark on the hybrid implementation concerns portability. Intel® OpenCL pro-
vides seamless integration of RTL into OpenCL code: the RTL description is wrapped
inside a C function that can be called anywhere within the OpenCL code. This means
that our architecture remains OpenCL-compatible, keeping most of the advantages of
the platform discussed in Section 6.1. However, although OpenCL itself is standardized,
the version used by Intel FPGA tools is not universally adopted. This means that code
written in OpenCL for Intel FPGAs may result in inefficiencies or not compile at all in
tools from other FPGA vendors. Indeed, each vendor has its own extension to OpenCL,
with unique pragmas and optimization features added to support FPGA development.
RTL languages (e.g., VHDL, Verilog) do not have this issue.
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6.5 SUMMARY & DISCUSSION

In this chapter we quantitatively measured the tradeoffs of using OpenCL and RTL for
implementing sort-merge primitives. We compared our implementations in terms of per-
formance, FPGA resource utilization, and required development effort. In what follows,
we list and discuss our main findings:

• Performance: Despite similar development effort, our RTL implementations of
the Sorter and Merger modules perform at least 4 times better than their OpenCL
counterparts. However, for some of the simpler modules such as the Distributors,
the OpenCL implementations reach optimal performance. We can therefore con-
clude that depending on the complexity of the algorithm, OpenCL may or may
not achieve performance comparable to that of hand-crafted RTL. Nonetheless, it
is difficult to quantitatively measure the complexity of a design in order to decide
whether it should be implemented in OpenCL or RTL. In addition, with OpenCL-
generated RTL being hard to read and the compiler reporting inaccurate efficiency
measures, it is also difficult to estimate the quality of an OpenCL implementation.
Our recommendation for deciding between OpenCL and RTL is based on the nature
of the module. We recommend performance-critical modules be primarily imple-
mented in RTL.

• FPGA Resource Utilization: The OpenCL vs. RTL benchmarks show that our RTL
implementations use less than half the resources (both logic and BRAM) of their
OpenCL counterparts. These results are to be considered in applications where
FPGA resources are scarce, either due to the size of the design or that of the FPGA.
They must also be taken into account in applications that achieve scalability through
replication. For instance, with the same FPGA resources, we can implement twice
as many RTL Sorters than OpenCL ones, resulting (theoretically) in twice the sorting
throughput.

• Development Effort: Optimizing the OpenCL implementations of the Sorter and
Merger modules took us nearly as much time as efficiently implementing them in
RTL. However, RTL development effort was greatly reduced thanks to the testbench
generation and simulation capabilities provided by OpenCL for RTL modules.

To put our findings into context, consider the development of a database system acceler-
ator. It has many more performance-critical modules (e.g., filter, aggregation, join, pro-
jection) than the simple sort-merge design studied in this chapter. These modules are
typically placed in a pipeline where bottlenecks should be avoided (see Section 5.2). In-
deed, a slow module placed anywhere in the processing chain slows down the entire
pipeline. It is therefore crucial for these modules to be implemented using RTL. When it
comes to resource utilization, one must remember that database system accelerators are
large systems, so resource efficiency is essential for fitting them on an FPGA (see Section
4.3.4). This gives us another reason to use RTL instead of OpenCL (or HLS in general),
given that it almost universally results in considerably lower resource utilization. To con-
clude, our analysis shows that a fully RTL-based implementation is more suitable for
database system acceleration. The only potential downfall is increased simulation ef-
fort. We can overcome this by using modern HDLs such as Chisel allowing us to write
testbenches in high-level languages such as Scala. Moreover, they help us achieve the
compile-time flexibility we need to customize the architecture for a particular workload
and FPGA platform, as discussed in Section 5.1.
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FPGAs are composed of a limited amount of reconfigurable resources. This restricts the
number and type of modules (i.e., circuits) that an FPGA can support at the same time.
Therefore, resource efficiency is crucial for accelerating large database systems on FPGAs.
In this chapter, we propose morphing sort-merge (MSM): a sort-based database system
accelerator that achieves resource efficiency by reusing the FPGA’s resources to execute
different pipeline-breaking database operators at runtime. Our benchmarks show that
MSM reaches an average speedup of 5× compared to MonetDB.

Note that parts of the material presented in this chapter have been previously published
in DaMoN’21 [MFL+21].

7.1 THE CASE FOR RESOURCE EFFICIENCY

Resource constraints are a major hurdle in system design on FPGAs. In the context
of database system acceleration, these constraints are often not a limiting factor for
streaming operators (e.g., filter, projection) as they have low complexity and thus re-
quire few resources [FMH+20]. The challenge is in implementing the more complex
pipeline-breaking database operators. Indeed, current implementations of both hash-
based [HSM+13, ABW+16, HANT15] and sort-based [STM+13, CO14] database opera-
tors on FPGAs are quite resource-demanding.

The authors of [HSM+13] report a 26% BRAM utilization for hash joins on a Stratix IV
FPGA. In [ABW+16], around 20% of a Virtex-6 FPGA’s BRAMs are used for hash-based
aggregation. The authors of [HANT15] store their hash tables on the FPGA RAM result-
ing in an 18% BRAM utilization and a whopping 46% logic utilization for hash joins on
a Virtex-6 FPGA. The authors of [STM+13] report approximately 24% BRAM utilization
for sorting with a Stratix V FPGA while [CO14] reports at least a 50% BRAM utilization
for a 12-level merge tree on a Virtex-6 FPGA.

We dedicated Section 4.3.4 of this thesis to a survey on various methods used by existing
database system accelerators to overcome FPGA resource limitation challenges. In this
chapter, we describe the tradeoffs of these methods and proposes our own technique for
efficiently accelerating the sort, aggregation, and join operators by optimizing the usage
of FPGA resources.

An FPGA design can achieve resource efficiency by reusing its dedicated resources to sup-
port different functionality through runtime configurability. Compile-time parameters are
parameters of the RTL code that often affect the architecture of the design and can only
be changed before compilation begins. Runtime parameters are control-flow and data-flow
parameters that can be altered while the design is running on the FPGA. Runtime config-
urability allows users to change the behavior of the design while it is running on the
FPGA, through runtime parameters.

In Section 7.3 we propose a resource-efficient database system accelerator, called MSM.
MSM is a set of FPGA modules based on the sort-merge algorithm that can support any
of the sort, aggregation, and join operators through runtime configuration. We also in-
troduce a few optimization mechanisms (e.g., dynamic distribution and feedback) that
improve the performance of MSM on both uniform and highly skewed datasets. MSM
also achieves efficient RAM bandwidth utilization, as explained in Sections 7.3.2, 7.3.4,
and 7.3.5. Benchmarks in Section 7.4 demonstrate throughput speedups of on average 5×
compared to a 28-threaded MonetDB installation.
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7.2 RELATED WORK

In Chapter 5, we defined the objective of our research to be the acceleration of pipeline-
breaking database operators. Past research listed in Section 4.3 proposes a few efficient
techniques for implementing these operators. We summarize and describe the tradeoffs
of these techniques below.

Hash-based techniques are commonly used to accelerate the join [PHL18, HSM+13,
HANT15] and aggregation [PHL18, WIA14, WFS+19, ABW+16] operators. Hash tables
stored on the BRAMs of the FPGA benefit from low-latency and high-throughput, but
often lose performance or rely on subsequent processing to deal with overflows and col-
lisions [WIA14, WFS+19]. Indeed, collision resolution using techniques such as linear
probing or double hashing makes hash table access times unpredictable, thus greatly re-
ducing the efficiency of the processing pipeline [WTA13, UIO15]. Hash tables stored on
the FPGA RAM benefit from latency hiding through pipelining and offer better resis-
tance to overflows and collisions, but are limited by the bandwidth of the RAM which
is lowered due to their random access patterns [HANT15, WIA14]. Cache based imple-
mentations using constructs such as content addressable memories (CAM) try to strike a
balance between the two but are limited due to the complexity of large CAMs negatively
affecting the design frequency [ABW+16]. Hash-based sorting attempted in [PHL18]
constraints the range of the input keys and may result in sub-optimal memory usage
depending on their statistical distribution [Gil04].

Sort-based techniques present a more generic and end-to-end solution compared to
hash-based techniques [STM+13, CO14]. Indeed, when operating on sorted tables,
pipeline-breaking operators become much simpler to implement, often turning into
single-pass algorithms [Sch09]. Moreover, sorting performance is typically far less sensi-
tive to the distribution of data, compared to the performance of a hash table. However,
sorting presents some of its own disadvantages. Sort-merge, the commonly used algo-
rithm for sorting large tables may require multiple passes over the data; therefore, it is
often memory bound [CO14]. Furthermore, depending on the size and distribution of the
input tables, sorting might result in sub-optimal performance on hash-friendly operators
such as aggregations and joins [UIO15]. Indeed, the expected algorithmic complexity of
hashing (O(n)) is lower than that of sorting (O(n log(n))). However, the cost of sorting is
often amortized across multiple operators through interesting orders [SAC+79, GSDB12].

FPGA reconfiguration (reprogramming) can be used to switch between hash-based and
sort-based implementations. For instance, the authors of [UIO15] implement sort-merge
join and hash join as separate FPGA images and switch between the two based on a cost
model. Approaches based on reconfiguration have a few drawbacks. First, the full re-
configuration of an FPGA takes time in the order of seconds to perform, limiting system
performance if the stream of operators requires frequent image swaps. Second, reconfig-
uration resets all FPGA logic, hence the accelerator can only be dedicated to executing a
single operator at a time. Third, reconfiguration might also reset the RAM controllers po-
tentially leading to data corruption [WPC+16]. Therefore, data needs to be reacquired by
the FPGA after every image swap. Dynamic partial reconfiguration techniques, whereby
only a portion of the FPGA chip is reconfigured, could alleviate the latter two limitations
but the first one remains [VF18]. The authors of [DZT12] take advantage of this technol-
ogy to accelerate streaming operators projection and restriction.

We design our accelerator for multi-client data center environments where a continuous
stream of concurrent and consecutive queries needs to be executed. The overhead of po-
tentially reconfiguring (a part of) the FPGA before the execution of every query is too
high for our application. Among the other two techniques, sort-based implementations
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appear to be more adequate for FPGA acceleration. To start, they allow us to efficiently
implement all three of our target pipeline-breaking database operators. This is how we
justified sort-based query processing in Chapter 5. Furthermore, compared to hash tables
that needs to deal with overflows and collisions, sorting follows a more regular execution
flow when dealing with a large number of rows or various data distributions. This has
two implications. First, sorting has a more predictable performance compared to hash
tables whose performance may be significantly impacted by the number of collisions and
overflows. Second, sorting is more resource efficient. Indeed, in digital design, the worst-
case time of an operation may determine the complexity of the implementation [KM10].
This means that for hash-based techniques, the circuit employed for dealing with colli-
sions/overflows, no matter how rarely used, must still be present and run on the FPGA
all the time. Sorting achieves higher resource efficiency by using all of its circuits during
normal operations, thanks to its more regular execution flow. Resource efficiently is of
course also achieved by sharing the sort pipeline among all three of the pipeline-breaking
database operators, as explained earlier in Chapter 5.

In this chapter, we use runtime configurable sort-merge primitives to support multiple
database operators and to adapt to different data distributions on a single FPGA image.
This allows us to achieve an efficient use of FPGA resources. The idea of runtime config-
uration has been successfully applied in past work [SIOA17, TWN12, WIA14], but often
at smaller scale and for single operators (e.g., defining automata for regular expression
matching, or predicates for filtering). To the best of knowledge, this is the first work ex-
ploring this idea for accelerating distinct resource-intensive pipeline-breaking database
operators, and with the goal of achieving both high performance and resource efficiency.

7.3 ARCHITECTURE

The architecture of MSM is based on the sort-merge algorithm, described in detail in
Section 4.3.2. As a reminder, the algorithm works as follows. A streaming sort phase
transforms a table into small runs of sorted rows. A subsequent merge phase merges the
sorted runs, after potentially multiple passes, into the sorted output. Our main contri-
bution to the typical sort-merge algorithm is the design of a sort phase that can morph
into an efficient early aggregation phase, and that dynamically adapts to the statistical
distribution of the input for higher performance. Early aggregation is a streaming algo-
rithm capable of partially aggregating data, but which requires further processing by the
merge phase to ensure complete aggregation [Lar02]. The benefit of early aggregation
is that it may reduce the amount of data there is to merge, thus improving the perfor-
mance and memory bandwidth efficiency of the aggregation operator. Early aggregation
is discussed in greater detail in Chapter 9.

An overview of our architecture is shown in Figure 7.1. The sort phase of our algorithm is
performed by a Sort-Network and the merge phase via a multi-way Merge-Network. They
both access the FPGA RAM to read initial and intermediate data and to store their results.
Throughout our architecture, we use modular components with standardized interfaces.
This makes it easy to both update previous modules and insert new ones for extending
the functionality of the accelerator.

76 Chapter 7 Resource-Efficient Acceleration of Pipeline-Breaking Database Operators on FPGAs



Distributor

Collector

Sorter Sorter

Distributor

Collector

Sorter Sorter

Distributor

Collector

Multi-Buffer Store

Sequential Load

Hasher

D
is

tri
bu

tio
n 

Tr
ee

FP
G

A 
D

D
R

 R
AM

8:4 Merger

Multi-Buffer Load

4:2 Merger

2:1 Merger

JoinMat

Sequential Store

Sort-Network

Merge-Network

FPGA
FPGA Card

Request Response

Q
2

Q
0 Q

1
Q
3

LM RM

2-Way Merger

Distributor

Response Request

Request Response

4:2 Merger

WriteRead

Read

N
ew

 R
oo

t Q
ue

ue
 

New Row

Output Row

Sorter

Treap Memory

Fr
ee

 A
dd

re
ss

 Q
ue

ue

Insert Logic

Output Logic

By
pa

ss

Request Response

Request Response

Figure 7.1: Architecture of our database system accelerator MSM

7.3.1 Sorters

A Sorter in the Sort-Network transforms a stream of rows into sorted runs of cS rows and
can be configured to perform early aggregation at the same time. For sorting, we consid-
ered algorithms that offer performance, resource efficiency, and scalability; as previously
discussed in Section 6.3.2. Sorting networks and linear sorting were dismissed due to
their resource requirement (e.g., O(cS log2(cS)) comparators needed for bitonic sorting
networks [Bat68]) and scalability issues. We also dismissed algorithms with relatively
high time/space complexity such as insertion sort, selection sort and mergesort. To sup-
port early aggregation, we considered algorithms and data structures that ensure that an
inserting row is compared and aggregated with a potentially existing row with the same
key, allowing them to absorb more rows than they output. This is for instance not the
case for the heapsort algorithm explored in Chapter 6. With these criteria in mind, we
selected the treap data structure as the basis of our Sorters, both for its simplicity and to
enable some further optimizations discussed below.

A treap is a randomized binary tree where each node consists of a key and a random
priority. The treap is a binary search tree (BST) with respect to the key values and,
simultaneously, a max-heap with respect to the priorities [MR95]. To insert a new key,
the treap is first considered to be a BST. The key is inserted as a leaf of the tree. Next, a
random priority is assigned to the key, and left/right rotations are performed until the
heap property is satisfied. It can be shown that the expected depth of a treap of cS nodes
is in O(log cS) [MR95]. As a result, the treap is statistically expected to be balanced.

In our implementation, each node of the treap represents a database row. The row’s key
becomes the node’s key, and its columns are considered as values attached to the key
and stored within the node. The treap is stored in the BRAMs of the FPGA enabling fast
random access. It can hold at most cS nodes, a compile-time parameter bounded by the
FPGA’s limited BRAM resources. The randomized priorities are generated by a Galois
linear-feedback shift register [Lim08]. When the treap becomes full, an in-order traversal
of its nodes extracts the rows in sorted order, until the treap is empty again. We define
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this as the fill-empty cycle of the Sorter. The treap capacity cS defines the size of the sorted
runs produced by a Sorter.

We use treaps for both sorting and early aggregation. Given that a treap is a BST with
regards to its keys, the first step in inserting a row ρi into the treap is inherently the same
as searching for a node representing a row with the same key. If such node does not
exist, a leaf will be reached where ρi is inserted. Otherwise, the search leads to a node
containing row ρj with the same key. In this case, depending on the target operator (sort
or aggregation), different actions need to be taken:

• Sort: The search ignores ρj and continues down the tree.

• Aggregation: ρj is updated with the result of accumulating ρi into ρj . ρi is discarded
and the insertion operation terminates.

The runtime configurability of this choice of action translates into a Sorter’s morphing
capabilities, hence our goal of resource efficiency. Note that regardless of the operator,
a Sorter always produces sorted runs which can later be merged to complete sorting or
aggregation.

We conclude this section by describing some of the performance improving optimizations
applied to our Sorter implementation.

Prefetching The BST-like part of the treap insertion process requires the Sorter to com-
pare a new key to a sequence of the nodes of the treap starting from the root down to
(potentially) a leaf where it should be placed. The comparison result with a given node
determines which of its left or right children must be fetched and compared next. If every
comparison requires multiple clock cycles to perform, the Sorter can preemptively fetch
(from the BRAMs) the children of a node ensuring that they will be ready to compare
once the current comparison completes. This results in latency hiding, thus better uti-
lization of the BRAM bandwidth and a faster treap insertion operation. Needless to say,
depending on the result of the current comparison, only one of the prefetched children
should be compared next. A further optimization can be applied to pipelined multi-cycle
comparators: in case the prefetched children of a node are received before its comparison
ends, they can speculatively start their comparison to the new key as well.

Parallel IO This optimization parallelizes the fill-empty cycles of a Sorter. As the
Sorter’s treap becomes full and is being emptied, a new treap can grow in its place, reusing
the incrementally freed up memory of the previous instance. The Sorter architecture is il-
lustrated in Figure 7.1. A quad-port memory is the centerpiece capable of holding up to
cS treap nodes. Initially, the Insert Logic populates a treap. Once full, it notifies the Output
Logic about the existence of a new treap that needs to be emptied producing a sorted run.
It does so by pushing a pointer to the root of the treap into the New Root Queue. It then
moves on to create a new treap. Every time the Output Logic outputs a row, it frees a node
by pushing its pointer to the Free Address Queue so it can be reused by the Insert Logic
when inserting a row into the new treap.
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Feedback This optimization is based on the observation that nodes closer to the root
of a treap are the first to be reached, hence more quickly examined while inserting a
new row. It aims at improving the performance of early aggregation on highly skewed
data by bringing nodes with frequently occurring keys close to the root of the treap.
We use feedback as a means to implement this optimization. Each node of the treap
maintains a counter for the number of times it has been aggregated, called hit count.
When the treap becomes full, it is emptied and a new treap is created. The feedback
optimization reinserts nodes with a high hit count back into the new treap and assigns to
them a relatively high priority to ensure that they remain close to the root. This happens
automatically thanks to the max-heap and randomization properties of treaps.

7.3.2 Sort-Network

As the Sorters sort/aggregate with an expected time complexity in O(cS log cS), they re-
quire on average O(log cS) clock cycles to process a new row. In order to reach higher
throughputs, a sort-network with multiple Sorters sharing the load is required. We use
nS to refer to the number of sorters in a sort-network. Figure 7.1 presents the architec-
ture of the sort-network. The Sequential Load module reads and streams the rows of a
table stored on the FPGA RAM to the Hasher. The latter hashes the rows based on their
keys and distributes the (row, hash) pairs through the Distributor modules down to the
Sorters. The distribution strategy varies depending on the data and is described later in
this section. Depending on the operator, the Sorters produce sorted and potentially par-
tially aggregated runs of cS rows. The Collector and Multi-Buffer Store modules collect the
sorted runs and store them in separate buffers on the FPGA RAM so they can be further
processed by the merge-network (see Section 7.3.4).

The dynamic distribution strategy implemented by the distribution tree helps MSM
achieve lower reduction factors for early aggregation. Reduction factor is the ratio of the
number of rows at the output of the Sort-Network over its input. Improved data reduc-
tion results in fewer sorted runs being produced, therefore less work for the merge phase.
This in turn reduces RAM bandwidth utilization and improves performance. The opti-
mization ensures that rows with identical keys are distributed to the same Sorter, so they
have a better chance of being aggregated. To achieve this, the Distributors can switch
between two distribution mechanisms:

• Hash-based distribution mechanism: The hash-based mechanism distributes a row
to a Sorter based on the hash of its key, hence guarantees that rows with identical
keys are distributed to the same Sorter. This allows the nS Sorters of a Sort-Network
to collectively absorb up to cN = nS ×cS unique keys, where cN denotes the capacity
of the Sort-Network.

• Availability-based distribution mechanism: The availability-based mechanism dis-
tributes a row to the first Sorter that is available to accept it, ensuring maximum
throughput by keeping all Sorters busy at all times.

The dynamic distribution strategy consists of switching between the two mechanisms based
on the input data. The Hasher regularly and heuristically measures the statistical distri-
bution of the hashed keys. Upon discovering that the input rows can be evenly dis-
tributed to the Sorters based on the hash of their key, the Hasher activates the hash-
based distribution mechanism resulting in higher-quality early aggregation. Otherwise,
the availability-based distribution mechanism is selected in order to ensure maximum
throughput. Note that for the sort operator, the availability-based distribution mecha-
nism is used regardless of the distribution of the data.
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7.3.3 X:Y Mergers

An X : Y Merger, merges X buffers of sorted rows into Y new sorted buffers. Our
implementation of X : Y Mergers assumes Y = X/2 to be a power of two. Therefore an
X : Y merger on input buffers [I0, I1, ..., IX−1] produces output buffers [O0, O1, ..., OY −1]
where Oi is the result of merging I2i and I2i+1. Figure 7.1 illustrates the architecture of a
4 : 2 Merger. The implementation details are described below. For the sake of brevity, we
shall use the term "merger" to refer to an X : Y Merger throughout this section.

The mergers use request-response interfaces to interact with other modules and each
other:

• Input Interface: The merger makes a request with ID r. The response should con-
tain a burst of rows from Ir that will be buffered in a corresponding BRAM-based
on-chip queue Qr.

• Output Interface: The merger receives a request with ID r, and responds with a
burst of new rows from Or produced by merging on-chip queues Q2r and Q2r+1. If
the queues are (nearly) empty, the merger uses the input interface to request new
rows for filling them up.

Burst transfers reduce the frequency of requests and with it the impact of the overhead
of handling each request. They also result in more efficient RAM transactions. On-chip
queuing of the input buffers is used for latency hiding. Indeed, the response to a request
is not guaranteed to arrive immediately after the request is made. This happens for in-
stance when the requested new rows are on the FPGA RAM which has a high response
latency. The on-chip queues Q2i and Q2i+1 used to produce a given output buffer Oi

are stored in separate BRAM-based memories (LM and RM in Figure 7.1). This enables
the parallelized drainage of the queues; therefore, results in higher merging throughput.
Note that only 2 memories are required for storing all the on-chip queues.

A 2-Way Merger is used in every X : Y Merger, as shown in Figure 7.1. It merges two
on-chip queues by following a 3-step cycle. First, it waits until the tops of both queues
are read, therefore a row is present at each of its 2 inputs. We shall name these rows
ρi and ρs. Next, the keys of ρi and ρs are compared against each other. Finally, the
row with the smaller key is popped from the input and presented at the output. The
merger’s morphing capability to support both sorting and aggregation comes from the
action taken when ρi and ρs have the same key:

• Sort: The equality of the keys is ignored. One of ρi or ρs is arbitrarily forwarded as
the output.

• Aggregation: ρi and ρs are both popped from the inputs, accumulated, and the
result presented at the output.

It is important to note that in the context of merging, aggregation is done completely as
opposed to partially.
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7.3.4 Merge-Network

The Merge-Network is responsible for merging the sorted runs produced by the Sort-
Network. The architecture of the Merge-Network is shown in Figure 7.1. The Multi-Buffer
Load module reads from up to nW sorted buffers on the FPGA RAM to feed a nW : nW /2
Merger. The latter is the first in a sequence of mergers that together are functionally equiv-
alent to a nW : 1 Merger. For both the sort and aggregation operators, JoinMat (used for
joins as explained in Section 7.3.5) is bypassed, and the final sorted or aggregated run
is written by the Sequential Store module to the FPGA RAM. Depending on nW and the
number of sorted runs produced by the Sort-Network, the Merge-Network may need to per-
form multiple merge passes. As explained in Section 7.3.3, the merge results are always
sorted, but can also be aggregated if the X : Y Mergers are configured for aggregation.

The Merge-Network achieves resource efficiency through the morphing capabilities of its
X : Y Mergers and by only requiring log(nW ) of them. This logarithmic resource utiliza-
tion helps achieve higher nW , resulting in a more efficient use of the RAM bandwidth
by reducing the number of merge passes required to sort relatively large tables. A similar
optimization is proposed in [CO14].

7.3.5 Join Materialiser (JoinMat)

MSM can perform M : N (equi-)joins where M < ℓ, with ℓ ∈ N1 a compile-time param-
eter. N , however, can be arbitrarily large, only limited by the size of the FPGA RAM.
M : N joins are defined in Section 2.2.5.

The execution of Joink(R, S) starts by sorting the union of both input tables, on modified
keys. The union of the input tables is sorted by programming the Sequential Load mod-
ule of the Sort-Network to read and stream R and then immediately S, together as one
large table. Modified keys are generated on the fly by shifting a table-ID bit to the least
significant position of each row’s key. A key k becomes k0 if from table R and k1 if from
table S. Once sorting is done, the resulting rows are ordered according to their key and
within rows with the same key, according to their table-ID (table 0 and then table 1). The
modified keys can now be ignored. The JoinMat module is activated on the last merge
pass. As sorted rows stream into the JoinMat module, it stores rows with the same key
kr from table R in a BRAM-based on-chip buffer. Once a row ρs from S arrives, its key is
compared to kr and in case they are equal, the join of ρs with each of the buffered rows
from R is produced. This routine continues until all the rows from S with the same key
kr are processed. The buffered rows from R are then discarded and JoinMat restarts the
process with new keys from R. Note that the size of the on-chip buffer defines the con-
stant ℓ described above. It is limited by the amount of BRAM that can be dedicated to
JoinMat. In our experiments in Section 7.4, we set ℓ = 512, which is largely sufficient for
our join benchmarks. Also note that executing JoinMat after the last merge pass achieves
RAM bandwidth efficiency by eliminating the need to store intermediate sort results in
the FPGA RAM.

7.4 EXPERIMENTS

In this section, we present the results of our benchmarks comparing the throughput
of MSM against that of the state-of-the-art CPU-based database management system
MonetDB. The input (resp. output) throughput, measured in millions of rows per second
(MR/s), is the size of the input (resp. result) table divided by the execution time of the
operator. The reported throughput values are the average over benchmarks repeated 5
times after warm-up runs.

7.4 Experiments 81



8GB DDR4 RAM

Intel® Stratix® 10 SX FPGA
D5005 Intel® FPGA Acceleration Card 

Merge-Network

Sort-Network

Merge-Network

8GB DDR4 RAM

Merge-Network

Sort-Network

Merge-Network

...

...

...

...

Figure 7.2: Setup of our benchmarking platform. Multiple Sort- and Merge-Networks are
instantiated to improve the performance the system, and to benefit from the four DDR
RAM channels provided by the accelerator card.

7.4.1 Experimental Setup

Following our findings in Chapter 6, we decided to implement MSM in Chisel 3.4.2
[Chi21a, BVR+12]. The implementation runs on our PCIe-attached D5005 Intel® FPGA
acceleration card with an Intel® Stratix® 10 FPGA and 32 GB of RAM [Cor19a] provided
using four 8 GB channels. At a clock frequency of 195 MHz, each RAM channel provides
a bandwidth of about 12.5 GB/s for a total of 4 × 12.5 = 50 GB/s.

Our software benchmarks use MonetDB v11.39.5 [Mon21] running on an Intel® Xeon®

Platinum 8180 CPU @ 2.50GHz (28 cores, 38.5 MB L3 Cache, 6 memory channels)
with 376 GB of DDR4 RAM [Int17]. The benchmarks are run by up to 4 clients in parallel,
matching the capabilities of our MSM implementation which will be described shortly.
MonetDB uses up to 28 CPU threads. Increasing the number of threads beyond this
values did not result in further performance improvements. The reported performance
numbers from MonetDB do not include query plan generation time but only pure query
execution time on warm data, i.e., data cached in memory.

7.4.2 Implementation Description & Tuning

Our implementation of MSM uses a 128-bit data path in order to process database rows
that are up to 128 bits wide. The row layout consists of four 32-bit integer columns. The
keys can span any number of these columns. Non-key columns can be used as values
for the aggregation (SUM(), COUNT(), MIN(), and MAX() functions are supported) or
as a payload for the sort and join operators. With this level of runtime configurability,
we can process datasets commonly used for benchmarking in-memory query processing
algorithms [ABW+16, BATÖ13, BLP11, BMK99].

Let us now discuss the parameter tuning process for our implementation. We aim to max-
imize the capacity of the Sorters (cS) in order to increase the size of the sorted runs, while
also keeping BRAM size and latency at reasonable levels. Sorter capacity is set to 2048.
The Sort-Network has nS = 32 Sorters in order to achieve line-rate processing, i.e., to pro-
cess one row per clock cycle, therefore maximizing pipeline efficiency. The Merge-Network
performs 256-way merging so that only 2 merge passes are necessary to sort up to 130
million rows (or a 2 GB table). Therefore, for large tables the overall throughput of merg-
ing is 2× slower than that of producing the sorted runs. To equalize the throughputs, we
use 2 Merge-Network to process the sorted runs produced by a single Sort-Network.
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Module R Logic Utilization [ALM] BRAM Utilization [M20K]
Full System 1 489, 602 (52%) 6, 558 (56%)

MSM Core 4 102, 156 (11%) 1, 533 (13%)
Sort-Network 1 73, 173 (7.84%) 947 (8%)

Sorter 32 1, 413 (0.15%) 24 (0.2%)
Distribution Tree 1 8, 401 (0.9%) 4 (0.03%)
Collection Tree 1 14, 079 (1.51%) 128 (1.1%)

Merge-Network 2 14, 492 (1.55%) 293 (2.5%)
2:1 Merger 1 869 (0.09%) 10 (0.085%)
256:128 Merger 1 1, 121 (0.12%) 106 (0.9%)
JoinMat 1 540 (0.058%) 6 (0.051%)

Table 7.1: FPGA resource utilization of our implementation of MSM (with a 128-bit wide
data path) and some of its major components. Replication factor (R) is the number of
instantiations of a module within its level in the hierarchy (e.g., there are 32 Sorters in a
Sort-Network). The percentage resource utilizations are calculated over the total amount
of resources provided by the FPGA.

The benchmarking platform achieves high throughput and support for multiple clients
through replication, an idea proposed in Chapter 5. Figure 7.2 shows a high-level view
of the platform. Each of the 4 RAM channels is connected to a Sort-Network and 2 Merge-
Networks, together forming an MSM Core. Thanks to the 4 MSM Cores, we can issue
four operators at the same time matching the capabilities of our 4-client MonetDB. This
enables us to execute multiple database queries or operators within the same query in
parallel. Alternatively, partitioning can be used to execute a single operator using multi-
ple MSM Cores. As a general tuning guideline, replication should be practiced until either
the RAM bandwidth or the FPGA resources are saturated, and a reasonable frequency is
still attainable. MSM is particularly suitable for replication as its morphing capabilities
result in less constraints and limitations during operator scheduling. Moreover, MSM’s
efficient use of FPGA resources allows higher replication factors.

The resource utilization of our entire implementation along with some of its key modules
is shown in Table 7.1. All modules run at 195 MHz, which is the highest achievable by
the synthesis tools. Throughout our benchmarks, on average less than 62% of the FPGA
RAM bandwidth was utilized.

Influence of Architectural Parameters on Resource Utilization

We now present a brief analysis of the most important parameters influencing FPGA re-
source utilization in our system. The resources allocated to the Sort-Network are mostly
dedicated to the Sorters. Each Sorter in our main implementation has a 128-bit wide data
path and the capacity to hold cS = 2048 rows. These parameters have a strong im-
pact on its resource utilization, as demonstrated in Table 7.2. Data path width has a
greater impact on logic utilization than capacity does. This is because increasing the data
path width requires more arithmetic and logic units for handling wider rows (i.e., more
columns and/or larger columns), whereas increasing the capacity requires only wider
pointer structures and pointer arithmetic units for handling deeper memories. In con-
trast, capacity has a greater impact on BRAM utilization than data path width does. This
is because increasing the capacity also increases the memory overhead of storing larger
pointers in the treap data structure kept in the BRAMs of the Sorter.

Let us now discuss the resource utilization of the Merge-Network. In our implementation,
the 256-way Merge-Network consists of eight X : Y Mergers (256 : 128 Merger, 128 : 64
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Data Path Width cS Logic Utilization [ALM] BRAM Utilization [M20K]
128 2048 1413 24
128 4096 1601 48
128 8192 1772 96
128 2048 1413 24
256 2048 2384 37
512 2048 4438 62

Table 7.2: Sorter resource utilization as a function of capacity (cS) and data path width.

Merger, ..., 2 : 1 Merger) consuming most of its resources. For the sake of brevity, the
resource utilization of only the smallest and the largest Mergers are provided in Table 7.1.
The X and Y parameters of a Merger mainly influence its BRAM utilization. This is
because each of the X inputs to a X : Y Merger needs a dedicated buffer space in BRAM
(see Section 7.3.3). The logic utilization, however, is for the most parts unchanged as X
varies.

Next, we measure the amount of resource overhead inflicted by runtime configurability
on our architecture. To this end, we hardcoded all configurable parts of our implemen-
tation, and stripped away modules and optimizations pertaining to the aggregation and
join operators (e.g., the JoinMat module, the Sorter feedback optimization) resulting in a
simple sort-merge implementation. Resource utilization numbers show that the runtime
configurable implementation supporting all 3 pipeline-breaking database operators re-
quires 7.7% more logic and 1.5% more BRAM resources compared to the stripped-down
version supporting only the sort operator. We conclude that support for multiple opera-
tors at runtime fully justifies the small additional overhead of the morphing logic.

Finally, let us say a few words about deployability. Indeed, a promise of our research is to
ensure that the architecture of the accelerator is (resource-wise) flexible enough to allow
deployment on different FPGA platforms. In Section 5.1, we argued that the sort-merge
algorithm can be implemented with various area/performance characteristics, allowing
the accelerator to adapt to a target FPGA platform, in terms of resources. The results
presented in this section confirm our hypothesis. Indeed, the parameters of our Sorters
(e.g., cS), Mergers (e.g., number of ways), and the overall system (e.g., number of MSM
Cores) all have tremendous effects on the accelerator’s resource utilization and memory
bandwidth requirements. They can easily be tuned (in parts also thanks to Chisel) to
target a specific workload and FPGA platform.

7.4.3 Sort Benchmarks

The datasets used in our sort benchmarks consist of tables with a single key column and
3 payload columns. The U-Random dataset has its keys chosen randomly from a uniform
distribution of all possible 32-bit integers. The U-Sorted dataset consists of sorted keys
from a uniform distribution. All the keys in the Single Point dataset are equal. Tables
from the U-Sorted and Single Point datasets have a few exceptions (noisy rows) to their
order and equality properties to ensure that MonetDB cannot avoid sorting altogether.

The benchmark results are shown in Figure 7.3. The initial ramp-up of the throughputs
is due to the operator launch overhead losing its significance against the actual sort time.
MSM’s sudden decrease in throughput happens when a new merge pass is required, i.e.,
when the table size is cS ×(nW )i or in our case 2048×(256)i∀i ∈ N. MSM achieves around
3 to 6 times higher throughput than MonetDB on the U-Random dataset. It performs bet-
ter on the U-Sorted and Single Point datasets as well, but with MonetDB slowly catching
up by benefiting from the existing order in those datasets. MSM’s performance shows
little variation among different datasets.
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Figure 7.3: The results of our benchmarks of the sort operator comparing the performance
of MSM and MonetDB (MDB) on the random uniform (U-Random), sorted uniform (U-
Sorted), and single-key (Single Point) datasets.

7.4.4 Aggregation Benchmarks

The datasets used in our aggregation benchmarks consist of tables with a single key col-
umn and 3 value columns aggregated using the SUM() function. The keys are selected
randomly from a uniform or Zipf (exponent 0.5) distribution or with a moving cluster
generation mechanism (with a window size of 1024 values) [CR07]. The latter produces
a sequence of keys where those with close values are clustered together. These datasets
are commonly used to benchmark the aggregation operator [CR07, MSL+15, ABW+16].
All the tables in our datasets have 226 rows.

The benchmark results are shown in Figure 7.4. MSM performs consistently well on
the moving cluster dataset. This is thanks to the fill-empty cycles of the Sorters, allowing
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Figure 7.4: The results of our benchmarks of the aggregation operator comparing the
performance of MSM and MonetDB (MDB) on the uniform, Zipf, and moving cluster
datasets, with keys chosen randomly from the corresponding distributions.
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Figure 7.5: The results of our benchmarks of the M : N join operator comparing the
performance of MSM and MonetDB (MDB) on uniform datasets with various values for
M and N .

them to adapt to distributions where the local range of keys changes over time. The mov-
ing cluster distribution exhibits such behavior by choosing the values of the keys based
on their position in the table. Benchmarks on the Zipf and uniform datasets manifest an
important decrease in performance until a domain size of 217 values is reached, where
the curves switch to a slower, more gradual decline. This happens just after the Sort-
Network capacity nS × cS = 32 × 2048 = 216 is saturated. The Zipf dataset benefits from
the feedback optimization of Section 7.3.1 and the uniform dataset from dynamic distri-
bution introduced in Section 7.3.2. The sudden performance drops of MonetDB happen
due to cache effects. MSM performs on average 5× better than MonetDB.

7.4.5 Join Benchmarks

The datasets used in our join benchmarks consist of tables with 64-bit keys (spanning two
32-bit columns) and 32-bit payloads. The join result rows contain the join key, and the
payloads of the two joined rows in the remaining two columns. In our benchmarks, MSM
performs an M : N join of tables R and S, with the keys of R and S chosen randomly
from a uniform distribution with domain size D. The size of the input tables |R| and |S|
and the domain size D are chosen so that the size of the cross product of the same-key
rows from both tables is exactly M × N , and that the join result contains 226 rows.

The benchmark results are shown in Figure 7.5. MSM performance increases for larger
values of M and N . Indeed, joins are executed by buffering same-key rows from R and
pairing them, one by one in a loop, with all the rows from S that also have the same
key (see Section 7.3.5). Increasing M and N increases the ratio of the join materialization
time (proportional to M × N ) to the overhead of buffering the rows (proportional to M )
and launching the materialization loop (proportional to N ); thus effectively improving
performance. MSM performs on average 5× better than MonetDB on our join datasets.
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7.5 SUMMARY

Given the resource constraints imposed by FPGAs, the quality of data processing units
should not only be measured in their performance but also in how efficiently they use
FPGA resources. In this chapter, we proposed MSM: a set of runtime configurable mod-
ules realizing both goals. Resource efficiency is achieved by reusing the same FPGA
resources to support multiple pipeline-breaking database operators. This is a major ac-
complishment as pipeline-breaking operators are among the most popular, yet resource
demanding operations executed by database systems. High performance is achieved by
using parallel optimized sorters with a dynamic distribution mechanism, early aggrega-
tion, multi-way merging, and a multi-core design to support multiple clients in parallel.
The performance of MSM measured against MonetDB shows relatively high speedups
on various datasets. To conclude, MSM is in perfect alignment with the objectives of our
work defined back in Chapter 5.
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In Chapter 7, we proposed MSM, a database system accelerator with support for the sort,
aggregation, and join operators. MSM is a sort-based accelerator: It starts by sorting its
input, before executing additional operators. Using sort-merge with multi-pass merging,
it can sort arbitrarily deep tables. However, it is quite limited with regards to the table
width. Indeed, the implementation proposed in Chapter 7 can only support tables with
up to four 32-bit columns. The number and size of supported columns is a compile-time
parameter of MSM and has a large impact on the FPGA resource utilization. Unfortu-
nately, this lack of support for arbitrarily wide tables that are present in many modern
database workloads, is ubiquitous in past research on FPGA accelerators.

In this chapter we propose KeRRaS, an abstract sorting algorithm that enables existing
sort-based query processors to support arbitrarily wide tables while offering scalability,
preserving modularity, and having low resource overhead. We then present an imple-
mentation of KeRRaS based on MSM. The new implementation, called MSMK, behaves
similarly to MSM on narrow tables and demonstrates good scalability as the number of
columns increases. An efficient implementation of KeRRaS requires us to transform our
row-oriented accelerator (MSM) into a column-oriented accelerator (MSMK). This brings
about a few more advantages (e.g., support for projections) discussed in this chapter.

Note that parts of the material presented in this chapter have been previously published
in FCCM’22 [MFM+22].

8.1 THE SCOPE OF DATABASE SYSTEM ACCELERATORS

Database system accelerators trade off generality for performance. Indeed, FPGA-based
accelerators are often limited in terms of the types of database operators they can sup-
port, the layout (e.g., table depth and width) and distribution of data (including the data
types) they can process, and more commonly a combination of these two. These limita-
tions restrict the usability of the accelerator and increase its dependence on the host. The
implications are twofold:

• The accelerator is less efficient, as it can only work on a narrow range of workloads.

• An increase in FPGA-host collaboration incurs performance penalties (e.g., by mov-
ing data through the PCIe bus) and takes time and bandwidth away from the host
by involving it in the execution of some parts of the query.

An important objective of our work is to strike a balance between generality and per-
formance. Indeed, MSM proposed in Chapter 7 supports the most commonly used yet
computationally intensive pipeline-breaking database operators, allowing the FPGA to
process a wide range of queries. As for the input data, the sort-based MSM is capable
of processing tables with an arbitrary number of rows, only limited by the amount of
RAM available to the FPGA. The arithmetic logic units (ALUs) used in MSM define the
data types supported by the accelerator, and can be updated based on the workload. A
crippling limitation of MSM, however, is its lack of support for arbitrarily wide tables.
Indeed, the number of supported input columns is a compile-time parameter of MSM
and has a large impact on its resource utilization. This is a major hurdle, as support for
wide tables is necessary for many database workloads, data warehouses, and scientific
computations [RK13]. The main challenge in processing these tables is to deal with a
large number of key columns, as value columns can often be processed independently of
each other (see Chapter 2).
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In this chapter, we propose key-reduce radix sort (KeRRaS), an algorithm that enables MSM
to process tables with an arbitrary number of key columns; thus, enhancing the use cases
and acceleration potential of our platform. Moreover, thanks to the genericity of our so-
lution, it can be applied to many existing sort-based database system accelerators. KeR-
RaS targets the most important primitive used in these accelerators: sorting. Indeed,
FPGA-based sorting algorithms often put constraints on the width of the keys. This in
turn limits the number of key columns the database system accelerator can process (see
Section 8.2). KeRRaS is capable of extending an ordinary (width-limited) FPGA-based
sorter to provide it with support for an arbitrary number of key columns. The extension
causes minimal resource overhead, preserves modularity, and offers scalability. KeRRaS
is described in detail in Section 8.3.

In order to efficiently extend MSM with KeRRaS, we convert it into a column-oriented
database system accelerator by using interface adapters. Interface adapters are also used
to implement the functionality required by KeRRaS. The modified architecture is pre-
sented in Section 8.4. We call our extended accelerator MSM with KeRRaS, or MSMK for
short. The features of MSMK that are not present in MSM and are enabled by its new
architecture are summarized below:

• The column-oriented MSMK can choose which columns to load when processing
a table. Therefore, no matter the width of the input table, MSMK can efficiently
support queries involving a number of columns that can together fit in its data path.

• If a query involves more columns than MSMK’s data path can accommodate (due
to its width), KeRRaS is used to process those columns in smaller partitions using
an iterative approach.

• After processing a table, the column-oriented MSMK can also choose which
columns of the result to store, enabling support for the projection operator intro-
duced in Section 2.2.1.

In Section 8.5, we provide an experimental evaluation of MSMK against both MSM and
MonetDB. Our benchmarks show that MSMK performs similarly to MSM on narrow
tables, and exhibits great scalability with increasing numbers of key columns. MSMK
also demonstrates relatively good performance compared to MonetDB on wide tables.
We summarize our findings in Section 8.6.

8.2 RELATED WORK

There have been many proposals for designing custom architectures that can accelerate
pipeline-breaking database operators. Because of their high architectural complexity and
resource demands (e.g., [ABW+16, HANT15, HSM+13, CO14, STM+13]), most research
supports only a limited number of these operators at the same time on the FPGA. The au-
thors of [STM+13, MNC09, KT11, MCK17, SKLG16, SCPC15, MFLM20] focus solely on
the sort operator, while those in [DZT13, ABW+16, WIA14, YKO+14, MTA09b, WFS+19]
target the aggregation, and others in [HANT15, ABW+16, NSJ13, LMM+22] the join op-
erator. Broader research such as [SAS+16] accelerate both the aggregation and join, and
[CO14] the sort and join operators. MSM proposed in Chapter 7 supports all three of
the sort, aggregation, and join operators. We refer the reader to Chapter 4 for a more
comprehensive survey on operator support.
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Parameter Description
nr Number of rows in the unsorted table.
nkc Number of key columns in the unsorted table.
nvc Number of value columns (payload) in the unsorted table.
nbsc Number of key columns the base sorter can sort at a time.
nit Number of iterations.

Table 8.1: Parameters of the KeRRaS algorithm.

In addition, previous studies often impose constraints on the distribution of the data that
can be processed by the accelerator. This typically happens in architectures relying on
hash-based techniques for operator acceleration. In [WFS+19], hash-based aggregation
forwards hash collisions to the host to be later aggregated by the CPU (in software), lim-
iting the distribution of the keys that the FPGA can process alone. Hash-based sorting
attempted in [PHL18] bounds the maximum range of the keys and may result in sub-
optimal memory usage depending on their statistical distribution [Gil04]. Sort-based
approaches like MSM are less sensitive to the distribution and size of the data thanks to
a more regular execution flow (see Chapter 7). Finally, sliding-window operator acceler-
ation proposed in [NSJ15, NSJ13, MTA09b] limits the number of rows being considered
and, therefore, the scope of the operators. Chapters 4 and 7 present a lot more details
regarding past research’s support for various data distributions.

The final set of constraints in the state of the art and the main focus of this chapter is the
width of the rows or the number of columns that an accelerator can operate on. Indeed,
the width of the data path in current architectures often matches that of the widest row
they can process. Supporting wider rows requires more of the FPGA resources (bounded
by the size of the FPGA) and may result in lower achievable clock frequencies. To name
a few examples, the sort operators implemented in [MNC09, SKLG16] and [KT11] can
handle 4- and 8-byte keys, respectively. The implementation in [CO14] supports sorts on
8-byte rows, and joins on tables with 4-byte keys and 2-byte values. Finally, the authors
of [ABW+16] and [HANT15] assume 8-byte rows and at most 8-byte keys for the aggre-
gation and join operators, respectively; whereas the more flexible architecture presented
in [WIA14] can aggregate rows with up to 8 × 4-byte columns.

Techniques for expanding the number of supported columns typically involve either sim-
ply increasing the data path width and/or multi-cycle processing whereby a row is cut
into pieces and sent through a narrower data path over multiple clock cycles. Using
these techniques in their architectures, the authors of [STM+13] and [MFLM20] sup-
port the sorting of rows with up to 40- and 64-byte keys, respectively; and the authors
of [WFS+19] support aggregations on 4 key columns, 256 bytes each. These solutions still
require entire rows or at least their keys to be loaded on the FPGA chip (e.g., for com-
parisons) which, given FPGAs’ resource limitations, sets a hard limit on the width of the
supported rows.

To the best of our knowledge, this is the first work on FPGA-based database system
acceleration, proposing an approach for processing arbitrarily wide tables in an iterative
way and completely independently of the width of the accelerator’s data path.

8.3 KEY-REDUCE RADIX SORT (KERRAS)

In this section, we present KeRRaS, a novel abstract algorithm capable of extending ex-
isting sort-based query accelerators, such as MSM, to enable them to process an arbitrary
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k1 k2 k3 k4

3 4 7 5
8 6 1 1
5 7 0 2
3 4 7 1
5 7 0 2
8 6 1 1
5 7 3 9

(a) Table U

k1 k2 id

3 4 0
8 6 1
5 7 2
3 4 3
5 7 4
8 6 5
5 7 6

⇒

sk1 sk2 sid ω1−2 κ1−2

3 4 3 0 0
3 4 0 0 2
5 7 2 1 1
5 7 6 1 0
5 7 4 1 1
8 6 1 2 2
8 6 5 2 1

(b) Iteration 1: Reduce k1k2 into κ1−2

κ1−2 k3 id

0 7 0
2 1 1
1 0 2
0 7 3
1 0 4
2 1 5
1 3 6

⇒

sκ1−2 sk3 sid ω1−3 κ1−3

0 7 0 0 0
0 7 3 0 3
1 0 4 1 1
1 0 2 1 0
1 3 6 2 1
2 1 5 3 3
2 1 1 3 2

(c) Iteration 2: Reduce κ1−2k3 into κ1−3

κ1−3 k4 id

0 5 0
3 1 1
1 2 2
0 1 3
1 2 4
3 1 5
2 9 6

⇒

sκ1−3 sk4 sid ω1−4 κ1−4

0 1 3 0 1
0 5 0 1 4
1 2 4 2 2
1 2 2 2 0
2 9 6 3 2
3 1 1 4 4
3 1 5 4 3

(d) Iteration 3: Reduce κ1−3k4 into κ1−4

Figure 8.1: Example run of the KeRRaS algorithm with nkc = 4 and nbsc = 2.

number of key columns. The algorithm has a low resource overhead, respects modu-
larity by requiring little to no modifications to the original platform, and is compatible
with most existing sort-based database system accelerators. KeRRaS also provides mech-
anisms to help processing arbitrarily large payloads. However, since the way payloads
are processed is often specific to a particular accelerator, we shall present concrete pay-
load processing techniques based on these mechanisms on MSM in Section 8.4.3.

KeRRaS is an abstract variant of the forward radix sort algorithm [AN94]. Much like
radix sort, it processes wide keys by sorting groups of key columns in an iterative man-
ner. At each iteration, up to nbsc key columns of the unsorted input table are sorted
and replaced by a single column, which we shall call the reduced key κ. The reduced
key is then used in the subsequent iteration to represent the already-sorted key columns.
Following this schema from the most significant to the least significant key columns pro-
duces the sorted result. The sorting at each iteration can be performed by any sorting
algorithm (e.g., sort-merge, quick-sort, radix sort, ...), which we will refer to as the base
sorter. nbsc is defined by the base sorter and must be larger than 1 for reduction to take
place. KeRRaS works best with column-store databases. Its parameters are summarized
in Table 8.1.

Figure 8.1 illustrates KeRRaS through an example. The unsorted table U consists of nkc =
4 key columns k1–k4 and is shown in Figure 8.1(a). We use the notation c[i] = v to indicate
that the row at index i of column c has value v. In the example, we assume that the base
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Overhead
Column Definition

ω1−j ω1−j [i] =

⎧⎪⎨⎪⎩
0 if i = 0
ω1−j [i − 1] if 0 < i < nr and sk1...skj [i − 1] = sk1...skj [i]
ω1−j [i − 1] + 1 if 0 < i < nr and sk1...skj [i − 1] ̸= sk1...skj [i]

κ1−j κ1−j [sid[i]] = ω1−j [i], ∀i ∈ [0, nr) where sid is from the same iteration as κ1−j

Table 8.2: Formal definitions of ω and κ produced by the KeRRaS algorithm. They can
both be generated using single-pass algorithms. While ω does not need to be stored in
memory, κ must be stored in memory and preserved across KeRRaS iterations.

sorter can sort up to nbsc = 2 columns at a time. Figure 8.1(b) shows the first iteration
of the algorithm, where the nbsc most significant key columns (k1 and k2) along with an
incrementing id column attached as a payload are sorted on composite key k1k2. The
results of the sort are columns sk1, sk2, and payload column sid. Ordering ω1−2 starts at
ω1−2[0] = 0 and increments for each change in sk1sk2 compared to the previous row. The
ordering is a compressed version of sk1sk2. Finally, the reduced key κ1−2 is obtained
by storing the values in ω1−2 at indices defined by sid. For instance, the first row of the
table with values sid = 3 and ω1−2 = 0 indicates that the third index (starting from 0)
of the reduced key κ1−2 should contain the value 0. The reduced key is a compressed
version of k1k2. ω and κ are formally defined in Table 8.2. In the next iteration of the
algorithm, shown in Figure 8.1(c), κ1−2 is used to maintain the order imposed by the first
iteration. Given that nbsc = 2, only a single other column k3 can now be sorted alongside
κ1−2. In this iteration, we simply use sκ1−2sk3 instead of sk1sk2sk3 when producing ω1−3.
Eventually, by the third iteration shown in Figure 8.1(d), columns sk1–sk4 highlighted in
blue font represent the fully sorted result.

Note that sid and κ need not be computed in the last iteration of the algorithm, but can
prove beneficial for further processing of table U . sid is a bijective mapping of the sorted
row indices to the unsorted row indices [Wik22a]. It can be used for ordering potential
payload columns. For instance, sid[0] = 3 requires the payload at row 3 of table U to
move to row 0 of the sorted table. Using this payload processing mechanism, KeRRaS can
achieve stable sorting if the base sorter itself is stable. κ, which is a compressed version
of the keys in the unsorted table, can replace those keys in many situations. For instance,
if hashing the keys is necessary to carry out an operation (e.g., hash-based aggregation),
κ presents an order-preserving minimal perfect hash function [Jen09].

Note also that KeRRaS accepts all the data types supported by its base sorter. Moreover,
large data types can be spread across multiple columns if they are partially reducible,
such as strings and unsigned integers that can have their matching bits compared inde-
pendently and the results combined later.

Lastly, let us discuss an important limitation of our algorithm. During an iteration, effec-
tive reduction can only happen if the width of the reduced key column is smaller than
the aggregate widths of the key columns used to produce it. More concretely, if the key
columns involved in an iteration together contain as many distinct values as can be en-
coded within their width, no reduction can take place. This limitation can be overcome
using partitioning techniques beyond the scope of our work [Rei15].
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8.3.1 Time Complexity

In this section, we study the time complexity of KeRRaS. Let us start our analysis by
considering the overhead columns. id is generated on-the-fly as the base sorter reads
its input table. Both ω and κ are obtained by traversing the sorted columns of their
corresponding iteration and performing comparisons among the neighboring rows. The
overhead columns are therefore obtained with time complexity in O(nr). This equates the
time complexity of every iteration of KeRRaS to that of its base sorter. Except in the first
iteration, where nbsc key columns are sorted, all other iterations sort nbsc − 1 additional
key columns as they need to include a reduced key into their computation. The total
number of iterations is therefore given by

nit(nkc) =
⌈︃

nkc − 1
nbsc − 1

⌉︃
(8.1)

Provided tbs(nr), the time complexity of the base sorter, KeRRaS is in O(nit(nkc)×tbs(nr)).

8.3.2 Space Complexity (Memory Utilization)

The memory footprint of KeRRaS during an iteration equals that of its base sorter sorting
nbsc key columns with payload id, plus the storage of κ. Note that ω does not need to
be stored as it is a means for producing κ and can be both generated and discarded on-
the-fly. Moreover, every new κ can replace its predecessor from the previous iteration
(if one exists) in memory. Only κ needs preserving across iterations and, except for the
sorted key columns skx, all other columns can be discarded. The space complexity of the
algorithm is therefore the same as that of its base sorter on the entire table plus a constant
number of additional columns, namely sid and κ.

8.3.3 Discussion and Optimizations

KeRRaS presents a convenient way to add support for arbitrarily wide keys to an existing
sort-based query accelerator, with the latter acting as the base sorter for the algorithm.
The only requirement for the base sorter is that it must be able to sort at least 2 key
columns (nbsc > 1) with a single payload column at each iteration. We also recommend
that the base sorter uses a columnar access and storage model, as it will make it easier to
rearrange the columns from iteration to iteration.

After being extended with KeRRaS, the database system accelerator is able to sort any
number of key columns within a proportionately large number of iterations. Sort-based
operators (e.g., aggregation and join) can also be extended to support large payloads. A
few potential approaches are discussed in Section 8.4.3.

KeRRaS is specifically designed to be suitable for database system acceleration on FP-
GAs, making it distinct from typical CPU- and FPGA-based sorting algorithms in several
ways. First, KeRRaS decouples the width of the rows from that of the accelerator’s data
path. The latter is defined by the base sorter. Moreover, the KeRRaS-specific overhead
columns id, ω, and κ can be generated in a streaming fashion using a simple pipeline
structure, which is optimal for implementation on FPGAs.
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Second, if used in conjunction with a merge-based sorting algorithm (as its base sorter),
KeRRaS can produce the reduced key during the final merge pass of each iteration, re-
quiring no further accesses to the sorted columns stored in the memory. This is an impor-
tant feature as many of the existing FPGA-based sorters, including MSM, use a variant of
the sort-merge algorithm [STM+13, CO14, UIO15, MFL+21].

Additionally, the recommended column-oriented approach requires only the columns
targeted by an iteration to be available to the FPGA. The limited amount of RAM in
typical FPGA setups (e.g., [Cor20, Cor19a, Bit22]) can therefore be used more efficiently.
The algorithm also ensures that each column of the input table is exclusive to a single
iteration, with the corresponding sorted column of the final result materialized at the
end of that iteration. Therefore, the host-FPGA link only needs to transfer each column
once to the FPGA and each sorted column once from the FPGA back to the host.

Finally, unlike typical CPU-based radix sort algorithms that move entire rows every time
a set of columns is sorted [CLRS09], the key-reduce approach used in KeRRaS requires
only the columns targeted by an iteration to move in the memory. This results in a more
predictable and efficient memory bandwidth utilization. Other variants of the radix sort
algorithm rearrange pointers to the rows every time a set of columns is sorted. This
entails random accesses to the columns involved in the following iterations. KeRRaS,
however, pays the cost of rearrangement (via random accesses) once per iteration when
producing the single-column reduced key. Our algorithm can therefore run more effi-
ciently on FPGAs, which do not have large caches like CPUs do and therefore exhibit
lower random access performance in comparison to CPUs.

KeRRaS also offers a few workload-specific optimizations:

• Parallel optimization: In case the algorithm is run with the single purpose of pro-
ducing the final reduced key, it can be parallelized and executed by multiple ex-
ecutors (e.g., CPUs, FPGAs). Each executor reduces an exclusive subset of the key
columns (i.e., run an independent iteration), and a series of hierarchical passes per-
form further reductions until the final result is obtained.

• Shortcut optimization: In case the sorted order of the rows can be established solely
based on the most significant key columns (e.g., if k1k2 in our running example was
unique for each row), KeRRaS can terminate early and process the remaining key
(k3 and k4) and payload columns using the last obtained sid as explained earlier in
our example.

8.4 ARCHITECTURE

We start this section with a summary of the MSM architecture, highlighting its most rele-
vant components for a KeRRaS implementation. We then present MSMK, an implemen-
tation of KeRRaS with MSM as its base sorter. Afterwards, two approaches for processing
arbitrarily large payloads on the new platform are proposed. Finally, we discuss some of
MSMK’s limitations.
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Figure 8.2: Overview of the MSM architecture proposed in Chapter 7.

8.4.1 MSM

The architecture of MSM, which is based on the sort-merge algorithm, is shown in Fig-
ure 8.2. The Sort-Network is responsible for the sort phase of the algorithm. The Sequential
Load module reads a stream of rows from the FPGA RAM. The Sorters transform the
stream of rows into small fixed-size sorted runs. The runs are stored back in the mem-
ory via the Multi-Buffer Store module. The Merge-Network is responsible for the merge
phase of the sort-merge algorithm. The Multi-Buffer Load provides the Mergers access to
the sorted runs in the memory. The Mergers merge the sorted runs. The result is streamed
through the JoinMat for potential join processing. The Sequential Store module stores the
final result back in the FPGA RAM.

Both networks assume a row-store database and only make full burst accesses to the
memory. The width of the rows and their division into columns are architectural param-
eters of MSM and define the width of its data path. Each column can be configured as
a key or a value column (payload) at runtime. The width of the rows (i.e., the data path
width) is defined such that a full burst memory access contains an integer number of
rows; therefore, we call it a “row burst access”. The host CPU connected through PCIe
to the FPGA schedules, launches, and controls operator execution by programming the
networks via memory mapped control and status registers (CSR) [HH21].

MSM is particularly suitable for a KeRRaS implementation. The high-performance Sort-
and Merge-Networks constitute the perfect base sorter. Moreover, their additional capabil-
ities can be leveraged to support aggregations and joins on arbitrarily large tables, with
minimum effort. Finally, the row burst access patterns of the networks can be translated
into multiple column burst access patterns, efficiently and with no waste of memory
bandwidth. This is optimal for KeRRaS that works best with a column-store model.

8.4.2 MSMK: Extending MSM with KeRRaS

KeRRaS was designed with compatibility and ease of integration in mind. Indeed, ex-
tending MSM with KeRRaS requires principally changing the host scheduling algorithms
that control the Sort- and Merge-Networks. The algorithms should apply KeRRaS when
executing operators on tables wider than supported by MSM alone. As for architec-
tural modifications, the networks should change their interface to support column-store
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Figure 8.3: Architectural extensions to MSM’s Merge-Network for implementing the KeR-
RaS algorithm. The Pump, Exhaust and Rexhaust interface adapters are the only compo-
nents needed to implement KeRRaS.

databases and be able to generate and store the reduced key. We use interface adapters
to implement both functionalities while preserving modularity.

The adapters surrounding the Merge-Network are shown in Figure 8.3. The Sort-Network
requires a subset of the same adapters and is therefore omitted from this figure. The
Merge-Network and its interface remain unchanged. Upon making a row burst read re-
quest, br rows (beats) are expected to arrive sometime in the future. Each row has wr
columns. A row burst write request consists of br rows that must be written to the mem-
ory. The figure contains in-flight rows and columns to exemplify data moving through
the interfaces. Table cell ricj is from row i column j. In our example, burst requests
read/write 4 rows of 3 columns each; therefore, br = 4 and wr = 3.

The Pump and Exhaust adapters convert row burst accesses into column burst accesses.
A column burst has bc beats of wc rows each. The values of bc and wc are chosen to
maximize memory access efficiency. br is then defined based on their values. In our
running example, the memory supports 2-beat burst accesses where each word contains
2 table cells, resulting in bc = 2 and wc = 2. A row burst request is transformed into wr
column burst requests, each bringing back bc × wc = 4 cells that are assembled into br
rows in return. Therefore, br must equal bc × wc for maximum bandwidth efficiency. br
and wr are architectural parameters of MSM, thus facilitating this type of optimization
and parameter tuning. The Sort-Network is also extended with a Pump and an Exhaust
adapter.

The Rexhaust adapter is responsible for producing and storing the reduced key κ in each
iteration of KeRRaS. κ is obtained during the last pass of the Merge-Network which pro-
duces the final sorted run. While storing this sorted run, the Rexhaust is activated gener-
ating ω and κ on-the-fly and storing the latter in the memory. This eliminates the need
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Figure 8.4: Architecture of the Pump interface adapter used by MSMK for converting row
burst accesses into column burst accesses, as shown in Figure 8.3.

for an additional pass over the result. Note that unlike the final sorted run that is pro-
duced sequentially, i.e., in the order of the sorted rows, the reduced key is generated out
of order. This is because the location of a particular row in the reduced key is defined
by its corresponding value in sid, as explained in Section 8.3. Consequently, the Rexhaust
is the only module in our architecture that performs random writes. However, as it is
activated only once per KeRRaS iteration and to write a single column, it has a minimal
negative impact on memory bandwidth efficiency. Note also that the Sort-Network does
not require a Rexhaust adapter, as it only produces the intermediate sorted runs.

Let us now take a closer look at the architecture of the Pump shown in Figure 8.4. We
shall follow the path of a row burst read request, arriving from the bottom-right of the
figure. The Request Generator receives the request and transforms it into wr column burst
read requests, with the help of a table containing information about each column. The
table, stored in BRAMs, contains a single entry per column indicating its Source and an
attached Value:

• mem: The column resides in the memory. Value indicates the address of its first row.

• incr: The column is an arithmetic sequence with increments of +1 starting at Value.
This is useful for generating the id column used in KeRRaS.

• cst: A column of constants, all holding Value. This is useful for processing the join
operator, described in Section 7.3.5.

The table is filled by the host’s scheduling algorithms depending on the needs of the
operator. The Request Generator computes the effective memory address or increment
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Figure 8.5: Architecture of the Transposer used by the Pump interface adapter to transpose
database columns into rows, as shown in Figure 8.4.

offset of a column based on this table and the position of the requested burst of rows
within the stream of data. For columns residing in memory, a column burst read request
is made. For every column, an in-flight request is sent to the Input Logic.

The Input Logic takes various actions based on the nature of an incoming in-flight request:

• mem: The Input Logic waits for the column burst to arrive from the memory, and
stores it into the column buffer.

• incr and cst: The Input Logic generates and stores the requested rows into the col-
umn buffer.

The column buffer, stored in BRAMs, has a width matching that of a memory word and
must be capable of holding at least wr column bursts for a row burst to be producible.
In our simple example, it can hold up to 2 row bursts in order to support multiple in-
flight row burst requests and benefit from latency hiding. After storing enough data to
produce a full row burst, the Output Logic is notified. It reads the first beat of each of the
column bursts and sends them to the Transposer. It then moves onto the second beats,
and continues this pattern should a column burst have more beats.

The Transposer transforms a set of columns into rows by transposing them. The opera-
tion is similar to that of matrix transposition [Wik22i]. The design of the Transposer is
shown in Figure 8.5. It is based on the universal array architecture [Pan92]. It contains a
wt × wt array of registers, each capable of holding a cell of the table. Proper column to
row transposition requires the equality wt = max(wr, wc) to hold. The registers forward
their data either downwards or to the left, but all in the same direction. The direction
alternates every wt clock cycles. Let us describe a cycle of the universal array to clarify its
functionality. During the first wt clock cycles, wr = 3 columns enter from Input 1, moving
downwards until occupying their current positions shown in Figure 8.5. The array then
switches directions and outputs wc = 2 rows from Output 1, while at the same time load-
ing wr new columns from Input 2. The array switches directions again. The rows now exit
from Output 2 while new columns enter from Input 1, reaching a full cycle. The benefit of
the universal array is its ability to continuously consume, process, and output data. This
allows it to achieve the maximum possible throughput constrained by the widths of the
input and output data paths.

The Exhaust performs the same operations as the Pump but in reverse. Therefore, the two
modules are quite similar in design and comprise the same important building blocks.
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Figure 8.6: Architecture of the Rexhaust interface adapter used by MSMK to produce and
store the ω and κ columns, as shown in Figure 8.3.

The major operational difference of the Exhaust is that it can either store a column in
memory or completely discard it if the column is unused. This allows us to efficiently
execute the projection operator.

The Rexhaust architecture is shown in Figure 8.6. The design compares neighboring rows
while keeping track of a counter for producing ω and κ. Indeed, a shift register of depth 2
is used to keep track of adjacent rows. In the figure, the composite keys c1c2 of the cur-
rent row r2 and its predecessor r1 are being compared. If different, a signal triggers the
Counter to increment in the next clock cycle. By then, r2 will be shifted down while r3
takes its place. Therefore, the value of the Counter represents the ordering ω of the oldest
row in the shift register. The reduced key is produced by storing the value of the Counter
at the index specified by the sid column. The latter is represented by c3 in our exam-
ple. Finally, note that the last row of ω, i.e., the value of the Counter for the last sorted
row, indicates the number of unique keys (counting from 0) in the table. This is used for
implementing the shortcut optimization introduced in Section 8.3.3.

Finally, let us emphasize some of the important design decisions leading to an efficient
KeRRaS implementation. The Pump’s latency hiding mechanism and universal array-
based Transposer architecture allow it to reach very high throughputs. In addition, the
data generators of the Input Logic reduce the overall memory footprint and memory band-
width utilization of the platform. Similar optimizations are applied to the Exhaust. The
Rexhaust’s implementation allows it to process a stream of rows by buffering only two
rows at a time, which is sufficient for comparing consecutive rows as required for the
generation of ω and κ. Indeed, upon the arrival of a new row, the oldest row in the buffer
can be discarded. Therefore, the Rexhaust has very low resource demands. Moreover, the
design is fully pipelined, enabling the processing of a new row every clock cycle.

8.4.3 Payload, Aggregation and Join Processing

MSMK can support payload processing in two ways. The first approach is to use the
technique mentioned in Section 8.3 whereby the sid obtained in the last iteration of KeR-
RaS is used to adjust the payload. Another approach is to use κ as a replacement for all
the key columns and sort it with the payload attached. The sort is not part of KeRRaS
hence no id processing or κ generation and storage (random memory writes) is necessary,
thus resulting in better performance. While the first approach does not require sorting, it
moves data with random access patterns. The second approach performs sorting, which
is more complex, but with the same sequential access patterns as MSM. Depending on
the efficiency of the memory system, the size of the payload, and the number of columns
it spans, one or the other approach may be preferred.
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We implement the second approach for our experiments in Section 8.5 as using MSM
allows us to perform the aggregation and join operators on the payload at the same time.
For aggregations, ω of the last iteration can be stored to obtain all the unique keys in their
sorted order, matching the result of aggregating the payload. For joins, the keys of both
input tables should be reduced together resulting in rows with the same key to have the
same reduced key. An incrementing id column can then be tagged along to point to the
matching rows of the two tables. Finally, note that as MSM is not a stable sorter, neither
of the two payload processing approaches results in stable sorting.

8.4.4 Limitations

KeRRaS is an abstract algorithm hence mostly limited by its underlying base sorter. Let
us discuss a few ways in which MSM constrains the use of MSMK. Our MSM implemen-
tation fixes the column width at compile time. This in turn limits the number of unique
id values and therefore the number of rows MSMK can support at runtime. The imple-
mentation used in our experiments in Section 8.5 uses 4-byte wide columns allowing up
to 232 rows to be sorted. This is more than enough for our benchmarks. Indeed, our
FPGA platform’s memory can only hold two 4-byte wide column with this many rows.
However, if support for more rows is needed, increasing the column width relaxes this
constraint exponentially. Increasing the column width also allows us to support wider
(> 4-byte) individual key columns. Although a better solution in this case is to spread
those columns, if possible, across multiple smaller ones as described in Section 8.3. An-
other limitation imposed by the base sorter is the data types supported for each column.
Although we use unsigned integers in our experiments, the ALUs used in MSM may be
extended to support other data types as well.

8.5 EXPERIMENTS

In this section, we investigate how MSMK performs on various datasets and compare it
with the performance of its base sorter, MSM, and the state-of-the-art CPU-based query
processor, MonetDB [Mon21]. We use throughput in million processed rows per second
(MR/s) as a measure of performance in our benchmarks, as we did in Section 7.4.

8.5.1 Experimental Setup

The experimental setup is fairly similar to the one we used in Chapter 7. MSMK is written
in Chisel 3.4.3 [BVR+12, Chi21b] which makes it highly parameterizable and thus easy to
adapt to various FPGA platforms. The parameters of our main implementation, which
we use for scalability analysis and comparison with MonetDB, are br = 64, wr = 6, bc =
8, and wc = 8. They are tuned based on the FPGA memory system characteristics, as
explained in Section 8.4.2. The benchmarks run on our PCIe-attached Intel® D5005 FPGA
acceleration card with an Intel® Stratix® 10 FPGA and 4 banks (channels) of DDR4 RAM,
each with an 8 GB DDR4 RDIMM module [Cor19a]. We instantiate 4 MSM Cores, one per
memory bank, allowing us to issue up to 4 database operators at a time. Each MSM Core
includes a single Sort-Network and two Merge-Networks, as described in Section 7.4.

MSMK’s FPGA resource utilization values are shown in Table 8.3. Note that the KeRRaS-
related interface adapters (Pump, Exhaust, and Rexhaust) constitute a small percentage
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Module R Logic Utilization [ALM] BRAM Utilization [M20K]
Full System 1 686, 809 73.60% 10, 474 89.36%

MSM Core 4 151, 341 16.22% 2, 512 21.43%
Sort 1 102, 250 10.96% 1, 218 10.39%

Pump 1 1, 458 0.16% 14 0.12%
Sort-Network 1 99, 374 10.65% 1, 183 10.09%
Exhaust 1 1, 215 0.13% 21 0.18%

Merge 2 24, 545 2.63% 647 5.52%
Pump 1 1, 458 0.16% 14 0.12%
Merge-Network 1 20, 778 2.23% 607 5.18%
Exhaust 1 1, 215 0.13% 21 0.18%
Rexhaust 1 833 0.09% 5 0.04%

Table 8.3: FPGA resource utilization of our implementation of MSMK (with a 192-bit
wide data path) and some of its major components. Replication factor (R) is the number
of instantiations of a module within its level in the hierarchy. The percentage resource
utilizations are calculated over the total amount of resources provided by the FPGA.

of the design’s resource utilization. This is consistent with our claim in Section 8.3 that
implementing KeRRaS has a low resource overhead. The Rexhaust’s BRAM utilization
value, is due to the BRAM-based FIFOs we placed around the module for buffering pur-
poses. The design runs at 191 MHz.

We continue comparing the performance of our accelerator with that of MonetDB
v11.39.5 [Mon21], a state-of-the-art column-store DBMS [DBRU20]. It runs on an Intel®

Xeon® Platinum 8180 CPU @ 2.5 GHz (28 cores, 38.5 MB L3 Cache, 6 memory chan-
nels) with 376 GB of DDR4 RAM [Int17]. MonetDB is allowed to use up to 28 threads
on a single socket. Increasing the number of threads beyond this value did not result in
any further performance improvements for our benchmarks. The MonetDB performance
measurements ignore query plan generation, and only include pure operator execution
on warm data. By means of multiple clients, we issue 4 operators at a time to match the
capabilities of MSMK. The reported performance numbers reflect the aggregate through-
put achieved by all 4 MSM Cores/MonetDB clients.

8.5.2 Datasets

The parameters of our datasets are listed in Table 8.1, with the exception of nbsc and
the addition of rkc. The former is an architectural parameter with value wr − 1, as the
base sorter uses one of its columns for processing id. The latter is the domain size of
the individual key columns. Indeed, the keys are all chosen randomly from a uniform
distribution in the range [0, rkc).

As mentioned in Chapter 7, our uniformly distributed datasets are commonly used
for studying individual database operators [ABW+16, CR07, MSL+15, MFL+21] and to
benchmark sorting algorithms [NS22]. They allow us to analyze the behavior of our sys-
tem as we gradually increase the number of key or value columns. Moreover, we briefly
present some TPC-H based benchmarks demonstrating the capabilities of our platform
on standardized workloads [Cou22].
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Figure 8.7: The results of the sort and aggregation benchmarks comparing the perfor-
mance of MSMK and MSM on narrow tables with nkc+nvc ≤ 4. The benchmark datasets
have nr = 224 and rkc = 256.

8.5.3 MSMK vs. MSM

To begin our analysis, we compare the performance of MSMK with its base sorter, MSM,
using builds with comparable parameters. Since MSM can only operate on tables with
up to 4 columns, the tables in our datasets must satisfy the inequality nkc + nvc ≤ 4.
Some of our most representative results are shown in Figure 8.7. The slightly higher
performance of MSMK compared to MSM is mainly due to the Pumps and Exhausts in-
creasing the memory prefetching and buffering capacity of the accelerator. Our memory
bandwidth measurements on benchmarks with similar runtime characteristics show that
MSMK uses on average 6% more memory bandwidth compared to MSM.

In the case of the sort operator, the number of key and value columns has no significant
impact on performance. The slight increase in throughput for larger nkc is due to the
increase in the range of keys positively impacting the performance of the Merge-Networks.

In the datasets used for benchmarking the aggregation operator, decreasing the number
of key columns results in more rows with duplicate keys. The early aggregation opti-
mization implemented by MSM, and thus inherited by MSMK, partially aggregates these
rows early in the sort process (see Section 7.3). This results in considerably fewer rows
that need to be sorted/merged and thus higher throughputs. The effects of this optimiza-
tion are visible in the results of our aggregation benchmarks shown in Figure 8.7.

The MSM implementation of the join operator is only capable of processing 2 key
columns. The MSMK join benchmarks (omitted from the figure) behave similarly to those
from MSM as well.

8.5.4 Payload-Less Benchmarks

In Section 8.5.3, we benchmarked MSMK on narrow tables without producing the re-
duced key. Producing the reduced key results in a decrease of on average 30% in perfor-
mance. This is due to the random memory accesses made by the Rexhaust, even though
it is only activated once per KeRRaS iteration to write a single column. It also empha-
sizes the importance of the shortcut optimization introduced in Section 8.3.3. A future
optimization of the implementation could improve random access performance by either
using a small cache, or a different memory technology to store the reduced key. In this
section, we focus on wide tables that require KeRRaS for processing. We assume KeRRaS
is used for sorting and to produce the final reduced key for future operations.
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Figure 8.8: The results of the payload-less performance and scalability benchmarks com-
paring the performance of MSMK and MonetDB (MDB), as the number of rows (nr) or
key columns (nkc) varies.

Figure 8.8(a) shows the results of our benchmarks varying nr for multiple values of nkc.
The observed behavior of the individual MSMK curves mirrors that of the base sorter
from Section 7.4.3. The relatively low performance for small nr is due to the significance
of the operator’s launch overhead against its actual execution time. The sudden decrease
in performance at nr = 218 happens as an additional merge pass of the sort-merge algo-
rithm is required to merge the many sorted runs. While these properties are inherited
from the base sorter, the disparity between the curves with different nkc is due to KeR-
RaS. Indeed, the datasets with nkc = 5, 9, and 13 require 1, 2, and 3 KeRRaS iterations
to be sorted, respectively. Therefore, nkc = 5 has approximately twice the throughput of
nkc = 9, and three times that of nkc = 13, in line with our time complexity analysis from
Section 8.3.1. MonetDB curves exhibit a similar relationship with respect to nkc.

The results of a fine-grained scalability analysis of MSMK are shown in Figure 8.8(b).
In these benchmarks, we vary nkc for multiple values of rkc. The step-like behavior
of MSMK is because datasets with more key columns require more KeRRaS iterations
to be processed. Indeed, given the parameters of our system, Equation 8.1 becomes
nit = ⌈(nkc − 1)/4⌉, which is reflected through our benchmarks. Moreover, our mem-
ory consumption analysis shows that per iteration, MSMK requires the same amount of
memory as MSM (including the id column), plus additional memory to store κ. This is
also in accord with our space complexity analysis from Section 8.3.2. The three MSMK
curves start with the same throughput but deviate from each other due to the shortcut
optimization. For instance, at nkc = 9, curve rkc = 8192 requires a single KeRRaS it-
eration as the first 5 key columns are unique enough to define the sorted order. The
remaining key columns are then treated as payload and processed to be aligned with
the first 5 sorted key columns. Curves rkc = 2 and rkc = 128, however, require two
KeRRaS iterations to define their order, thus resulting in lower throughput. To conclude,
note that MSMK achieves a nearly consistent level of performance improvement (ap-
proximately 5×) compared to MonetDB across all nkc values, indicating that they scale
similarly well.

Finally, Figure 8.9 presents the results of our benchmarks for the standalone sort oper-
ators extracted from 4 TPC-H queries. The TPC-H dataset has a scale factor of 8 and
is stored uncompressed. As the benchmarks show, MSMK performs consistently bet-
ter than MonetDB. The varying degrees of speedup are mainly due to the behavior of the
base sorter (MSM) on different input sizes. Indeed, queries 12, 4, 20, and 16 require 3, 2, 1,
and 2 merge passes of MSM to sort, respectively. This is because the number of rows (nr)
of the tables used in these queries is widely different; ultimately resulting in variations
in the performance of MSM and consequently MSMK (see Chapter 7).
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Figure 8.9: The results of the standalone sort operator benchmarks of 4 TPC-H queries
with various key lengths (noted below each query) on MSMK and MonetDB (MDB).
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Figure 8.10: The results of the payload-based sort, aggregation, and join operator bench-
marks comparing the performance of MSMK and MonetDB (MDB), and the parameters
of the datasets used in these benchmarks.

8.5.5 Payload-Based Benchmarks

In our implementation of KeRRaS, we use the naive sort-based approach described in
Section 8.4.3 for processing arbitrarily wide payloads. The approach leverages the exist-
ing capabilities of the base sorter (MSM); therefore, requires no extra logic to implement
on the FPGA.

The results of our sort and aggregation benchmarks, along with the parameters of the
datasets used in these benchmarks are shown in Figures 8.10(a) and 8.10(c). The widths
of the keys and payloads are chosen to match the ones in [STM+13], an existing work fo-
cused on large payload processing on FPGAs. In our benchmarks, increasing the number

106 Chapter 8 KeRRaS: Column-Oriented Wide Table Processing on FPGAs



Data Path Width wr = 4 wr = 6 wr = 8
Resource

Utilization
Logic 44% 52% 62%

BRAM 43% 53% 65%

performance

nkc = 5 Throughput [MR/s] 74 119 120
KeRRaS Iterations 2 1 1

nkc = 10 Throughput [MR/s] 32 45 59
KeRRaS Iterations 5 3 2

nkc = 15 Throughput [MR/s] 23 32 38
KeRRaS Iterations 7 4 3

nkc = 20 Throughput [MR/s] 16 25 28
KeRRaS Iterations 10 5 4

Table 8.4: Experiments illustrating the impact of the architectural parameter wr on the
performance and resource utilization of MSMK.

of value columns decreases the throughput improvement factor of MSMK compared to
MonetDB. This is expected because our payload processing routine is also based on sort-
ing, which makes payload operations costly. Nonetheless, MSMK achieves on average 3
times higher throughput compared to MonetDB.

The results of our join benchmarks are shown in Figure 8.10(b). Since joins involve two
tables and the output may be larger than the input, throughput is measured in the num-
ber of result rows per second. The datasets used in our join benchmarks are described in
Figure 8.10(d). The input tables are chosen such that for an M : N join, the size of the
cross product of the same-key rows from both tables is M × N , and that the tables con-
tain 222 rows in total. Our benchmarks show that for the join operator, MonetDB is much
more competitive, with performance surpassing that of MSMK as nkc increases. Indeed,
MonetDB uses a hash-based join algorithm to execute our join workloads. MSMK joins
by first sorting and then pairing the rows, leading to worse scalability but sorted results.
This can prove beneficial in processing chains of operators. For instance, aggregation on
a prefix of the join key is faster if the join result is already sorted.

8.5.6 Flexibility

One of the major benefits of our flexible architecture, is that it can be optimized for differ-
ent workloads. An architectural parameter that is particularly relevant for KeRRaS, is the
data path width of its base sorter (wr). The results of a study examining the impact of this
parameter on the performance and resource utilization of MSMK are shown in Table 8.4.
In these experiments, we benchmark three MSMK implementations with wr = 4, 6, and
8 on workloads with varying numbers of key columns. Throughput values in MR/s are
correlated to the number of KeRRaS iterations required to process the input. Accord-
ing to Equation 8.1, the number of KeRRaS iterations is itself a function of nbsc and thus
wr. Therefore, wr can be modified to generate an MSMK implementation suitable for
processing a particular workload. Minimizing wr constrained by the target performance
reduces the accelerator’s resource utilization, allowing the FPGA to accommodate new
logic that is useful for the target workload (e.g., filtering, compression, etc.). More impor-
tantly, thanks to KeRRaS enabling MSMK to process arbitrarily wide tables (even with
the smallest wr), the database system user can configure the accelerator to have optimal
performance for the common case, while still being able to use it for larger (and of course
also smaller) tables that appear less frequently in their workloads.
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8.6 SUMMARY

Optimal database system acceleration requires the data to be as close and exclusive to
the FPGA as possible. This can be achieved by increasing the capabilities of the acceler-
ator. These capabilities include support for multiple operators and various input tables.
Although we addressed both areas fairly extensively in Chapter 7, one major limitation
remained: the inability of MSM to support arbitrarily wide tables. This became the focus
of the current chapter, where we propose KeRRaS as a solution.

KeRRaS is an abstract sorting algorithm that can extend existing sort-based query ac-
celerators to enable them to support arbitrarily wide keys efficiently and with minimal
overhead. Moreover, it produces metadata (e.g., reduced key) that can represent the ini-
tial data more efficiently or be used for payload processing. An implementation along
with some benchmarks were provided to verify these claims. Indeed, MSMK is a min-
imal (adapter-based) extension of an existing query accelerator (MSM), that can sort an
arbitrary number of key columns in a scalable manner. Moreover, a simple payload-
processing routine allows MSMK to support the aggregation and join operators on arbi-
trarily wide tables. Our benchmarks show that MSMK performs equally well as MSM
on narrow tables, and demonstrates great scalability with increasing numbers of key
columns. Finally, MSMK is a column-oriented accelerator that also supports the pro-
jection operator. We showcase more of its capabilities in Chapter 10, where we use our
acceleration platform to process TPC-H queries.
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The preceding chapters were dedicated to the research and implementation of a novel
FPGA-based database system accelerator. After our latest developments in Chapter 8,
our accelerator named MSMK is capable of processing the sort, aggregation, and join op-
erators, on arbitrarily large and wide tables. It has a flexible architecture, and can process
multiple operators at the same time. With these features, MSMK meets all of our objec-
tives outlined in Section 5.1. We dedicate this chapter to performance improvements. In
particular, we focus on the aggregation operator.

Early aggregation is a popular method for improving the performance of the aggrega-
tion operator [YL94, Lar02]. We implemented early aggregation in our treap sorters back
in Chapter 7. In this chapter, we present a comprehensive survey of various early ag-
gregation algorithms and compare their characteristics. The comparative study leads us
to set-associative caches with a low inter-reference recency set replacement policy. They
show both great performance and modest implementation complexity compared to some
of the most prominent early aggregation algorithms. We also present a novel application-
specific architecture for implementing set-associative caches. Benchmarks of our new im-
plementation show speedups of up to 3× for end-to-end aggregation compared MSMK.

Note that parts of the material presented in this chapter have been previously published
in FPGA’23 [MMF+23].

9.1 EARLY AGGREGATION

Aggregation is a commonly used, yet computationally expensive database opera-
tor [DBRU20]. Most implementations resort to hashing or sorting for intermediates.
Hash-based aggregation produces a hash table where rows with the same key are in-
serted into the same bucket, allowing them to be accumulated into their group imme-
diately. Sort-based aggregation sorts the rows according to their key if needed, ensuring
that those belonging to the same group become neighbors so they can be easily accumu-
lated [GUW09]. Both algorithms are described in detail in Section 4.3.

The runtime of both algorithms increases with the size of the input. Indeed, for hash-
based aggregation, a larger input requires more random accesses to the hash table in
memory. Sort-based aggregation, often implemented using the sort-merge algorithm (see
Section 9.2), needs more merge passes and a larger memory to sort and eventually aggre-
gate larger tables. In these scenarios and to improve the performance of aggregation in
general, early aggregation comes to the rescue.

Early aggregation consists of partially aggregating the input table using a simple and
often streaming algorithm, before complete aggregation with hashing or sorting takes
place [YL94]. An example is shown in Figure 9.1. The algorithm produces table S by
accumulating the rows belonging to the same group that appear consecutively in the in-
put table. Table S, although smaller than table R, contains duplicate keys and requires
complete aggregation to produce table T . However, thanks to the smaller input size,
the cost of complete aggregation is reduced. The impact of early aggregation is often
strong enough that many aggregation algorithms integrate it either directly or indirectly
into their execution flow. They employ sophisticated sort-based [YL94, DG20, HNM02]
or cache-based [CR07, HNM02, MSL+15] early aggregation algorithms for higher perfor-
mance. It shall be noted that early aggregation is only applicable for algebraic aggrega-
tion functions such as SUM() or MAX(), but not holistic aggregation functions such as
MEDIAN() [GCB+97].
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Figure 9.1: Example run of the aggregation operator T = AggrK,SUM(V )(R), using early
aggregation as an intermediate step. Table R is the input of the operator. Table S is
the result of early aggregation, and contains duplicate keys that need further processing.
Table T is the final result of the aggregation operator.

The goal of this chapter is to explore early aggregation on FPGA-based database system
accelerators, fitting the application for several reasons. First, reducing the size of the
input table has a positive impact on the ability of the FPGA to accelerate the aggregation
operator. Second, early aggregation may reduce the memory footprint of the aggregation
operator, enabling the processing of larger input tables on the (often) relatively small
amount of DRAM onboard PCIe-attached FPGA cards. Finally, most cache-based early
aggregation algorithms can be efficiently implemented in a pipelined manner on FPGAs.
We draw upon the extensive body of research on caching in hardware (mostly CPUs) to
explore the design space for cache-based early aggregation [HP17].

This chapter is organized as follows. In Section 9.2, we survey existing early aggregation
algorithms. We then perform accurate simulations to compare the performance of the
ones that are adequate for an FPGA-based implementation. The simulations presented
in Section 9.3 lead us to a family of cache-based early aggregation algorithms fit for our
application. We then introduce a quantitative methodology for selecting a member of
this family for a given accelerator architecture. In Section 9.4, we propose a novel cache
architecture enabling an efficient implementation of early aggregation, based on our pre-
vious findings. In Section 9.5, we integrate our new cache architecture into MSMK. The
resulting platform, called CbMSMK, is benchmarked against both MSMK and MonetDB.
Finally, a summary of the chapter is presented in Section 9.6.

9.2 BACKGROUND & RELATED WORK

Efficient early aggregation algorithms can be classified into two major categories: Sort-
based and cache-based. Sort-based early aggregation may be used in combination with
sort-based aggregation. Cache-based early aggregation can be used with both sort- and
hash-based aggregation. In this section, we shall present the state of the art in both cate-
gories. Every algorithm is followed by a discussion on the efficiency of a potential FPGA-
based implementation. The discussions are based on commonly followed accelerator
specifications:

• Spec 1: Early aggregation may only use on-chip FPGA resources, i.e., logic elements
and BRAMs. DRAM or disk utilization often interfere with complete aggregation
causing slowdowns down the processing pipeline.

• Spec 2: If the input rows are narrower or as wide as the query accelerator’s data
path, an early aggregation algorithm must process the input at near line-rate speeds,
i.e., one row per clock cycle.

9.2 Background & Related Work 111



9.2.1 Sort-Based Early Aggregation

In sort-based aggregation, the sort-merge algorithm is commonly used to sort the input.
The sorted table is then aggregated at the end of the final merge pass. MSMK, which is
based on MSM, relies on this algorithm for executing the aggregation operator.

Sort-based early aggregation intervenes during the sort phase of the sort-merge algo-
rithm. Two prominent methods are fixed-length and variable-length sorting. In fixed-
length sorting [YL94, MFL+21], while loading the rows into the memory, we check if a
new row belongs to a group encountered so far. If so, it is immediately accumulated into
that group. Once the memory is full, the groups are sorted and output as a fixed-length
run. In variable-length sorting [YL94, DG20, HNM02], the memory maintains two sorted
runs: current and next. Initially, new rows are all inserted into the current run. Once the
memory is full we output the (key-wise) smallest group of the current run. Upon arrival
of a new row, (1) if it belongs to a group in either of the two runs, it is accumulated into
that group. Otherwise, (2) if the row is larger than the previously output group, it is in-
serted into the current run. Otherwise, (3) the row is inserted into the next run. In cases
(2) and (3), the smallest group of the current run is then output at the end. When the
current run becomes empty, it switches places with the next run.

MSMK performs fixed-length sorting along with early aggregation using the treap data
structure. Each treap sorter needs multiple clock cycles to process a single key, thus 32
sorters are used in parallel to achieve line-rate processing. Moreover, the merge phase
is optimized to perform on-the-fly aggregation while merging the sorted runs. Variable-
length sorting, although without early aggregation, is attempted in [STM+13] where the
authors also use multiple sorters in parallel to maintain their target throughput. In Sec-
tion 9.3, we simulate and compare both fixed- and variable-length sort-based early ag-
gregation using 32 parallel sorters.

9.2.2 Cache-Based Early Aggregation

Hash-based aggregation populates a hash table in the main memory (DRAM for both
FPGA and CPU). Each row is stored as a group in the bucket corresponding to its hash
value [GUW09]. The hash of a row/group is the result of applying a hash function to its
key. The hash table needs to deal with two types of collisions: (1) Key collisions occur
as rows belonging to the same group, hence with the same key, are mapped to the same
bucket. They are resolved by accumulating a colliding row into its group (if present) in
the hash table. (2) Hash collisions occur if rows with different keys have the same hash
value, therefore, also map to the same bucket. They are resolved using techniques such
as separate chaining or open addressing [Ski08]. Once every row is processed, all of the
groups in the hash table form the result of the aggregation operator.

Cache-based early aggregation is commonly implemented as a scaled down version of
hash-based aggregation, where the hash table is stored in a cache. The cache must be
designed for fast access, in order to avoid adding too much overhead to the complete
aggregation process. For instance, it might reside in the cache of a CPU or on the BRAMs
of an FPGA [CR07]. The often small and static structure of the cache may cause some
rows to overflow, and thus not meet their matching group. These rows, along with the
content of the cache after every row has been processed are sent to a hash- or sort-based
aggregation algorithm for complete aggregation.

In the context of early aggregation, the architecture of a cache is based on three impor-
tant design decisions: (1) cache structure is the layout of the cache, (2) placement strat-
egy is the mapping of rows to buckets, and (3) replacement policy determines a group to
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evict in case of a new hash collision in an already-full bucket. Most database-related
caching mechanisms use hashing as a placement strategy. MurmurHash [App16] is a
non-cryptographic, robust, hash function commonly used in recent database literature
(e.g., [MSL+15, KGA17]). Furthermore, it can be pipelined, which results in an efficient
FPGA-based implementation [KA16]. Therefore, we shall only focus on studying differ-
ent cache structures and replacement policies. In what follows, we present the decisions
made in past research with regards to both categories. The proposed mechanisms are
used in the execution of many database operators (e.g., aggregation and hash join) and
at different granularities (e.g., rows or pages). However, note that the cache structures
that despite being pipelined/parallelized may require multiple clock cycles for lookup
(e.g., they use separate chaining [HSM+13]), replacement, or reorganization [KM10] vi-
olate Spec 2, hence are excluded from our study. We start by presenting various cache
structures.

Cache Structures

An n-way set-associative cache has buckets with a maximum capacity of n entries. n is
the degree of associativity of the cache. Each entry can hold a single group. We shall use
the terms "group" and "entry" interchangeably. The buckets are referred to as sets. A row
is mapped to a single set, defined by its set index (i.e., hash of its key). Upon inserting a
row into a set, it can be placed in any of its n entries. If all of the entries are full, and the
new row does not belong to any of the existing groups, the replacement policy is called.
A 1-way set-associative cache is typically referred to as a direct-mapped cache. The size or
capacity of a cache (in general) is the maximum number of groups it can hold at any given
point in time. Set-associative caches are commonly used in CPUs [HP17].

An m-lookup n-way set-associative cache is an n-way set-associative cache where a row
may be placed in m different sets. An implementation would typically hash a row with
m different hash functions in order to find its corresponding sets [GS21]. Considering
Spec 2 and given that most modern FPGAs allow at most two simultaneous read accesses
to arbitrary lines of BRAMs (see Section 3.1.2) used for storage by the cache (Spec 1), we
shall limit the scope of our study to 2-lookup n-way set-associative caches only.

A k-level cache is a sequence of k caches of any of the types described above, laid out
and connected according to their order in the sequence. An element evicted from a cache
is inserted into its successor in the sequence. Each cache uses a different hash func-
tion [KM10, UIO15]. Note that multilevel caches borrow their name from multilevel
hash tables [BK90] and, despite some similarities, are not to be confused with hierarchical
caches used in CPUs (e.g., L1, L2, ...).

Replacement Policies

Let us now discuss some prominent replacement policies. Each policy takes as input a
set of cache entries/groups that may accommodate a new row. For instance, in a set-
associative cache, the replacement candidates are the entries in the set corresponding to
the inserting row. The output of the policy is at most a single entry that may be replaced.

No-replacement is a policy whereby none of the groups in the cache are ever re-
placed [UIO15]. In random replacement, one of the groups is chosen at random [HNM03].
First-in first-out replacement (FIFO) selects the group that has been created the earli-
est [EH84]. Least recently used replacement (LRU) chooses the group that was last accessed
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the earliest [EH84, HNM03, Lar02], i.e., not referenced for the longest time. A group is
accessed if it is created or hit. A cached group is hit every time an inserting row belongs to
that group.

Least frequently used replacement (LFU) selects the group with the lowest reference
count [EH84]. The reference count of a group is the number of cache hits into that group.

LRU-2 replacement is a commonly used policy in the family of LRU-K policies [OOW93].
The policy selects the group with the largest 2-distance. The 2-distance of a group is the
distance in time between the last 2 accesses to that group. The notion of time is commonly
defined as the index of the inserting row in the input table. For instance, a hit while
inserting the 5th row of the table into the cache, sets the time of hit to 5.

In low inter-reference recency set replacement (LIRS) [JZ02, Bla10, Wik22e], we compute the
2-distance and age of all input groups. The age of a group in the cache is the current time
minus the time of the last access to that group. The eviction priority of a group is the largest
of the 2-distance and the age of the group. LIRS selects the group with the largest eviction
priority.

Optimal replacement selects the group whose next appearance in the stream of rows is the
farthest off [HNM03]. Given the policy’s need to know about future rows in the stream,
it is not feasible to implement and is only used as an upper bound on replacement policy
performance.

The replacement policies presented in this section may be classified as follows. Recency-
based policies such as LRU use access times to make their decision. Frequency-based policies
such as LFU and LRU-2 select a group based on the frequency of hits into that group. In-
deed, higher frequencies result in higher reference counts and often smaller 2-distances.
Mixed policies such as LIRS consider both recency and frequency. The remaining policies
presented in this section belong to their own unique category.

9.3 SIMULATIONS

In this section, we perform simulations comparing the quality of different early aggre-
gation algorithms. The goal is to choose an adequate algorithm for early aggregation
on FPGAs. The simulations implemented in Scala use the strategy pattern to combine
different cache structures and replacement policies [Wik22h].

9.3.1 Datasets

Our simulations employ synthetic datasets commonly used for benchmarking the aggre-
gation operator [CR07, MSL+15, HNM02, YL94, ABW+16, Lar02]. All of the tables in our
datasets have 226 (≈ 64 million) rows. The distributions (of the keys) used in our datasets
are uniform (like in TPC-D and TPC-H [CG11]), sorted, heavy-hitter, self-similar, moving
cluster, and normal. In the heavy-hitter distribution, 50% of the rows have key 1, and the
remaining rows have their key chosen uniformly from the remaining range of keys. Self-
similar is an 80-20 Pareto distribution reflecting extreme natural phenomena and human
activities [Wik22g]. The Zipf distribution with exponent 1 is a skewed distribution used
to model phenomena such as word occurrences in English texts [YL94]. The moving clus-
ter distribution picks its keys uniformly from a sliding window of size 1024; therefore,
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the distribution of the generated keys varies depending on their position in the table.
Datasets based on real data are described and used in our experiments in Section 9.5.

Although our simulations and experiments were carried out on all of our datasets, we
only show the most representative results that help us compare and study early aggrega-
tion algorithms and better highlight their differences.

9.3.2 Metrics

Memory factor is a parameter of our simulations, representing the ratio of the number of
groups in the input to the number of groups that can be buffered by the partial aggre-
gation algorithm (i.e., its capacity). As an example, a table with any number of rows
belonging to one of 10 groups, input to an early aggregation algorithm with a capacity
of 50 groups, has memory factor = 10/50 = 0.2. The benefit of using memory factor is
that it abstracts away the buffer size (i.e., cache size or run size) of the early aggrega-
tion algorithm, increasing the applicability of our results. With a memory factor ≤ 1, a
perfect early aggregation algorithm capable of holding all of its input’s groups without
overflows should be able to completely aggregate the input. Note that our synthetic data
generators can produce a table with only an approximately accurate specified number of
groups. The memory factors in our graphs, where the capacity of the early aggregation
algorithm is kept constant, are accurate within 0.3% of their shown values.

Reduction factor, which is the result of our simulations, is a commonly used measure of
success for early aggregation. It represents the ratio of the number of rows after early ag-
gregation to the number of rows in the original table. In our simple example in Figure 9.1,
reduction factor = |S|/|R|= 6/8 = 0.75. Reduction factor can take values between 0 and
1, with lower values implying higher quality or higher performance early aggregation.

9.3.3 Sort-Based Versus Cache-Based Early Aggregation

We start our study by comparing the two main categories of early aggregation algo-
rithms. We compare the two sort-based algorithms with the simplest cache-based al-
gorithm, namely a direct-mapped cache. The results of our simulations are shown in
Figure 9.2.

Both sort-based and cache-based algorithms perform poorly on the uniform dataset. In-
deed, uniformly distributed data with memory factor > 1 present a bad scenario for any
type of buffering or caching mechanism as there is no locality in the data. The sort-based
algorithms perform worse than the cache-based algorithm because of their "fill-empty
cycles": as soon as a single overflow occurs, the entire buffer of the sorter starts to be
drained. This is a fairly drastic action resulting in high (bad) reduction factors. The emp-
tying of a variable-length sorter, however, happens while inserting new rows into the
sorter, slightly improving its reduction performance compared to a fixed-length sorter.
This observation is valid on all datasets. It should also be noted that although the sort-
based algorithms have the same capacity as the direct-mapped cache, they have to split
their buffer among their 32 sorters. This is the reason behind the poor performance of the
sort-based algorithms on small memory factors.

The moving cluster distribution has high locality, with the distribution of the keys chang-
ing depending on their position in the table. In this case, the fill-empty cycles of the
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Figure 9.2: The results of the simulations comparing sort-based and cache-based early
aggregation on various datasets.

sort-based algorithms play to their advantage, allowing them to adapt to the varying dis-
tribution. The cache-based algorithm, however, continues to outperform both sort-based
algorithms in terms of reduction.

The simulation results on the self-similar dataset present a middle ground between the
previous two datasets. All three algorithms achieve good reduction thanks to the skew
in the self-similar distribution presenting lots of opportunities for early aggregation.

In a nutshell, even the simplest cache-based algorithm achieves lower reduction factors
compared to both of the sort-based algorithms. Cache-based early aggregation is the
clear winner of this round of our simulations and is therefore the focus of the following
sections.

9.3.4 Comparison of Set-Associative Caches

The results of our simulations comparing set-associative caches are shown in Figure 9.3.
All cache-based algorithms use the optimal replacement policy, allowing us to focus on
the quality of the cache structure alone. The fully set-associative cache, although imprac-
tical to implement with large capacities, represents the lower bounds of the reduction
factor.

Our set-associative caches perform equally well across all memory factors on the sorted
dataset. Indeed, the sorted dataset places all the rows belonging to the same group (per-
fectly clustered) next to each other, allowing the cache-based algorithms to aggregate
them immediately. Similar behavior was observed on the moving cluster dataset.

On both the normal and the heavy-hitter datasets, we see an improvement in the reduc-
tion factor as the degree of associativity of the cache increases: an exponential increase
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Figure 9.3: The results of the simulations comparing set-associative caches for early ag-
gregation on various datasets. All the caches used in these benchmarks employ the opti-
mal replacement policy.

in the set size results in a logarithmic decrease in the reduction factor. This behavior is
representative of our remaining datasets as well. The smaller reduction factors achieved
on the heavy-hitter dataset are a result of its larger skew compared to the normal dataset.
Another interesting observation is that larger memory factors reduce the impact of the
set size on the reduction factor.

Our simulations show that most of the improvements in the reduction factor are achieved
by 4- or 8-way set-associative caches. An 8-way set-associative cache performs very close
to a fully set-associative cache in most cases. Any further increase in the degree of asso-
ciativity (i.e., set size) does not seem to have a major impact on the reduction factor, but
will continue having hardware complexity implications. Indeed, increasing the degree of
associativity requires wider BRAM memories to store the larger sets, more comparators
for finding a matching group, and more complex logic for executing any sophisticated
replacement policy. These factors affect both the resource utilization and achievable fre-
quency of the design. Therefore, the optimal degree of associativity must be chosen based
on the design constraints and the underlying FPGA technology. We shall continue our
study with an 8-way set-associative cache as it demonstrates great reduction performance
and is a good fit for our FPGA platform (see Section 9.5).

9.3.5 Comparison of Cache Structures

In this section, we compare an 8-way set-associative cache with equivalent caches of dif-
ferent structure. Two caches are equivalent if they have the same size and offer the same
number of entries for an inserting element. An 8-way set-associative cache maps an el-
ement to a single set, allowing it to be placed (inserted or accumulated) into any of the

9.3 Simulations 117



0.5 1.0 1.5 5.0 50.0 250.0
Memory Factor

0.0

0.2

0.4

0.6

0.8

1.0

R
ed

uc
tio

n 
Fa

ct
or

8-Way Set-Assoc.
2-Lookup 4-Way Set-Assoc.
2-Level 4-Way Set-Assoc.

4-Level 2-Way Set-Assoc.
8-Level Direct-Mapped

(a) Moving Cluster

0.5 1.0 1.5 5.0 50.0 250.0
Memory Factor

0.0

0.2

0.4

0.6

0.8

1.0

R
ed

uc
tio

n 
Fa

ct
or

8-Way Set-Assoc.
2-Lookup 4-Way Set-Assoc.
2-Level 4-Way Set-Assoc.

4-Level 2-Way Set-Assoc.
8-Level Direct-Mapped

(b) Uniform

0.5 1.0 1.5 5.0 50.0 250.0
Memory Factor

0.0

0.2

0.4

0.6

0.8

1.0

R
ed

uc
tio

n 
Fa

ct
or

8-Way Set-Assoc.
2-Lookup 4-Way Set-Assoc.
2-Level 4-Way Set-Assoc.

4-Level 2-Way Set-Assoc.
8-Level Direct-Mapped

(c) Zipf

Figure 9.4: The results of the simulations comparing different cache structures for early
aggregation on various datasets. All the caches used in these benchmarks employ the
optimal replacement policy.

8 entries in that set. A 2-lookup 4-way set-associative cache allows a row to be placed
in any of the 4 entries of 2 distinct sets, for or a total of 8 placement opportunities. A
k-level n-way set-associative cache with k × n = 8 also offers 8 placement opportunities
to every single row. These algorithms are all compared in Figure 9.4. We continue using
the optimal replacement policy in these simulations, as justified in Section 9.3.4.

For the moving cluster dataset, the choice of the cache structure does not have a notice-
able impact on the reduction factor. This is due to the clusteredness of the distribution
explored in Section 9.3.4. Similar behavior was observed on the sorted dataset.

For both the uniform and Zipf datasets, every k-level cache exhibits worse reduction per-
formance than the 8-way set-associative cache. Moreover, the reduction factor degrades
with higher k. This can be explained through the scope of the placement and replace-
ment algorithm. Indeed, when inserting a row into the 8-way set-associative cache, the
algorithm has a global view of all the possible entries that may be targeted for placement
and/or eviction. In k-level caches, the algorithm has to make decisions with limited visi-
bility locally at each level. This is specially the case for hardware implementations where
the cache levels are arranged in a pipeline (each working on a different row) to achieve
high throughput. In a software implementation, the algorithm might obtain a global
view of the target entries in all levels before making a decision. Other types of multilevel
cache structures (e.g., with varying capacities at different levels) are also less efficient for
the same reason. Finally, note that a multilevel cache might be used to break down the
hardware complexity of an equivalent multi-way set-associative cache (explained in Sec-
tion 9.3.4). Our novel cache architecture described in Section 9.4 does the same without
requiring a multilevel implementation.

118 Chapter 9 A Study of Early Aggregation in Database Query Processing on FPGAs



The 8-way set-associative cache performs worse than the 2-lookup 4-way set-associative
cache for small memory factors ≤ 5, but then catches up, achieving even slightly better
reduction factors for memory factors > 5. In deciding between these two cache struc-
tures, two aspects should be considered. First, greater importance should be given to
larger memory factors. Indeed, even though small memory factors (≤ 5) offer interest-
ing case studies for comparing caching mechanisms, they only represent a small range of
possibilities for the number of groups in the input. Second, the hardware complexity of
both algorithms should be considered. In this case, data hazard detection and resolution
due to collisions are of particular interest. In flat set-associative caches, collisions are de-
tected by comparing the set index of a new row with the set indices of some of the rows
already in the cache pipeline. The complexity is greatly increased for m-lookup caches
that need to compare each of the m set indices of a new row, with all m set indices of some
of the rows already in the cache pipeline. To add to the mix, considering the large width
of database rows, multi-cycle ALUs are commonly used in FPGA-based accelerators, in-
cluding our own MSMK [MFL+21, STM+13]. These ALUs increase the latency (in clock
cycles) of an update to a set, further intensifying the complexity of hazard detection and
resolution mechanisms. Moreover, if pipeline stalls are used as a means for dealing with
hazards, multiple hash functions may result in lower throughputs as the probability of
collision is increased. Furthermore, 2-lookup caches need to compute 2 hash functions,
and also deal with (rare but possible) situations where both hash functions return the
same result. Finally, an efficient implementation of a 2-lookup cache requires quad-port
BRAMs that are not available to all FPGAs. To conclude, the slightly improved reduc-
tion factors achieved by a 2-lookup cache on small memory factors do not warrant its
higher collision rate (potentially causing more stalls) and hardware complexity. We shall
therefore continue our study with flat set-associative caches.

9.3.6 Comparison of Replacement Policies

The results of our simulations comparing the reduction performance of 8-way set-
associative caches using different replacement policies are shown in Figure 9.5. All re-
placement policies, except from LIRS-512, are described in Section 9.2.2. LIRS-512 is an
approximation of the LIRS policy introduced in Section 9.4.5. All other replacement poli-
cies are implemented accurately, i.e., no approximation was used.

All replacement policies (with the exception of no-replacement) perform equally well on
the sorted dataset. The sortedness of the dataset means that there is no benefit in keeping
a group in the cache once it has been seen before. The no-replacement policy performs
poorly by never evicting a group from the cache.

The moving cluster dataset is a good differentiator for frequency-based replacement poli-
cies like LFU and LRU-2. As explained earlier in Section 9.3.1, the moving cluster distri-
bution represents scenarios where the distribution of the grouping key changes depend-
ing on our position in the table. Frequency-based policies, however, try to keep popular
groups (with many hits) in the cache for as long as possible. Unfortunately, a change
in the distribution would not immediately affect the popularity of old data in the cache.
This explains the poor performance of frequency-based policies on the moving cluster
dataset. Recency-based policies adapt faster to a change in the distribution hence per-
form well on this dataset.

The opposite observation is made on the fairly skewed self-similar dataset. Here, a few
groups have many members, making the frequency-based policy of keeping popular
groups in the cache very effective. A recency-based policy, however, may evict pop-
ular groups if they have not been observed very recently. The FIFO and the random
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Figure 9.5: The results of the simulations comparing different replacement policies for an
8-way set-associative cache performing early aggregation on various datasets.

replacement policies that belong to neither of the two categories perform poorly on the
self-similar dataset as well.

LIRS, a mixed policy relying on both the recency and the frequency of the keys in the
stream of rows, performs well across all of our datasets.

In comparing replacement policies, their memory overhead must also be taken into ac-
count. For instance, every replacement policy requires one valid bit per cache entry in-
dicating if it contains a group. A basic LRU implementation on an 8-way set-associative
cache requires 3 additional bits per entry for keeping track of the least-recently used
group. Random replacement, on the other hand, requires no additional bits. Given a
cache structure and an amount of memory dedicated to the cache, the number of over-
head bits affects the depth of the cache. Simply put, more overhead bits result in shal-
lower caches. For the sake of accuracy, we have also performed simulations similar to
those seen in this section, but where the depths of our caches are adjusted so they all use
(approximately) the same number of memory bits. The datasets remain the same. The
results of these simulations are fairly similar to the ones studied in this section. The only
interesting observation was made on the uniform dataset. The reduction performance of
a cache on uniform data depends strongly on its capacity, resulting in low-overhead poli-
cies (e.g., random, FIFO) achieving slightly lower reduction factors compared to high-
overhead policies (e.g., LRU-2, LIRS). Apart from this, all of our prior observations re-
main valid.

9.3.7 Cache Selection Methodology

Based on our simulations, we can confidently claim that the family of n-way set-
associative caches with the LIRS replacement policy is a good fit for early aggregation
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on FPGAs. The value of n affects both the reduction factor and the complexity of the
implementation. Since the cache is typically part of a larger system, we suggest increas-
ing the degree of associativity of the cache as long as the system’s target frequency and
resource utilization are not violated. Any further increase, specially above 8 ways, is
unlikely to be beneficial given the tiny gains in reduction performance.

9.4 CACHE SYSTEM ARCHITECTURE

The most challenging aspect of implementing a cache for early aggregation is dealing
with two types of data hazards:

• Hazards due to key collisions: A row belonging to the same group as its predeces-
sor needs to wait for the latter to be aggregated (compared and accumulated) into
its group in the cache before it aggregates with the result. This will most likely lead
to stalls due to the common use of multi-cycle ALUs in database system accelerators
(see Section 9.3.5).

• Hazards due to hash collisions: Consecutive rows targeting the same cache set
require either stalls or forwarding schemes to avoid read-after-write hazards.

Therefore, both key and hash collisions are likely to introduce stalls, resulting in a viola-
tion of Spec 2 from Section 9.2.

Thanks to the nature of our application, we can efficiently eliminate almost all collision-
related stalls by factoring collision detection and resolution out of the cache and adding
them as preprocessing stages, still performed on the FPGA, just before the cache. Indeed,
a cache implemented with a pipeline of depth w (which includes multi-cycle ALUs) does
not need to deal with collisions if the colliding rows arrive at least w clock cycles apart.
Therefore, the preprocessing stages must eliminate every collision within all windows
of w consecutive rows. We shall use the term window key/hash collisions to refer to these
types of collisions. We propose the following preprocessing stages:

1. Window aggregation: This stage eliminates window key collisions by simply ag-
gregating them as they are detected. No stalls are added.

2. Window collision detection and resolution: This step detects and eliminates win-
dow hash collisions by introducing stalls, in the form of "empty rows".

We must find out the extent to which the stalls introduced by the second preprocessing
stage violate Spec 2. The number of stalls depends on the number of hash collisions,
and therefore the quality of the hash function. According to our simulations using Mur-
murHash in a 216-entry 8-way set-associative cache on both synthetic and real datasets
(from Sections 9.3.1 and 9.5.3), after window aggregation the ratio of the number of hash
collisions within windows of w = 4 rows to the number of rows in the input is at most
3.72 × 10−4. In the worst case scenario where every colliding row has to be stalled by
w − 1 clock cycles, the cache system can still achieve 99.89% line-rate processing speeds.
w = 4 is the depth of the cache pipeline used in our experiments in Section 9.5.

An overview of the architecture of the cache system is shown in Figure 9.6. The following
sections include a detailed description of the modules involved in the architecture.
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Figure 9.6: Overview of the architecture of the cache system. The pipeline consists of a
few preprocessing stages that deal with window key/hash collisions, before the rows are
processed by the cache itself.

9.4.1 Window Aggregator

The Window Aggregator is responsible for eliminating key collisions in all windows of
w consecutive rows. It is composed of a series of s-Distance Aggregators, as shown in
Figure 9.7(a). An s-Distance Aggregator compares and potentially accumulates rows posi-
tioned at the two ends of a window of s rows, i.e., they have exactly s − 2 other rows in
between. Its architecture is shown in Figure 9.7(b).
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Aggregator

2-Distance
Aggregator

3-Distance
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Window Aggregator

(a) Window Aggregator with window size w
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Comparator 
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s-Distance Aggregator

(b) s-Distance Aggregator

Figure 9.7: Architecture of the Window Aggregator used as a preprocessing stage in the
cache system, as shown in Figure 9.6. The module is responsible for eliminating window
key collisions.

A sequence of (row, empty) tuples arrive from the left. Empty is a Boolean flag. Empty =
true means that the accompanying row is invalid yet considered as a row in a window
of rows. It is different from the "valid" signal in handshaking protocols (which we also
use) indicating the presence or absence of a row. The rows then progress through a shift
register of depth s. The keys of the first (r1) and the last (rs) rows in the shift register are
compared by the Comparator Accumulator:
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• If they match, the rows are accumulated, and the result output. The last row is then
marked as empty, so it won’t be considered for future operations.

• If they do not match, the first row is output.

No matter the number of cycles needed to perform the comparison or the accumulation
operations (aggregation for short), the module can function at line-rate speeds. It does
not introduce any stalls, nor does it increase the size of the stream. Finally, note that
the empty marker is needed for correct functionality. Indeed, if empty rows are simply
marked as invalid and not considered as actual rows, the stream can shrink causing an
s-Distance Aggregator to see different windows than it would have in the absence of its
predecessors.

9.4.2 Compressor & Hasher

The Compressor removes all the empty rows from the stream. This may undo the work of
the previous stage, resulting in window key collisions. The reason we do this is explained
in Section 9.4.3.

The Hasher computes the hash (of the key) of each row according to the 32-bit Mur-
murHash 3 function from [App16]. The implementation is pipelined for line-rate pro-
cessing.

9.4.3 Collision Detector

The stream of rows arriving at this stage may have both window key collisions and win-
dow hash collisions. The Collision Detector calculates the minimum number of stalls that
must be inserted after each row in order to eliminate both types of collisions. It augments
valid rows with release indices defining their position within a new collision-free stream
of rows. For instance, a stream of (row, release index) tuples [(y, 5), (x, 1)] requires
row y to be inserted into the cache at least 5 − 1 = 4 clock cycles after row x.
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Figure 9.8: Architecture of the Collision Detector used as a preprocessing stage in the cache
system, as shown in Figure 9.6. The module computes the minimum number of stalls
required for each row in order to eliminate all window collisions.
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The architecture of the Collision Detector is shown in Figure 9.8. Rows, along with the
hash of their key are inserted into a shift register of depth w. The last row’s (rw) hash is
compared to the hash of all the other rows in the pipeline (as they all belong to the same
window). The results of the comparisons are fed into a Priority Encoder which produces
two information: (1) collision = true if rw collides with any of the other rows in the win-
dow, (2) collision id = the register id of the closest colliding neighbor, if one exists. As
both key collisions and hash collisions imply rows producing the same hash, the mod-
ule detects both types of collisions. The output of the Priority Encoder is shifted along its
corresponding row.

The release indices are computed as follows. A shift register of depth w − 1, storing the
previous release indices is initialized at reset to all 0’s. When a row arrives at the front
of the main shift register (r1), Index Select calculates its release index iw as follows. If the
row causes no collisions iw = iw−1 + 1. If a collision was detected, iw = max(icollision id +
w, iw−1 + 1). Once iw is calculated, it is pushed to the back of the release index shift
register, becoming the next iw−1.

Finally, let us explain the reason behind the usage of the Compressor after the Win-
dow Aggregator, via an example. Assume w = 3 and consider an input stream
of keys [a, a, a, b, b, b, a, a, a]. After the Window Aggregator, the stream becomes
[_, _, a, _, _, b, _, _, a] with "_" representing an empty row (stall). After compression, it
transforms into [a, b, a]. The Collision Detector then recommends converting it into:
[a, _, b, a]. All the key collisions are resolved, and the stream is even shorter than its orig-
inal length. The role of the Window Aggregator and the Compressor is to ensure that the
stalls imposed by the Collision Detector due to key collisions do not increase the length of
the stream beyond its original value. In the absence of these modules, the Collision Detec-
tor would have imposed a conversion into [a, _, _, a, _, _, a, b, _, _, b, _, _, b, a, _, _, a, _, _, a],
a much larger stream violating Spec 2.

9.4.4 Collision Resolver

The Collision Resolver is simply composed of an index counter and a comparator. It feeds
an incoming (row, hash, release index) tuple to the cache when release index
equals the value of the index counter. The index counter is incremented every clock
cycle.

9.4.5 Cache

The architecture of the Cache, greatly simplified thanks to the preprocessing stages, is
shown in Figure 9.9. The hash of a row is the address of its corresponding set in the cache
memory. Once the set is fetched, the Multi Comparator Accumulator tries to find a group
matching the new row. If one is found (hit = true), the new row is accumulated into that
group and returned as the result. The select signals specify the index of the matching entry
in the set. The Replacement module returns the index of an invalid (i.e., currently empty)
entry or, if all entries are valid, one chosen for eviction according to the LIRS-512 replace-
ment policy (defined below). The Update module gathers and processes these information
in order to update the cache memory (both the cache set and replacement information)
accordingly. It also forwards evicted or overflowed rows to the next stage in the aggre-
gation pipeline. The depth of the cache pipeline, w, can be trivially increased allowing
us to use synchronous memories and multi-cycle ALUs in the design. The preprocessing
stages must then be updated to support the larger w.
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Figure 9.9: Architecture of the cache used for early aggregation in the cache system, as
shown in Figure 9.6. The cache expects its input to be free of window key/hash collisions,
which is a property ensured by the preprocessing stages described in this section.

The Cache also includes control mechanisms for invalidating all of its entries before any
row is inserted, and for outputting all of its valid entries after the entire input is pro-
cessed. Both mechanisms are trivial and, for the sake of clarity, excluded from our
schematics.

Let us now briefly discuss our implementation of the LIRS replacement policy. LIRS
requires two counters per cache entry to store the times of the last two accesses (insertion
or hit) to that entry. The counters must be able to count up to the number of rows in
the input. For large tables, this results in a lot of memory overhead. We devised a low-
overhead LIRS approximation using reverse aging and saturating counters. The idea is
as follows: The counters may be smaller than required by the algorithm. When a cache
set is accessed, we emulate the passing of time by decrementing both counters of all of its
entries by 1. If a counter holds 0, it may remain at 0. If a particular entry is accessed, we
simply set its last access counter to the maximum value it can hold. LIRS-512 is an LIRS
approximation using 9-bit counters. The results of our simulations shown in Figure 9.5
demonstrate that it performs almost similarly to the accurate LIRS algorithm, on an 8-
way set-associative cache with 216 entries.

9.5 EXPERIMENTS

In this section, we present and benchmark an implementation of our novel cache system.
We use MSMK as a basis for both implementing and benchmarking our design. Our
modifications to the MSMK architecture are shown in Figure 9.10.

In the Sorters module, instead of the 32 treap sorters, we now use 8 heap sorters. Treap
sorters were proposed in Chapter 7 for their simplicity and the ability to perform fixed-
length sorting along with early aggregation. Heap sorters were proposed in Chapter 6
because of their great sorting performance and low resource utilization. The heapsort
implementation used in this section is capable of traversing a heap two levels at a time
without stalls, thus resulting in even higher performance. This is made possible through
the use of simple quad-port BRAMs and the lookahead optimization (introduced in Sec-
tion 6.3.2) eliminating control hazards while traversing the heap. Our implementation
of the heap sorter is on average 4 times faster than that of the treap sorter, yet unable to
perform early aggregation. Both types of sorters are configured to produce fixed-length
runs of 2048 rows.

The task of performing early aggregation is of course now delegated to the Cache System.
The latter is implemented as a stage in the sort phase, (early-)aggregating rows just before
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Figure 9.10: Architecture of CbMSMK. The new (Cache System and Streaming Aggregator)
and upgraded (Sorters) modules compared to the architecture of MSMK are highlighted
in green.

they are distributed to the 8 heap sorters. The cache has enough capacity to hold 32 ×
2048 = 65536 groups, equivalent to the buffering capacity of the treap sorters in the
original MSMK architecture.

Since the heap sorters are not capable of performing early aggregation, they might pro-
duce sorted runs with duplicate keys. Given the implementation of the Mergers described
in Section 7.3.3, they can merge these sorted runs, but may not be able to fully aggre-
gate them on their own. We have therefore inserted a Streaming Aggregator module in
the Merge-Network pipeline. It performs streaming aggregation on the sorted rows as
explained in Section 4.3.2. The design of this module is straightforward: it compares
neighboring rows and accumulates those with matching keys.

We call our new implementation "Cache-based MSMK " or CbMSMK for short. Our
benchmarks in this section compare the performance of CbMSMK with both MSMK and
MonetDB [Mon21].

9.5.1 Experimental Setup

We implement CbMSMK in Chisel 3.5.0 [BVR+12, Chi22]. The benchmarks run on
our PCIe-attached Intel® D5005 FPGA acceleration card with an Intel® Stratix® 10
FPGA [Cor19a]. Similar to MSMK, the design is configured with a data path wide enough
to natively support rows with up to six 32-bit columns (without help from KeRRaS), and
uses 2-cycle ALUs for processing these rows at our target 182 MHz frequency. The soft-
ware competitor, MonetDB v11.39.5, runs on an Intel® Xeon® Platinum 8180 CPU with
376 GB of DDR4 RAM [Int17].
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9.5.2 Resource Utilization and Parameter Tuning

Table 9.1 compares the resource utilization of multiple implementations of early aggre-
gation. For sort-based early aggregation, it is hard to distinguish the resource utilization
of pure sorting from that of early aggregation. Therefore, we consider sorting as part of
early aggregation for both cache-based and sort-based algorithms. Frequency in MHz is
the frequency that can be achieved by each implementation of early aggregation, alone.
The frequency of the entire (acceleration) platform is discussed below.

Impl. n Logic Utilization [ALM] BRAM Utilization [M20K] Frequency
MSMK N/A 86279 (9.25%) 1120 (9.56%) 264

CbMSMK 1 40239 (4.31%) 1063 (9.07%) 289
CbMSMK 2 40903 (4.38%) 1078 (9.20%) 262
CbMSMK 4 41526 (4.45%) 1078 (9.20%) 241
CbMSMK 8 43211 (4.63%) 1074 (9.16%) 223
CbMSMK 16 46657 (5.00%) 1070 (9.13%) 204
AltCache 8 40223 (4.31%) 1052 (8.98%) 149

Table 9.1: FPGA resource utilization of various implementations of early aggregation. n
is the degree of associativity in cache-based implementations. The percentage resource
utilizations are calculated over the total amount of resources provided by the FPGA.

The BRAM utilizations of all the implementations are fairly similar. However, MSMK
uses almost double the logic resources compared to any of the CbMSMK implementa-
tions, due to its use of the 32 treap sorters. The logic utilization of the CbMSMK imple-
mentations increases with n. The AltCache implementation also performs cache-based
early aggregation. It has a stall-free cache that uses typical forwarding schemes to deal
with collisions, instead of our preprocessing mechanisms. Compared to the CbMSMK
implementations, AltCache uses slightly less FPGA resources, but reaches a considerably
lower frequency due to its complexity.

We shall follow the methodology described in Section 9.3.7 to select an adequate
CbMSMK implementation. The target frequency of our platform (constrained by vari-
ous modules) is 182 MHz. The synthesis tools are able to reach that frequency for n ≤ 8.
Any further increase in n results in a negative slack, imposing lower frequencies for only
slightly better reduction performance. We have therefore decided to use the implemen-
tation with n = 8 in our benchmarks.

To showcase the scalability of our cache system architecture, we generated one more
FPGA build with a cache 8 times larger (in capacity) than the one used in our benchmarks,
occupying more than half of the BRAMs on our FPGA. The new build could only run at
159 MHz. By increasing the depth of the cache pipeline from 4 to 6, the achievable fre-
quency rose to 247 MHz. This modification cost us only 0.2% more FPGA logic resources,
and a decrease in performance from 99.89% to 99.69% line-rate processing speeds.

9.5.3 Datasets

In addition to the synthetic datasets introduced in Section 9.3.1, we also use the following
real data in our benchmarks:
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Figure 9.11: The results of the benchmarks comparing the sort times, merge times, and
reduction factors of CbMSMK and MSMK on the Zipf dataset.

• ICE: A table providing information on the WiFi system onboard the ICE trains in
Germany [Deu17]. It holds 22, 266, 745 rows. We aggregate the table using either the
latency, upload speed, or download speed column as the group key. The resulting
queries are called ice_lat, ice_tptx, and ice_tprx, respectively.

• Political: A table containing the contributions of individuals to federal committees
in the US from 2015 to 2016. It holds 20, 459, 430 rows. We aggregate the table
using either the city or the zip code column as the group key. The resulting queries
are called pol_city and pol_zip, respectively. A fairly similar set of queries is used
in [Lar02].

9.5.4 Benchmarks on Synthetic Data

The benchmarks presented in this section compare the execution times of CbMSMK and
MSMK performing aggregation on different datasets. The execution times include both
early aggregation and complete aggregation. Let us first study the key factors contribut-
ing to these execution times. Figures 9.11(a) and 9.11(b) show the execution times of both
implementations decomposed into sort time and merge time, on the Zipf dataset. Sort
times include early aggregation. First note that the sort times across all memory factors
and implementations are approximately the same. This is due to the fact that both sort
pipelines are built to process data at near line-rate speeds and that they need to read
their input table once (all tables have the same number of rows). The merge times, how-
ever, depend on the amount of data there is to merge, which is directly proportional to
the reduction factors of the early aggregation algorithms. Moreover, the Merge-Network
is implemented with optimizations (e.g., aggregation while merging) that affect merge
times as well. The reduction factor also determines the decrease in the memory footprint
of the merge phase. An early aggregation algorithm with better reduction performance
allows an FPGA (with a limited amount of RAM) to process larger tables. The reduction
factors on the Zipf dataset are shown in Figure 9.11(c).

The total execution times of our implementations are shown in Figure 9.12. On the uni-
form dataset, CbMSMK runs more than 3× faster than MSMK for small memory factors.
The difference in execution times almost disappears for larger memory factors. The op-
posite is true on the moving cluster dataset, where the two platforms have similar per-
formance for small memory factors, while the performance of CbMSMK surpasses that
of MSMK as the memory factor increases. The Zipf dataset presents a scenario where
CbMSMK keeps a steady lead in performance across all memory factors. These behav-
iors can be explained through our analysis of the reduction performance in Section 9.3.3.
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Figure 9.12: The results of the benchmarks comparing the performance of CbMSMK,
MSMK, and MonetDB (MDB) on synthetic data.
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Figure 9.13: The results of the benchmarks comparing the performance of CbMSMK,
MSMK, and MonetDB (MDB) on real data.

MonetDB performance numbers are also included on our plots as a reference point for
comparison. In all of our benchmarks, CbMSMK is significantly faster than MonetDB.

It is worth noting that although the cache system reduces the execution time of the ag-
gregation operator, it does not improve the overall system throughput (in million rows
per second). Indeed, the throughput of a system is limited by the slowest element in its
processing pipeline. In our case, the Sort-Network is the slowest element, and has un-
changed running times for the reasons mentioned above. This is why our benchmarks in
this chapter focus on execution time rather than throughput like in Chapters 7 and 8.

9.5.5 Benchmarks on Real Data

The results of our benchmarks on real data are shown in Figure 9.13. CbMSMK achieves
much better reduction factors compared to MSMK across all datasets. With respect to
execution times, both platforms perform well on data with small memory factors, while
CbMSMK runs up to 2× faster on data with larger memory factors. Finally, observe that
CbMSMK runs on average 5× faster than MonetDB.

9.6 SUMMARY

The objective of this part of our work was to study early aggregation in the context of
database system acceleration on FPGAs. We started the chapter with a guided survey
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on different early aggregation algorithms, suitable for an efficient FPGA-based imple-
mentation. We then performed software simulations comparing the most promising of
these algorithms in terms of their reduction performance. Set-associative caches with the
LIRS replacement policy demonstrated great performance with modest implementation
complexity. We then proposed a novel architecture for implementing these caches. The
architecture can achieve near line-rate throughputs despite data dependencies typically
caused by collisions. We also presented a low-overhead approximation of the LIRS al-
gorithm. Benchmarks revealed that CbMSMK, our new accelerator equipped with our
novel cache-based early aggregation architecture, performs at least as well as MSMK,
with great speedups (of up to 3×) achieved in many scenarios for the aggregation opera-
tor.
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In this chapter, we present an overview of the final version of our acceleration architec-
ture, CbMSMK. We then provide some single-operator and system-level TPC-H bench-
marks, showcasing the ability of our platform to process simple and complex queries. Fi-
nally, we revisit the objectives and goals outlined in Chapter 5 and discuss how CbMSMK
effectively meets these goals.

10.1 SYSTEM ARCHITECTURE

A high-level depiction of our acceleration platform is shown in Figure 10.1. The FPGA
card is connected to the host computer via PCIe, as an accelerator type platform described
in Section 4.2. Since we target the acceleration of in-memory database systems (see Sec-
tion 2.1.2), the host has the initial database stored in its RAM, which must be transferred
to the FPGA for processing. The FPGA hosts multiple CbMSMK Cores, each containing at
least one instance of both the Sort- and Merge-Networks. This allows each core to be able
to independently process all of the operators supported by our accelerator. The networks
are configured and launched by the scheduling algorithms running on the host CPU.

FPGA
FPGA Card

CPU

Merge-Network

Sort-Network

Merge-Network

FPGA RAM Channel

MSM Core

CPU RAM

Host

PCIeMerge-Network

Sort-Network

Merge-Network

FPGA RAM Channel

MSM Core

Merge-Network

Sort-Network

Merge-Network

FPGA RAM Channel

MSM Core

Merge-Network

Sort-Network

Merge-Network

FPGA RAM Channel

MSM Core

Figure 10.1: Architecture of the CbMSMK acceleration platform.

The block diagrams of the Sort- and Merge-Networks are presented in Figure 10.2. They
can together run the sort-merge algorithm, in order to process the sort, aggregation, and
join database operators. By using column-oriented load and store techniques, they can
also execute the projection operator. Let us briefly describe the flow of data through the
networks.

The input data, in the form of a database table, is initially stored column by column on the
FPGA RAM. Indeed, CbMSMK is a column-oriented database accelerator. The Pump and
Exhaust modules convert row accesses (reads/writes) made by the remaining modules in
the networks into column accesses before forwarding them to the FPGA RAM. They also
perform projections by filtering out the columns that are not part of the input or result of
the query.

The Sort-Network is principally responsible for executing the sort phase of the sort-merge
algorithm. The Sequential Load module reads the input table, row by row (thanks to the
Pump), streaming each row into the accelerator’s processing pipeline. The Cache System
is only activated for the aggregation operator. It partially aggregates the input, hoping
to reduce its size and thus the runtime of the entire aggregation operator, as described in
Chapter 9. The (potentially partially aggregated) rows are then forwarded to the Sorters.
The latter is composed of a set of 8 parallel heap sorters, proposed in Chapters 6 and 9.
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Figure 10.2: Architecture of the Sort- and Merge-Networks used in CbMSMK for executing
the sort-merge algorithm. The latter is used as a basis for running our target pipeline-
breaking database operators.

They then transform the stream into runs of sorted rows. The sorted runs are stored in
the FPGA RAM by the Multi-Buffer Store module.

The Merge-Network is principally responsible for executing the merge phase of the sort-
merge algorithm. The Multi-Buffer Load module provides the Mergers access to the sorted
runs stored on the FPGA RAM. The (128-way) Mergers merge the sorted runs, which after
potentially multiple passes turn into the sorted table. During the intermediate passes,
the newly produced (larger) sorted runs are directly stored on the FPGA RAM by the
Sequential Store module, bypassing both the JoinMat and Streaming Aggregator. During the
final merge pass, the JoinMat can be activated to materialize the result of a join operator,
as described in Section 7.3.5. The Streaming Aggregator, introduced in Section 9.5, can also
be activated to aggregate the sorted table.

Note that CbMSMK is built for flexibility. The configuration presented in this section
(with 4 MSM Cores each with 1 Sort- and 2 Merge-Networks, 8 heap sorters per Sort-
Network, etc.) is the one we commonly used in the previous chapters and should not
be considered as the final product of our work. The flexibility of our architecture has
been thoroughly examined in Sections 7.4.2, 8.5.6, and 9.5.2. We briefly touch upon this
subject again in Section 10.3.

10.2 BENCHMARKS

In this section, we present the results of a set of summary benchmarks for our final ac-
celeration platform, CbMSMK. The experimental setup consists of a PCIe-attached Intel®
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Figure 10.3: The results of the benchmarks comparing the performance of CbMSMK
and MonetDB on the sort, aggregation, and join operators with various datasets. These
datasets are generated similarly to the ones in Chapter 7.

D5005 FPGA acceleration card with an Intel® Stratix® 10 FPGA [Cor19a] and 4 × 8GB
of DDR4 RAM for the CbMSMK benchmarks, and an Intel® Xeon® Platinum 8180 CPU
with 376 GB of DDR4 RAM [Int17] for the MonetDB v11.39.5 benchmarks.

The results of our single-operator benchmarks are shown in Figure 10.3. The datasets
used in these benchmarks are similar to the ones described in Chapter 7. CbMSMK
achieves up to approximately 6, 23, and 13 times higher performance compared to the
state-of-the-art MonetDB on the sort, aggregation, and join operators; respectively. We
refer the interested reader to Section 7.4 for a detailed analysis on the behavior of these
benchmarks.

The results of our benchmarks on four TPC-H queries are shown in Figure 10.4. The
datasets were generated using 3 separate scale factors. In TPC-H, a scale factor of x in-
dicates that the size of the underlying database is approximately x GB. The datasets are
preprocessed before executing the TPC-H queries:

• All date values were converted into their corresponding Unix time integer val-
ues [Wik23].

• All decimal values were converted into integers. Care was taken to ensure that this
loss of precision did not affect the overall computational flow or the size of the final
result.
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Figure 10.4: The results of the benchmarks comparing the performance of CbMSMK and
MonetDB on the TPC-H dataset with various scale factors.

As many of these queries contain basic filter and arithmetic operators, we added a few
static filter stages in the CbMSMK processing pipeline. With this, the FPGA is capable of
executing all 4 of our TPC-H queries on its own. Indeed, the queries contain a mix of the
projection, filtering, sort, aggregation and join operators on multiple tables with various
sizes and layouts, all of which are supported by our accelerator.

There are two primary reasons for the relatively small speedups of CbMSMK compared
to MonetDB on the TPC-H benchmarks. First, TPC-H queries are composed of chains
of pipeline-breaking database operators that must be executed one after another. Our
accelerator currently stores the results of each operator in the FPGA RAM, before passing
them to the next one. This increases the overall runtime required to execute the queries.
Second, the aggregation and join operators in the TPC-H queries are not particularly
well-suited for acceleration by CbMSMK. For instance, aggregation is often performed
on tables with only a few grouping keys and joins are typically 1:1 or 1:N equi-joins,
both of which result in lower speedups as shown by our single-operator benchmarks in
Figure 10.3.

Another notable observation is that the speedups tend to increase for larger scale factors.
Indeed, increasing the size of the data reduces the overhead of launching the operators
on the FPGA, compared to the execution time of the operators themselves.

Although further research and development will be necessary to optimize CbMSMK for
processing chains of pipeline-breaking operators (e.g., by forwarding the result of one
operator to another) and different operator configurations, our platform managed to per-
form as well as, or even significantly better than the state-of-the-art MonetDB on the
TPC-H benchmarks. More importantly, thanks to its wide array of capabilities, CbMSMK
demonstrated the ability to process these complex queries independently, without the
need for external support from the host. Indeed, we managed to tackle one of the greatest
challenges of using accelerators: data movement. Thanks to the capabilities of CbMSMK,
the FPGA can now own, keep, and process the data locally, only transferring the results
of the queries back to the host. With some additional development (e.g., adding sup-
port for the filter operator and more data types), it would be possible for the host system
to almost completely offload the processing of intensive analytical queries to the FPGA,
freeing itself from this computational burden.

10.3 MEETING THE OBJECTIVES

The objectives of our work were defined in Section 5.1. Below is a categorized list of these
objectives, and how CbMSMK has been successful in meeting them:
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• Operator support: CbMSMK is capable of accelerating all three of our target
pipeline-breaking database operators, namely sort, aggregation, and join. Addi-
tionally, it supports the projection operator. All operators can process arbitrarily
deep and wide tables. CbMSMK currently supports the processing of integers and
strings, but has the potential to support additional data types by extending the
ALUs.

• Resource efficiency: All pipeline-breaking database operators share the sort-merge
pipeline, achieving resource efficiency through reuse. Moreover, CbMSMK takes
advantage of the columnar storage of data to execute the projection operator, with-
out incurring additional resource utilization.

• Modularity and extensibility: All the processing modules in the CbMSMK pipeline
have a data interface based on the standard handshaking protocol [ARM20], which
allows them to transfer one database row per clock cycle and exert backpressure as
needed. This makes it easy to add or remove modules to or from the pipeline.

• Flexibility: CbMSMK is both designed and implemented (in Chisel) with flexi-
bility in mind. Indeed, the architecture can be configured to fit various resource
constraints and workloads. The number of MSM Cores, the number and type
of networks within each MSM Core, the capacity and structure of the Cache Sys-
tem, the number and capacity of the sorters in the Sort-Network, the number of
ways supported by the Mergers, and the capacity of the JoinMat are a few of the
highly impactful, yet configurable parameters of the architecture. Even the storage
model (i.e., row storage and column storage) of the accelerator can be modified by
adding/removing the interface adapters (i.e. Pumps/Exhausts).

• Support for multiple clients: The multi-core design of CbMSMK allows it to sup-
port multiple clients at the same time. Moreover, each MSM Core is capable of exe-
cuting all of the operators supported by our accelerator. This facilitates the schedul-
ing and assignment of client queries to the MSM Cores on the FPGA.

• Support for FPGA accelerator card platforms: CbMSMK is optimized to run on
accelerator card platforms. Indeed, our implementation on the Intel® D5005 FPGA
acceleration card receives its data from the host memory, processes it, and returns
the result back to the host. The architecture also takes advantage of the multiple
RAM channels provided by the accelerator card.

In summary, although CbMSMK still has room for improvement, it currently satisfies
our objectives and goals and conforms to our requirements. In Chapter 11, we list and
discuss further directions for our research.
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With the growing prevalence of hardware acceleration platforms (e.g., GPUs, FPGAs) in
both on-premise and cloud setups, the development of custom architectures for database
system acceleration has gained significant traction. Database system acceleration is a
vast area of research that involves both hardware and software innovations and opti-
mizations. Our work attempts to push the boundaries in this domain. In this chapter, we
reiterate the important milestones and contribution of our work. We then discuss a few
directions for future research.

11.1 SUMMARY

In Chapter 1, we explained the motivation for our research by highlighting the signif-
icance of performance in database query processing. We also discussed how the slow-
ing down of Moore’s law makes it increasingly challenging to meet the performance de-
mands of modern database systems. We then outlined a set of requirements, based on
industry needs, for a database system accelerator with practical applications. Essentially,
the accelerator must support multiple operators, with priority given to the ones whose
acceleration results in greater end-to-end system performance improvements. The ar-
chitecture of the accelerator must be extensible, flexible, and optimized for in-memory
database system acceleration. Finally, the design must provide opportunities to support
multiple simultaneous clients.

In Chapters 2 and 3, we gave a brief introduction on the topics of database query pro-
cessing and FPGA development. The goal of these chapters was to familiarize the reader
with both domains and present the advantages and challenges of integrating the two.
Past research on the incorporation of FPGAs into query processing pipelines were dis-
cussed in Chapter 4. There, we observed that there is a lack of acceleration platforms that
align with the requirements defined in Chapter 1.

Chapter 5 marks the start of our contributions. There, we leveraged our knowledge of
past research in order to convert the requirements defined in Chapter 1 into concrete ob-
jectives and goals for the architecture of our database system accelerator. The architecture
was then defined in broad terms, left to be further refined and detailed in the subsequent
chapters.

Database systems are typically implemented by software engineers using traditional lan-
guages such as C/C++. Therefore, the first objective of our research was to determine
whether HLS tools can be leveraged to continue this trend on FPGAs. In Chapter 6, we
compared Intel® FPGA SDK for OpenCL, which is a fairly mature HLS tool, with hand-
crafted RTL code in VHDL. The results of our study showed that while an OpenCL im-
plementation may provide comparable performance to an RTL implementation in some
situations, complex designs generally perform significantly better when implemented in
RTL. Moreover, the FPGA resource utilization of OpenCL designs is almost always cru-
cially worse than that of those written in RTL. Based on these results, we decided to use
RTL rather than OpenCL for implementing our accelerator.

In Chapter 7, we introduced MSM, the first version of our database system accelerator.
MSM uses the sort-merge algorithm to execute all three of the sort, aggregation, and
join operators. These operators are particularly relevant to our work as they are both
popular and computationally demanding. By accelerating them, we can significantly
improve the overall performance of analytical queries, which is essential for meeting
our requirements. The sort-merge pipeline is shared by all three operators, resulting in a
resource-efficient design. This allowed us to instantiate multiple acceleration cores (MSM
Cores), enabling the FPGA to process multiple queries at the same time; which helped us
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meet another important part of our requirements. MSM is shown to have on average
5× higher throughput (in million processed rows per second) than the state-of-the-art
MonetDB for the sort, join, and aggregation operators.

A crucial requirement for our accelerator is that it must be able to support multiple, high-
impact operators. This not only pertains to the number of operators supported, but also
the size and layout of the tables they can accept as input. MSM is capable of processing
tables with different data types and an arbitrary number of rows. However, it has a lim-
itation on the width, or number of columns, of tables it can support. This is a limitation
commonly found in past research. In Chapter 8, we proposed KeRRaS, an abstract sort
algorithm that enables existing sort-based accelerators to support arbitrarily wide tables.
MSMK is the result of integrating KeRRaS into MSM. The performance of the new archi-
tecture is similar to MSM on narrow tables and scales well as the table width increases.
Furthermore, MSMK is a column-oriented accelerator (as opposed to the row-oriented
MSM), which allows it to support the projection operator and a broader range of queries
in general.

Having already met our requirements from Chapter 1, we decided to further investigate
the FPGA-accelerated aggregation operator with the aim of improving its performance.
In Chapter 9, we conducted a comparative analysis of various early aggregation algo-
rithms for an FPGA-based implementation. An early aggregation algorithm is a low-
complexity algorithm that can help reduce the size of the input to an aggregation op-
erator, with the aim of decreasing its overall running time. Our study concluded that
set-associative caches with the LIRS replacement policy perform very well and have a
reasonable level of implementation complexity when used for early aggregation on FP-
GAs. Consequently, they were integrated into MSMK, resulting in a new architecture
called CbMSMK. In our benchmarks, CbMSMK was able to run the aggregation operator
up to 3× faster than MSMK.

Finally, in Chapter 10, we provided an overview of the complete CbMSMK architecture.
We then presented the results of some single-operator and TPC-H query benchmarks
evaluating the accelerator in its final form. In the end, we revisited the objectives of our
thesis, and discussed how they were met by CbMSMK.

11.2 FUTURE WORK

In this section, we briefly outline some potential directions for future research that could
enhance our work in terms of both performance and applicability.

The first category of improvements relates to the capabilities of the platform. Indeed, by
expanding these capabilities, the FPGA can accelerate a broader range of queries and a
greater portion of each query. This makes the FPGA even more independent of the host
system, further freeing up the CPU and reducing the need for host-FPGA data transfers.
Below are a few suggestions in this direction:

• Filtering: Filtering is typically a computationally-inexpensive, yet very commonly
used operator in database workloads. The main benefit of integrating filtering
into our architecture would be to avoid round trips between the FPGA and its
host. Given the size (e.g., large Boolean expressions) and complexity (e.g., arith-
metic operations, regular expression matching, etc.) of many filter predicates, a
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practical filter implementation must have a high degree of runtime configurabil-
ity. Many FPGA-based architectures for filtering have been proposed in the liter-
ature [DZT13, SJT+12, SMT+14, SMT+12, WIA14]. We are currently integrating a
tiny-CPU-based implementation of filtering into our platform. It is composed of
multiple domain-specific CPUs with small instruction and data memories stored in
BRAMs. They can be programmed to evaluate a wide range of predicates.

• Other operators: Support for additional streaming and pipeline-breaking database
operators would help alleviate some more of the limitations of our database system
accelerator. The challenge in this direction is that generality can come at the cost of
performance. Therefore, it is incredibly important to strike a balance between the
two. Thankfully, our architecture allows for many more operators to be supported
without compromise. For instance, different types of anti-joins can be implemented
by simply tweaking the JoinMat module in the Merge-Network.

• Data types: Currently, CbMSMK can process tables with integer and string
columns. Additional data types can be supported by extending the ALUs used
in the design. Fortunately, many database-specific data types, such as the Decimal
data type defined in TPC-H, can be implemented on FPGAs very efficiently.

Another category of improvements concerns the performance of the system, based on
its architecture. This has been a major theme of the thesis, and will likely remain so in
future work. Below are a few suggestions for improving the operator- and query-level
performance of CbMSMK:

• General optimizations: Further studies and investigations into various architec-
tures for processing database operators are necessary. They can help improve the
performance of our existing modules (e.g., improving the pipeline-efficiency of our
heap sorters) or result in more efficient alternatives.

• Partitioning: Using table partitioning techniques, we can offload a single operator
to multiple MSM Cores. This allows the accelerator to have higher single-operator
performance in case the number of concurrently executing operators is smaller than
that of the MSM Cores. Partitioning, even within a single core, can lead to better
performance as it can break the problem down into smaller pieces. For instance, if
the number of unique keys in each of the partitions of a table is smaller than the
capacity of the Cache System in CbMSMK, a single pass of the Sort-Network may be
able to fully aggregate the input.

• Advanced interconnects: Improved on-chip interconnects can help reduce the num-
ber of memory accesses and lower memory bandwidth requirements by moving
data between the modules within the FPGA, instead of using the FPGA RAM as a
buffer. For example, consider a chain of two pipeline-breaking database operators
O1 and O2. To execute the chain, CbMSMK must store the result of O1 in the FPGA
RAM before it is loaded back up for executing O2. A significant optimization would
be to forward the result of O1, obtained after the last pass of the Merge-Network, di-
rectly to the Sort-Network executing O2. This can greatly improve the query-level
performance of CbMSMK.

The features and characteristics of an FPGA platform have significant implications on the
types of architectures that it can support, as well as the performance of an implementa-
tion of those architectures on the platform. Some areas that have yet to be explored in
this field include:
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• Memory system: Analytical database processing is inherently a relatively memory-
intensive task. Fortunately, new and upcoming FPGA platforms offer increasingly
better memory systems. For instance, FPGAs with larger and faster BRAMs and
external memories such as high bandwidth memory (HBM) are becoming increas-
ingly prevalent [WZTD19]. A promising area of research is to update and adapt
CbMSMK to take advantage of these new memory technologies.

• Scaling: Similar to traditional database systems, FPGA-based database processing
also has the potential to be scaled out and executed by a network of interconnected
FPGAs. Microsoft is using this type of infrastructure to speed up web search and
convolutional neural networks [CCP+16, PCC+15, ORK+15]. Farview is another
platform using a similar setup for database system acceleration [KKK+22].

• Support for additional platform types: Accelerator card platforms are particularly
well-suited for accelerating in-memory database systems, which has been the focus
of our work. However, our architecture can be easily adapted to other types of
platforms (e.g., network processors and smart storage platforms), thus increasing
the applicability and scope of our research.

A number of unexplored feature- and performance-related areas of research pertain to
end-to-end query execution. Indeed, despite all of its features, CbMSMK remains a query
engine accelerator that can only execute the operators scheduled by the host. However,
the other tasks typically performed by a DBMS (e.g., query parsing, query execution plan
generation and optimization, etc.) are currently done manually with the architecture of
the accelerator in mind. Further research is needed to both improve and automate these
tasks:

• DBMS integration: A crucial next step for our research would be to integrate
CbMSMK into a DBMS. This would involve a thorough examination to identify
which components of the DBMS will be affected by the integration, and how they
should be modified to accommodate it. As CbMSMK gains new capabilities and
becomes increasingly independent from its host, it is likely that more extensive up-
dates to the underlying DBMS will be necessary. Eventually, it may become more
beneficial to research and develop an FPGA-specific DBMS from the ground up.
Related works in this area are discussed in [BGB+18].

• Near-FPGA scheduling: In the current state of our platform, the host is respon-
sible for scheduling and synchronizing the execution of the operators in a query
execution plan on the FPGA. All the commands necessary for configuring and
launching the FPGA must be transmitted through the PCIe bus, resulting in per-
formance penalties. An alternative approach would be to transfer the query execu-
tion plan to a processing unit, such as a hard processor system (HPS), on the FPGA,
which would then orchestrate the execution of its operators on the Sort- and Merge-
Networks. This would reduce the scheduling and synchronization overheads as the
HPS would be closer (in latency) than the host to the networks on the FPGA.

Finally, we would like to propose more extensive benchmarking as a requirement for
the future development of our acceleration platform. Indeed, as this thesis primarily
focused on accelerating various pipeline-breaking database operators, our benchmarks
were specifically tailored to measure the performance of those operators. Although we
did provide some TPC-H benchmarks to demonstrate the capabilities of our platform, a
deeper analysis of the performance of our accelerator on complete queries is necessary to
guide further development.
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