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#### Abstract

Network satisfaction problems (NSPs) for finite relation algebras are computational decision problems, studied intensively since the 1990s. The major open research challenge in this field is to understand which of these problems are solvable by polynomial-time algorithms. Since there are known examples of undecidable NSPs of finite relation algebras it is advisable to restrict the scope of such a classification attempt to well-behaved subclasses of relation algebras. The class of relation algebras with a normal representation is such a well-behaved subclass. Many well-known examples of relation algebras, such as the Point Algebra, RCC5, and Allen's Interval Algebra admit a normal representation. The great advantage of finite relation algebras with normal representations is that their NSP is essentially the same as a constraint satisfaction problem (CSP). For a relational structure $\mathfrak{B}$ the $\operatorname{problem} \operatorname{CSP}(\mathfrak{B})$ is the computational problem to decide whether a given finite relational structure $\mathfrak{C}$ has a homomorphism to $\mathfrak{B}$. The study of CSPs has a long and rich history, culminating for the time being in the celebrated proofs of the Feder-Vardi dichotomy conjecture. Bulatov and Zhuk independently proved that for every finite structure $\mathfrak{B}$ the problem $\operatorname{CSP}(\mathfrak{B})$ is in P or NP-complete. Both proofs rely on the universal-algebraic approach, a powerful theory that connects algebraic properties of structures $\mathfrak{B}$ with complexity results for the decision problems CSP $(\mathfrak{B})$. The CSPs that emerge from NSPs are typically of the form $\operatorname{CSP}(\mathfrak{B})$ for an infinite structure $\mathfrak{B}$ and therefore do not fall into the scope of the dichotomy result for finite structures. In this thesis we study NSPs of finite relation algebras with normal representations by the universal algebraic methods which were developed for the study of finite and infinitedomain CSPs. We additionally make use of model theory and a Ramsey-type result of Nešetřil and Rödl. Our contributions to the field are divided into three parts. Firstly, we provide two algebraic criteria for NP-hardness of NSPs. Our second result is a complete classification of the complexity of NSPs for symmetric relation algebras with a flexible atom; these problems are in P or NP-complete. Our result is obtained via a decidable condition on the relation algebra which implies polynomial-time tractability of the NSP. As a third contribution we prove that for a large class of NSPs, non-hardness implies that the problems can even be solved by Datalog programs, unless $\mathrm{P}=\mathrm{NP}$. This result can be used to strengthen the dichotomy result for NSPs of symmetric relation algebras with a flexible atom: every such problem can be solved by a Datalog program or is NP-complete. Our proof relies equally on known results and new observations in the algebraic analysis of finite structures.
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## Chapter 1

## Introduction

Until the middle of the 19th century, the study of formal logic in the West was predominantly limited to traditional logics without predicates and quantifiers. Beginning in the 1860s, Augustus De Morgan, Charles Sanders Peirce, and Ernst Schröder introduced several logical systems and calculi for binary relations which were explored in many ways in the following decades and became part of the emerging field of mathematical logic. Just as propositional logic is related to Boolean algebras, these calculi for binary relations also have an algebraic counterpart, called relation algebras ${ }^{1}$; in a nutshell, a relation algebra can be interpreted as a set of symbols for binary relations and the information of how these are interrelated. Formally speaking, a relation algebra is an algebra in the sense of universal algebra, i.e., a domain together with operations on it that satisfy certain axioms. The algebraic theory of relation algebras was first formulated by Alfred Tarski [Tar41]. With the triumph of propositional and predicate logics in the last 100 years, relational logics took more and more a back seat in modern mathematical logic. On the other hand, developments in computer science, particularly in fields such as database theory, automated reasoning and knowledge representation, have sparked a demand for robust formalisms to handle complex modeling and reasoning tasks. Since binary relations often play a prominent role in practical applications, it is not surprising that the old concept of relation algebras, with its origins in the early days of modern logic, has experienced a revival due to the rapid developments in computer science and Artificial Intelligence. Important examples of relation algebras that are interesting for applications are the Point Algebra, the Left Linear Point Algebra, Allen's Interval Algebra, and region connection calculi such as RCC5 and RCC8, just to name a few.
In this thesis we study a large class of computational decision problems that are induced in a natural way by relation algebras. These problems are called network satisfaction problems (NSPs). Consider a finite network in which the nodes are linked via the elements of a fixed relation algebra. Then the computational task of the NSP for this relation algebra is to decide whether the network satisfies a strong notion of consistency with respect to the fixed relation algebra. Such NSPs for a finite relation algebra can be used to model many computational problems in temporal and spatial reasoning [Dün05,RN07,BJ17]. Every

[^0]relation algebra gives rise to a specific network satisfaction problem whose computational complexity depends solely on the relation algebra itself. The central purpose of this work is to contribute to a better understanding of the complexities of these problems.

At this point, the reader might wonder how exactly the computational problems under consideration look like. We therefore present a simple example of a network satisfaction problem for a certain relation algebra, which is a good illustration of the kind of problems we are dealing with here. Consider a set of consecutive integer distances that contains 0 , say $D=\{0,1,2,3,4,5\}$. An instance of the computational problem is a network where each pair of nodes $(x, y)$ has assigned a set of allowed distances $f(x, y) \subseteq D$. We can visualize an example of such an instance by the following edge-labeled graph:


The computational task now is to choose for each pair of nodes $(x, y)$ a distance from $f(x, y)$ such that all triangle inequalities are satisfied in the whole network. For the instance above this is possible by the red marked distances. This computational decision problem is a typical example of a network satisfaction problem for a finite relation algebra. We want to mention that in this example the set of distances $D$ plays the role of a relation algebra: we can think about $D$ as a set of binary relations where our understanding of "distances" brings in certain assumptions about the behavior between elements of $D$, such as that there cannot be a triangle of points in the plane with distances 1,1 , and $3 .{ }^{2}$
There exist several different algorithms that can solve the network satisfaction problem for the fixed distance set $D=\{0,1,2,3,4,5\}$. We could for example consider the brute force method that goes through all possible combinations of choices. For an input network with $n$ nodes and $\binom{n}{2}$ edges, this algorithm requires about $5\binom{n}{2}$ computation steps in the worst case to arrive at the correct decision. Since this is exponential in the input size $n$, the problem is in the complexity class EXPTIME ${ }^{3}$. Algorithms of exponential running time are often not useful in practice. Indeed, we can find a lower complexity class for our problem: since a guessed solution to the problem can be checked by an inspection of all triangles of the $\binom{n}{2}$ edges, the problem is in the complexity class NP. Such a non-deterministic polynomial-

[^1]time algorithm cannot (probably) be implemented on a physical machine. An important question is whether there is a deterministic polynomial-time algorithm for solving our example problem; or in other words, does the problem fall into the complexity class P? ${ }^{4}$

It has probably not escaped the reader's attention that changing the set of distances for example to $D=\{0, \ldots, 13\}$ leads to a new decision problem and a new question about the complexity of that problem. ${ }^{5}$ In fact, we can define a large class of decision problems in this way; for each finite initial segment $D \subset \mathbb{N}$ we get another problem and a priori a different answer to the question about the complexity. ${ }^{6}$

The question arises why there is a general interest in knowing the complexity of algorithms that solve computational problems? It is a simple but fundamental observation that today's world would be inconceivable without computers, or more precisely, without computation. The interest in knowledge about computational complexity can therefore be justified in several ways. Firstly, the complexity of concrete individual problems plays a fundamental role in the practical implementation and applicability of algorithms. For example, it is important to know how much time particular queries might take in a costumer database, navigation system, or an Internet search engine; computation is so ubiquitous that such a list can only be incomplete. Although computation or, more precisely, time-efficient computation is so pervasive, it is no exaggeration to say that our understanding of it is still in its infancy. By "understanding" we do not just mean knowing whether problems can be solved efficiently, but we mean a deeper comprehension of why these problems can be solved efficiently or why they cannot. This thesis is intended to contribute to a better understanding of why certain computational problems are efficiently solvable (and others probably not).

More than two decades ago, Robin Hirsch formulated in [Hir96] the "Really Big Complexity Problem (RBCP)":

## RBCP: Clearly map out which relation algebras are tractable and which are intractable.

Hirsch asked for a classification of the computational complexity of the network satisfaction problem for every finite relation algebra. Such a classification should identify the NSPs that are solvable by a polynomial-time algorithm. For example, the complexity of the NSP for the earlier mentioned Point Algebra and Left Linear Point Algebra is in P [VKv90,BK07]. Both problems are used to model certain temporal scheduling tasks. However, the NSPs for Allen's Interval Algebra, RCC5, and RCC8 are NP-complete [All83, RN99]. These problems are well-known for their applications in spatial reasoning. There also exist relation algebras where the complexity of the network satisfaction problem is not in NP: Hirsch gave an example of a finite relation algebra with an undecidable network satisfaction problem [Hir99].

[^2]All the mentioned complexity results are obtained for single examples of relation algebras and their NSPs, respectively. The same holds true in general for most of the complexity results in the field. Only a few results exist that are not a case-by-case study. It can be said that, measured against the size of Hirsch's RBCP, little has happened in the search for a general solution to it. Even 25 years later, we are still far from having a clear picture of the complexities of NSPs for finite relation algebras. Whenever a classification task seems too big for the methods and tools one has at hand, it may be advisable to tackle the classification on a suitable subclass first. The first important restriction to a subclass of NSPs was made by Hirsch himself, when he introduced relation algebras with normal representations [Hir96].

## Relation Algebras with a Normal Representation

We want to give an idea of normal representations in order to be able to formulate the results of this work, but we should point out that the intuition given here is not intended to replace the formal definitions given in Chapter 2. In the following, we will denote a relation algebra by $\mathbf{A}$ and its network satisfaction problem by $\operatorname{NSP}(\mathbf{A})$. For the moment, it is sufficient to think of $\mathbf{A}$ as a set of symbols for binary relations $A$ together with a set of rules describing how they "compose" and whether they "contain" each other. A representation $\mathfrak{B}$ is a relational structure that has only binary relations and the set of these relations contains at least the empty relation, the full relation, and equality and is closed under intersection, union, complement, converse, and composition of relations ${ }^{7}$. By definition, the set of relations of a representation $\mathfrak{B}$ naturally carries a Boolean algebra with set-wise union, intersection, and complement as operations. The order associated with this Boolean algebra is simply the set-wise inclusion order. Consider the relational structure ( $\mathrm{Q} ; \varnothing,=,<,>, \leqslant, \geqslant, \neq, \mathrm{Q}^{2}$ ) as an example. The domain of the structure is the set of rational numbers $Q$ and the binary relations $\left\{\varnothing,=,<,>, \leqslant, \geqslant, \neq, Q^{2}\right\}$ are meant to be the usual ones on Q . It is easy to see that this structure is a representation, since the set of relations contains the empty relation, the full relation, and equality and is closed under intersection, union, complement, converse, and composition of relations. For example, it holds that $<0<$ is equal to $<$. As mentioned before, the order induced by the Boolean algebra is the set-wise inclusion order $\subset$; we have for example $<\subset \leqslant$.

We say that $\mathfrak{B}$ is a representation of the relation algebra $\mathbf{A}$ if $\mathfrak{B}$ is a representation whose relations correspond exactly to the symbols of $\mathbf{A}$ in a way that respects the rules in $\mathbf{A}$. That is, $\mathfrak{B}$ contains a concrete binary relation for each symbol of $A$, and these concrete relations behave exactly as described by the composition and containment rules in $\mathbf{A}$. In general, neither the existence nor the uniqueness of representations for a relation algebra is guaranteed.

A normal representation $\mathfrak{B}$ is a certain kind of representation where we have stronger requirements: Firstly, we require that every two elements of $\mathfrak{B}$ are in some binary relation

[^3]from the signature of $\mathfrak{B}$. Secondly, the representation should be universal for all representations of $\mathbf{A}$, i.e., $\mathfrak{B}$ is in a sense the most general representation of $\mathfrak{B}$. And last but not least, we want $\mathfrak{B}$ to satisfy a strong model theoretical property: every isomorphism between finite substructures of $\mathfrak{B}$ can be extended to an automorphism of the whole structure $\mathfrak{B}$. This property is known as homogeneity. The study of homogeneous structures has a long history in the areas of model theory, permutation group theory, and combinatorics. ${ }^{8}$ Two well-known examples of homogeneous structures are the ordered rationals $(\mathbb{Q} ;<)$ and the countable universal homogeneous graph ${ }^{9}$.

From today's perspective, focusing on relation algebras with normal representations is so promising because their NSPs are closely related to a different class of computational problems for which a rich theory has been developed in the last decades. We are talking about constraint satisfaction problems over homogeneous domains.

A constraint satisfaction problem (CSP) can be defined as the computational problem of deciding whether a given finite relational structure has a homomorphism to a fixed structure of the same signature. In Chapter 2 we present a translation of network satisfaction problems to constraint satisfaction problems. Most of our findings are based on the application of the universal algebraic approach, a powerful theory for studying CSPs. We do not want to go into details here, but refer to Section 2.4 and Section 2.6.2, which serve as introductions to CSPs and the universal algebraic approach. Instead, we take a look at the results and structure of this thesis.

## Contributions and Organization of the Thesis

The interested reader will find in Chapter 2 important terminology and detailed basic knowledge, especially about relation algebras, CSPs, and universal algebra, which is indispensable for reading the thesis. The results of this work are divided into three parts as follows.

## Chapter 3: Hardness Criteria for NSPs

We provide in this chapter two general conditions that imply NP-hardness of network satisfaction problems for finite relation algebras. Stated formally we prove the following:

Theorem 1 Let $\mathbf{A}$ be a finite relation algebra with a normal representation $\mathfrak{B}$. Assume that one of the following holds:

1. $\mathfrak{B}$ contains a non-trivial equivalence relation with a finite number of equivalence classes.
2. $\mathfrak{B}$ has domain size at least three and contains no non-trivial equivalence relation, but contains a relation $a^{\mathfrak{B}}$ such that
[^4]- $a^{\mathfrak{B}}$ is symmetric, i.e., $(x, y) \in a^{\mathfrak{B}}$ if and only if $(y, x) \in a^{\mathfrak{B}}$,
- for the binary relational product $\circ$ it holds that $a^{\mathfrak{B}} \nsubseteq a^{\mathfrak{B}} \circ a^{\mathfrak{B}}$.

Then $\operatorname{NSP}(\mathbf{A})$ is NP-hard.

We use this result to complete the classification of the so called small relation algebras by Hirsch and Cristiani [CH04]. An overview of the methods we use to establish these results can be found in the introduction to Chapter 3.

This part mainly contains published results from the article
[BK20] Manuel Bodirsky and Simon Knäuer, Hardness of network satisfaction for relation algebras with normal representations, Relational and Algebraic Methods in Computer Science, Springer International Publishing, 2020, pp. 3146.

## Chapter 4: Symmetric Relation Algebras with a Flexible Atom

In this part we completely classify the computational complexities of NSPs for finite symmetric relation algebras $\mathbf{A}$ with a flexible atom. A relation algebra is called symmetric if all relations of any of its representations $\mathfrak{B}$ are symmetric, i.e., $(x, y) \in a^{\mathfrak{B}}$ if and only if $(y, x) \in a^{\mathfrak{B}}$ holds for all relations $a^{\mathfrak{B}}$ from $\mathfrak{B}$. A flexible atom is a relation $s^{\mathfrak{B}}$ that is contained in every non-trivial relational product [Com84, Mad82]. Formally speaking, $s^{\mathfrak{B}} \subseteq a^{\mathfrak{B}} \circ b^{\mathfrak{B}}$ holds for all non-reflexive relations $a^{\mathfrak{B}}$ and $b^{\mathfrak{B}}$ from $\mathfrak{B}$. The existence of a flexible atom is a simple condition which implies that a finite relation algebra $\mathbf{A}$ has a normal representation and hence we can deal with its NSP by means of the algebraic methods mentioned earlier. We want to remark that such relation algebras have been studied intensively, for example in the context of the so-called flexible atoms conjecture [Mad94, AMM08].

It will be useful in the following to denote by $A_{0}$ the subset of the domain of $\mathbf{A}$ that consists of atoms. Atoms are elements that correspond to set-wise minimal relations in representations. Furthermore, we will talk about the allowed triples of a relation algebra A, by which we mean triples $(a, b, c)$ of elements from $A_{0}$ such that there exists a representation $\mathfrak{B}$ of $\mathbf{A}$ with $c^{\mathfrak{B}} \subseteq a^{\mathfrak{B}} \circ b^{\mathfrak{B}}$.

Our classification result states that every NSP of a finite symmetric relation algebra with a flexible atom is either solvable in polynomial-time or is NP-complete, unless $\mathrm{P}=\mathrm{NP}$. Note that this is already a highly non-trivial result, since a famous classical result of Ladner proves the existence of NP-intermediate problems, i.e. problems in NP that are neither in P nor NP-complete (unless $\mathrm{P}=\mathrm{NP}$ ). However, our result even provides a criterion for the NSP of a finite relation algebra to be in P. We prove the following:

Theorem 2 Let $\mathbf{A}$ be a finite symmetric relation algebra with a flexible atom, and let $A_{0}$ be the set of atoms of $\mathbf{A}$. Then one of the following holds:

- There exists an operation $f: A_{0}^{6} \rightarrow A_{0}$ such that

1. f preserves the allowed triples of $\mathbf{A}$,
2. $\forall x_{1}, \ldots, x_{6} \in A_{0} . f\left(x_{1}, \ldots, x_{6}\right) \in\left\{x_{1}, \ldots x_{6}\right\}$,
3. $f$ satisfies the Siggers identity: $\forall x, y, z \in A_{0} . f(x, x, y, y, z, z)=f(y, z, x, z, x, y)$, in this case the network satisfaction problem for $\mathbf{A}$ is in $P$.

- The network satisfaction problem for $\mathbf{A}$ is NP-complete.

It is easy to see that for a finite relation algebra $\mathbf{A}$, checking the existence of an operation satisfying the first condition is a decidable task and can be done by a computer. This means that we can use the criterion to determine whether the NSP is in P for a concretely given relation algebra. With this result we solve Hirsch's RBCP for finite symmetric relation algebras with a flexible atom.

The content of Chapter 4 consists largely of the article
[BK21] Manuel Bodirsky and Simon Knäuer, Network satisfaction for symmetric relation algebras with a flexible atom, Proceedings of the AAAI Conference on Artificial Intelligence 35 (2021), no. 7, 6218-6226.

An extension of this article has been submitted for publication in a peer-reviewed journal.

## Chapter 5: A Datalog versus NP-complete Dichotomy

In Chapter 5 we investigate a class of NSPs which are solved by Datalog programs. Datalog is a fundamental formalism in theoretical computer science, which is intensively studied, e.g. in database theory. The class of algorithms and procedures we want to define in this work via Datalog programs has many other names in the literature. The idea is always to establish some form of local consistency. Consider for example the "distance problem" from page 2 . The question is whether it is possible to make the right decision for a given distance-network while inspecting only a fixed number of nodes (e.g., the three nodes of a triangle) at a time. ${ }^{10}$ Since Datalog programs can be executed on finite structures in polynomial time, the class of computational problems that can be decided by a Datalog program is a subclass of $P$. In the study of NSPs, it is generally assumed that consistency algorithms solve most polynomial-time solvable problems, although there are examples of NSPs where this is not the case. ${ }^{11}$ Our result strongly supports this assumption. We prove the following.
Theorem 3 Let $\mathbf{A}$ be a finite symmetric relation algebra with a normal representation $\mathfrak{B}$ that has an injective polymorphism, and let $A_{0}$ be the set of atoms of $\mathbf{A}$. If there exists an operation $f: A_{0}^{6} \rightarrow A_{0}$ such that

[^5]1. f preserves the allowed triples of $\mathbf{A}$,
2. $\forall x_{1}, \ldots, x_{6} \in A_{0} . f\left(x_{1}, \ldots, x_{6}\right) \in\left\{x_{1}, \ldots x_{6}\right\}$,
3. $f$ satisfies the Siggers identity: $\forall x, y, z \in A_{0} . f(x, x, y, y, z, z)=f(y, z, x, z, x, y)$, then the network satisfaction problem for A can be solved by a Datalog program.

We can apply this result to the class of relation algebras from the previous chapter and show that every polynomial-time solvable NSP of a symmetric relation algebra with a flexible atom can even be solved by a Datalog program (unless $P=N P$ ). In combination with Theorem 2 this proves a Datalog versus NP-complete dichotomy for NSPs of finite symmetric relation algebras with a flexible atom.

We obtain these results by analyzing the algebraic properties of a certain class of finite structures. The results in Chapter 5 are not yet published.

The author obtained further results during his doctoral studies [BKS20,BKR21,BFKR21]. These results are not part of the thesis which focuses on network satisfaction problems of relation algebras.

## Сhapter 2

## Background

### 2.1 Structures and Morphisms

We start this chapter with an overview of the basics of structures and mappings between them. Let $\mathbb{N}$ denote the natural numbers starting with 0 and define $\mathbb{N}_{+}:=\mathbb{N} \backslash\{0\}$. A signature $\tau$ is a set of relation symbols and function symbols. Each symbol is associated with a natural number, called the arity of the symbol. Function symbols of arity 0 are called constant symbols. A $\tau$-structure is a tuple $\mathfrak{A}=\left(A ;\left(Q^{\mathfrak{A}}\right)_{Q \in \tau}\right)$ where $A$ is a set, called the domain of $\mathfrak{A}$, such that for every $Q \in \tau$ :

- if $Q$ is a relation symbol of arity $n \in \mathbb{N}$, then $Q^{\mathfrak{A}}$ is a subset of $A^{n}$,
- if $Q$ is a function symbol of arity $n \in \mathbb{N}$, then $Q^{\mathfrak{A}}$ is an operation $A^{n} \rightarrow A$.

Note that by $A^{0}=\{\varnothing\}$ a subset of $A^{0}$ can be seen as a Boolean value and the operation $f: A^{0} \rightarrow A$ can be interpreted as a constant. As long as there is no risk of confusion we will often use the function symbols for the corresponding functions, and the relation symbols for the corresponding relations, i.e., we use $Q$ instead of $Q^{\mathfrak{A}}$. A $\tau$-structure is called finite if its domain is finite.

Let $\mathfrak{A}$ and $\mathfrak{B}$ be two $\tau$-structures. A homomorphism $h$ from $\mathfrak{A}$ to $\mathfrak{B}$ is a function $h: A \rightarrow B$ such that

- for every relation symbol $Q$ of arity $n \in \mathbb{N}$ and every tuple $\left(a_{1}, \ldots, a_{n}\right) \in A^{n}$, we have that $\left(a_{1}, \ldots, a_{n}\right) \in Q^{\mathfrak{A}} \Rightarrow\left(h\left(a_{1}\right), \ldots, h\left(a_{n}\right)\right) \in Q^{\mathfrak{B}}$;
- for every function symbol $Q$ of arity $n \in \mathbb{N}$ and every tuple $\left(a_{1}, \ldots, a_{n}\right) \in A^{n}$, we have that $h\left(Q^{\mathfrak{A}}\left(a_{1}, \ldots, a_{n}\right)\right)=Q^{\mathfrak{B}}\left(h\left(a_{1}\right), \ldots, h\left(a_{n}\right)\right)$.

In the case that $\tau$ contains only function symbols and $h$ is surjective, then $\mathfrak{B}$ is called homomorphic image of $\mathfrak{A}$. In general, the homomorphism $h$ is called an embedding if $h$ is injective and satisfies

- for every relation symbol $Q$ of arity $n \in \mathbb{N}$ and every tuple $\left(a_{1}, \ldots, a_{n}\right) \in A^{n}$, we have that $\left(a_{1}, \ldots, a_{n}\right) \in Q^{\mathfrak{A}} \Leftrightarrow\left(h\left(a_{1}\right), \ldots, h\left(a_{n}\right)\right) \in Q^{\mathfrak{B}}$.

A surjective embedding is called an isomorphism. An endomorphism of a $\tau$-structure $\mathfrak{A}$ is a homomorphism from $\mathfrak{A}$ to $\mathfrak{A}$ and an automorphism of $\mathfrak{A}$ is an isomorphism from $\mathfrak{A}$ to $\mathfrak{A}$. We denote by $\operatorname{Aut}(\mathfrak{A})$ the group of all automorphisms of $\mathfrak{A}$. For every $k$-tuple $\left(a_{1}, \ldots, a_{k}\right) \in A^{k}$ we call the set $L=\left\{\left(\alpha\left(a_{1}\right), \ldots, \alpha\left(a_{k}\right)\right) \mid \alpha \in \operatorname{Aut}(\mathfrak{A})\right\}$ a $k$-orbit of $\operatorname{Aut}(\mathfrak{A})$.

A $\tau$-structure $\mathfrak{A}$ is a substructure of a $\tau$-structure $\mathfrak{B}$ if

- $A \subseteq B ;$
- for every relation symbol $Q$ of arity $n \in \mathbb{N}$ and every tuple $\left(a_{1}, \ldots, a_{n}\right) \in A^{n}$, we have that $\left(a_{1}, \ldots, a_{n}\right) \in Q^{\mathfrak{A}}$ if and only if $\left(a_{1}, \ldots, a_{n}\right) \in Q^{\mathfrak{B}}$;
- for every function symbol $Q$ of arity $n \in \mathbb{N}$ and every tuple $\left(a_{1}, \ldots, a_{n}\right) \in A^{n}$, we have that $Q^{\mathfrak{A}}\left(a_{1}, \ldots, a_{n}\right)=Q^{\mathfrak{B}}\left(a_{1}, \ldots, a_{n}\right)$.

Note that for every subset $A^{\prime} \subseteq B$ of the domain of a $\tau$-structure $\mathfrak{B}$ there exists a unique substructure $\mathfrak{A}$ of $\mathfrak{B}$ with smallest domain $A$ and $A^{\prime} \subseteq A$. We call this the substructure of $\mathfrak{B}$ induced by $A$. A relational structure is called connected if it is not the disjoint union of two structures. A connected component of a relational structure $\mathfrak{B}$ is a with respect to domain inclusion maximal substructure $\mathfrak{A}$ of $\mathfrak{B}$ that is connected.

Let $\tau$ and $\rho$ be relational signatures such that $\tau \subseteq \rho$ and let $\mathfrak{A}$ be a $\tau$-structure and $\mathfrak{A}^{\prime}$ be a $\rho$-structure with the same domain. If $R^{\mathfrak{A}}=R^{\mathfrak{A}{ }^{\prime}}$ holds for every $R \in \tau$ we say that $\mathfrak{A}$ is the $\tau$-reduct of $\mathfrak{A}^{\prime}$ and $\mathfrak{A}^{\prime}$ is a $\rho$-expansion of $\mathfrak{A}$.

Let $\mathfrak{A}$ and $\mathfrak{B}$ be $\tau$-structures. The (direct) product $\mathfrak{C}=\mathfrak{A} \times \mathfrak{B}$ is the $\tau$-structure where

- $A \times B$ is the domain of $\mathfrak{C}$;
- for every relation symbol $Q$ of arity $n \in \mathbb{N}$ and every tuple $\left(\left(a_{1}, b_{1}\right), \ldots,\left(a_{n}, b_{n}\right)\right) \in$ $(A \times B)^{n}$, we have that $\left(\left(a_{1}, b_{1}\right), \ldots,\left(a_{n}, b_{n}\right)\right) \in Q^{\mathfrak{C}}$ if and only if $\left(a_{1}, \ldots, a_{n}\right) \in Q^{\mathfrak{A}}$ and $\left(b_{1}, \ldots, b_{n}\right) \in Q^{\mathfrak{B}}$;
- for every function symbol $Q$ of arity $n \in \mathbb{N}$ and every tuple $\left(\left(a_{1}, b_{1}\right), \ldots,\left(a_{n}, b_{n}\right)\right) \in(A \times B)^{n}$, we have that

$$
Q^{\mathfrak{C}}\left(\left(a_{1}, b_{1}\right), \ldots,\left(a_{n}, b_{n}\right)\right)=\left(Q^{\mathfrak{A}}\left(a_{1}, \ldots, a_{n}\right), Q^{\mathfrak{B}}\left(b_{1}, \ldots, b_{n}\right)\right) .
$$

We denote the (direct) product $\mathfrak{A} \times \mathfrak{A}$ by $\mathfrak{A}^{2}$. The $k$-fold product $\mathfrak{A} \times \cdots \times \mathfrak{A}$ is defined analogously and denoted by $\mathfrak{A}^{k}$.

Structures with a signature that only contains function symbols are called algebras and structure with purely relational signature are called relational structures. Since we do not deal with signatures of mixed type in this thesis, we will from now on use the term structure for relational structures only.

We will later need the following notions for algebras.
2.1 Definition Let $\mathcal{K}$ be a class of algebras. Then we have

- $\mathrm{H}(\mathcal{K})$ is the class of homomorphic images of algebras from $\mathcal{K}$ and
- $\mathrm{S}(\mathcal{K})$ is the class of subalgebras of algebras from $\mathcal{K}$.
- $\mathrm{P}^{\mathrm{fin}}(\mathcal{K})$ is the class of finite products of algebras from $\mathcal{K}$.

We close this section with a first definition of constraint satisfaction problems. Note that we introduce this computational decision problem using only the terms of this section.
2.2 Definition Let $\mathfrak{B}$ be a relational $\tau$-structure. The constraint satisfaction problem of $\mathfrak{B}$ is a computational decision problem of the following form:
Input: A finite $\tau$-structure $\mathfrak{A}$.
Question: Is there a homomorphism from $\mathfrak{A}$ to $\mathfrak{B}$ ?
This computational decision problem is denoted by $\operatorname{CSP}(\mathfrak{B})$. The structure $\mathfrak{B}$ is called the template or the domain of $\operatorname{CSP}(\mathfrak{B})$.

### 2.2 First-Order Logic

We assume basic knowledge in classical first-order logic and recommend the textbook [Hod97] for a detailed introduction to the topic. We recall in this paragraph some notions that play a role in this thesis.

We make use of first-order logic that allows the formulas $x=y$ (for equality), $\perp$ (for 'false'), and $\top$ (for 'true') for every signature $\tau$, unless stated otherwise. A first-order formula without free variables is called a (first-order) sentence. A formula without existential and universal quantifiers is called quantifier-free.

Let $\tau$ be a relational signature. A first-order $\tau$-formula $\varphi\left(x_{1}, \ldots, x_{n}\right)$ is called primitive positive ( $p p$ ) if it has the form

$$
\exists x_{n+1}, \ldots, x_{m} \cdot\left(\varphi_{1} \wedge \cdots \wedge \varphi_{s}\right)
$$

where $\varphi_{1}, \ldots, \varphi_{s}$ are atomic $\tau$-formulas, i.e., formulas of the form $R\left(y_{1}, \ldots, y_{l}\right)$ for $R \in \tau$ and $y_{i} \in\left\{x_{1}, \ldots, x_{m}\right\}$, of the form $y=y^{\prime}$ for $y, y^{\prime} \in\left\{x_{1}, \ldots x_{m}\right\}$, or of the form $\perp$.

Let $\mathfrak{A}$ be a $\tau$-structure and $\varphi\left(x_{1}, \ldots, x_{n}\right)$ be a first-order $\tau$-formula. A relation $R \subseteq A^{n}$ is definable over $\mathfrak{A}$ by $\varphi\left(x_{1}, \ldots, x_{n}\right)$ if

$$
R=\left\{\left(a_{1}, \ldots, a_{n}\right) \in A^{n} \mid \mathfrak{A} \models \varphi\left(a_{1}, \ldots, a_{n}\right)\right\} .
$$

We say that a relation $R$ is first-order (or primitively positively, or quantifier-free) definable over $\mathfrak{A}$ if there exists a first-order (or primitive positive, or quantifier-free) $\tau$-formula $\varphi\left(x_{1}, \ldots, x_{n}\right)$ such that $R$ is definable over $\mathfrak{A}$ by $\varphi\left(x_{1}, \ldots, x_{n}\right)$. The set of relations that are first-order definable over a $\tau$-structure $\mathfrak{A}$ is denoted by $\langle\mathfrak{A}\rangle_{f o}$ and analogously the primitively positively definable relations are $\langle\boldsymbol{A}\rangle_{p p}$.

The notion of primitive positive formulas is central for this thesis. The reason for this is the following computational problem which is up to a logspsace reduction equivalent to $\operatorname{CSP}(\mathfrak{B})$.
2.3 Definition Let $\mathfrak{B}$ be a relational $\tau$-structure. Then $\operatorname{CSP}^{p p}(\mathfrak{B})$ is the computational decision problem:

Input: A primitive positive sentence $\varphi$.
Question: Does $\varphi$ hold in $\mathfrak{B}$ ?

We will see in Section 2.4 the details of the translation between $\operatorname{CSP}(\mathfrak{B})$ and $\operatorname{CSP}^{p p}(\mathfrak{B})$.

### 2.3 Relation Algebras

In this section we introduce the basic definitions and properties of relation algebras. We start with the intuitive notion of proper relation algebras, move on to abstract relation algebras and explain finally what representations of relation algebras are. For an introduction into the field we recommend the textbook by Maddux [Mad06b]. We use bold letters (such as A) to denote relation algebras of all kinds and the corresponding roman letter (such as $A$ ) to denote the domain of the algebra.

### 2.3.1 Proper Relation Algebras

Proper relation algebras are algebras that have a set of binary relations as their domain and are closed under certain operations.
2.4 Definition Let $D$ be a set and $E \subseteq D^{2}$ an equivalence relation on $D$ and $\mathcal{P}(E)$ the power set of $E$. Let $(\mathcal{P}(E) ; \cup,-, 0,1$, Id, $\smile, \circ)$ be an algebra with the following operations:

1. $a \cup b:=\{(x, y) \mid(x, y) \in a \vee(x, y) \in b\}$,
2. $\bar{a}:=E \backslash a$,
3. $0:=\varnothing$,
4. $1:=E$,
5. Id $:=\{(x, x) \mid x \in D\}$,
6. $a^{\smile}:=\{(x, y) \mid(y, x) \in a\}$,
7. $a \circ b:=\{(x, z) \mid \exists y \in D:(x, y) \in a$ and $(y, z) \in b\}$,
for $a, b \in \mathcal{P}(E)$. A subalgebra of $\left(\mathcal{P}(E) ; \cup,{ }^{-}, 0,1, \mathrm{Id},{ }^{-}, \circ\right)$ is called a proper relation algebra.

The class of all proper relation algebras is denoted by PA. An algebra with signature $\tau=\{\cup,-, 0,1, \mathrm{Id}, \smile, \circ\}$ with corresponding arities $2,1,0,0,0,1$ and 2 that is isomorphic to some proper relation algebra is called a representable relation algebra. We denote the class of representable relation algebras by RRA.
2.5 Example Consider the set $\mathbb{Q}$ of rational numbers. The set $\mathbb{Q}^{2}$ is clearly an equivalence relation and therefore the algebra $\mathbf{A}=\left(\mathcal{P}\left(\mathbb{Q}^{2}\right) ; \cup,{ }^{-}, 0,1, I d, \smile, \circ\right)$ is a proper relation algebra. Furthermore, one can check that the set $P=\left\{\varnothing,<,>,=, \leqslant, \geqslant, \neq, \mathbb{Q}^{2}\right\} \subset \mathcal{P}\left(\mathbb{Q}^{2}\right)$ induces a subalgebra $\mathbf{P}$ of $\mathbf{A}$ with domain $P$ (i.e., the set $P$ is closed under the application of the operations from $\mathbf{A}$ ). The proper relation algebra $\mathbf{P}$ is called point algebra.

### 2.3.2 Abstract Relation Algebras

We introduce abstract relation algebras as algebras with the signature $\{\cup,-, 0,1, \mathrm{Id}, \smile, \circ\}$ that satisfy certain identities. It is not common to use the same signature for abstract relation algebras and proper relation algebras. Nevertheless, we have decided to do so in the interest of better readability. However, we would like to emphasize at this point that depending on the context, the symbol $\cup$ for example could have the following different meanings:

1. just a function symbol of arity 2 , e.g., as an element of a signature,
2. the 2-ary set union operation, e.g., in a proper relation algebra,
3. an arbitrary 2 -ary operation on elements that are not necessary relations or sets, e.g., as in an abstract relation algebra.

It is always clear from the context which meaning is intended. Especially for representable relation algebras, which is the kind of relation algebra we are mainly interested in (see Definition 2.13 for the reason) it will be natural to switch between 2 . and 3 . above; the definition of a representation of a relation algebra will build a bridge between abstract and proper relation algebras.
2.6 Definition An (abstract) relation algebra $\mathbf{A}$ is an algebra with domain $A$ and signature $\left\{\cup,{ }^{-}, 0,1, I d,{ }^{-}, \circ\right\}$ such that

1. the structure $(A ; \cup, \cap,-, 0,1)$, with $\cap$ defined by $x \cap y:=\overline{(\bar{x} \cup \bar{y})}$, is a Boolean algebra,
2. $\circ$ is an associative binary operation on A , called composition,
3. for all $a, b, c, \in A:(a \cup b) \circ c=(a \circ c) \cup(b \circ c)$,
4. for all $a \in A: a \circ \mathrm{Id}=a$,
5. for all $a \in A:\left(a^{-}\right)^{\smile}=a$,
6. for all $a, b \in A:(a \cup b)^{\smile}=a^{\smile} \cup b^{\smile}$,
7. for all $a, b \in A:(a \circ b)^{\smile}=b^{\smile} \circ a^{\smile}$,
8. for all $a, b, c \in A: \bar{b} \cup\left(a^{\smile} \circ(\overline{(a \circ b)})=\bar{b}\right.$.

We denote the class of all abstract relation algebras by RA. Since every proper relation algebra and therefore also every representable relation algebra satisfies the axioms from the previous definition we have $\mathrm{PA} \subset R R A \subset R A$. It is a classical result by [Lyn50] that there exist finite relation algebras $\mathbf{A} \in \mathrm{RA}$ that are not representable relation algebras; so the inclusions above are indeed proper inclusions.

| $\circ$ | Id | $<$ | $>$ |
| :---: | :---: | :---: | :---: |
| Id | Id | $<$ | $>$ |
| $<$ | $<$ | $<$ | 1 |
| $>$ | $>$ | 1 | $>$ |

Figure 2.1: Multiplication table of the point algebra P.

Let $\mathbf{A}=(A ; \cup,-0,1, \mathrm{Id}, \smile, \circ)$ be a relation algebra. We define the new operation $x \cap y:=\overline{\bar{x}} \cup \bar{y}$ on the set $A$. Then the algebra $(A ; \cup, \cap,-, 0,1)$ is by definition a Boolean algebra and induces therefore a partial order $\leqslant$ on $A$, which is defined by $x \leqslant y: \Leftrightarrow x \cup y=$ $y$. Note that for proper relation algebras, this ordering coincides with the set-inclusion order. The minimal elements of this order in $A \backslash\{0\}$ are called atoms. The set of atoms of $\mathbf{A}$ is denoted by $A_{0}$. Note that for the finite Boolean algebra $(A ; \cup, \cap,-, 0,1)$ each element $a \in A$ can be uniquely represented as the union $\cup$ (or "join") of elements from a subset of $A_{0}$. We will often use this fact and directly denote elements of the relation algebra $\mathbf{A}$ with subsets of $A_{0}$. Especially when defining concrete relation algebras, we will often only name the atoms explicitly and define all other elements as subsets of atoms. For more information about Boolean algebras, we recommend the book [HG09].
By item 3) in Definition 2.6 the values of the composition operation $\circ$ in $\mathbf{A}$ are completely determined by the values of $\circ$ on $A_{0}$. This means that for a finite relation algebra the operation $\circ$ can be represented by a multiplication table for the atoms $A_{0}$. We illustrate this with the following example.
2.7 Example Recall the definition of the point algebra $\mathbf{P}$ from Example 2.5. The set of atoms of $\mathbf{P}$ is $P_{0}=\{\mathrm{Id},<,>\}$. By the definition of the composition operation $\circ$ in the proper relation algebra $\mathbf{P}$ we get the multiplication table in Figure 2.1 for the values of the composition $\circ$ on $P_{0}$.

We call $\mathbf{A}$ symmetric if all its elements are symmetric, i.e., $a^{\smile}=a$ for every $a \in A$. The point algebra is clearly an example of a relation algebra that is not symmetric.

### 2.3.3 Representations

By the previous definition a relation algebra $\mathbf{A} \in R R A$ is a representable relation algebra if it has an isomorphism to a proper relation algebra. Such an isomorphism is usually called the representation of A. Since we will be interested in the model-theoretic behavior of a set of relations which is the domain of a proper relation algebra, we consider a relational structure that "realizes" the proper relation algebra with its relations. It will be convenient for us to call this relational structure a representation and to not use the classical notion here. However, it is easy to see that the existence of a representation is equivalent under both definitions.
2.8 Definition Let $\mathbf{A} \in \operatorname{RRA}$. Then a representation of $\mathbf{A}$ is a relational structure $\mathfrak{B}$ such that

- $\mathfrak{B}$ is an $A$-structure, i.e., the elements of $A$ are binary relation symbols of $\mathfrak{B}$;
- The map $a \mapsto a^{\mathfrak{B}}$ is an isomorphism between $\mathbf{A}$ and the proper relation algebra induced by the relations of $\mathfrak{B}$ in $\left(\mathcal{P}\left(1^{\mathfrak{B}}\right)\right.$; $\cup,{ }^{-}, 0,1$, Id, $\left.{ }^{\smile}, \circ\right)$.

Recall that the set of atoms of a relation algebra $\mathbf{A}=\left(A ; \cup,^{-}, 0,1, \mathrm{Id}, \smile, \circ\right)$ is denoted by $A_{0}$. The following definitions are crucial for this thesis.
2.9 Definition A tuple $(x, y, z) \in\left(A_{0}\right)^{3}$ is called an allowed triple (of $\mathbf{A}$ ) if $z \leqslant x \circ y$. Otherwise, $(x, y, z)$ is called a forbidden triple (of $\mathbf{A})$ and in this case $\bar{z} \cup \overline{x \circ y}=1$. We say that a relational $A$-structure $\mathfrak{B}$ induces a forbidden triple (from $\mathbf{A})$ if there exists $b_{1}, b_{2}, b_{3} \in B$ and $(x, y, z) \in\left(A_{0}\right)^{3}$ such that $x\left(b_{1}, b_{2}\right), y\left(b_{2}, b_{3}\right)$ and $z\left(b_{1}, b_{3}\right)$ hold in $\mathfrak{B}$ and $(x, y, z)$ is a forbidden triple of $\mathbf{A}$.

Note that a representation of $\mathbf{A}$ by definition does not induce a forbidden triple.
2.10 Example The structure ( $\mathrm{Q} ; \varnothing,<,>,=, \leqslant, \geqslant, \neq, \mathrm{Q}^{2}$ ) is a representation of the point algebra $\mathbf{P}$ from Example 2.5 and Example 2.7. The triple $(<,<,<)$ is an example of an allowed triple of $\mathbf{P}$ and the triple $(<,<,=)$ is an example of a forbidden triple.

A relation $R \subseteq A^{3}$ is called totally symmetric (cf. Definition 4.19) if for all bijections $\pi:\{1,2,3\} \rightarrow\{1,2,3\}$ we have

$$
\left(a_{1}, a_{2}, a_{3}\right) \in R \Rightarrow\left(a_{\pi(1)}, a_{\pi(2)}, a_{\pi(3)}\right) \in R .
$$

The following is an immediate consequence of the definition of allowed triples.
2.11 Remark The set of allowed triples of a symmetric relation algebra $\mathbf{A}$ is totally symmetric.

### 2.3.4 Network Satisfaction Problem

In this section we present the computational decision problems associated with relation algebras. We first look at the inputs of these decision problems, the so-called A-networks.
2.12 Definition Let A be a relation algebra. An A-network $(V ; f)$ is a finite set $V$ together with a partial function $f: E \subseteq V^{2} \rightarrow A$, where $E$ is the domain of $f$. An A-network $(V ; f)$ is satisfiable in a representation $\mathfrak{B}$ of $\mathbf{A}$ if there exists an assignment $s: V \rightarrow B$ such that for all $(x, y) \in E$ the following holds:

$$
(s(x), s(y)) \in f(x, y)^{\mathfrak{B}} .
$$

An A-network $(V ; f)$ is satisfiable if there exists a representation $\mathfrak{B}$ of $\mathbf{A}$ such that $(V ; f)$ is satisfiable in $\mathfrak{B}$.

| $\circ$ | Id | $a$ | $b$ |
| :---: | :---: | :---: | :---: |
| Id | Id | $a$ | $b$ |
| $a$ | $a$ | $\operatorname{Id} \cup b$ | $a \cup b$ |
| $b$ | $b$ | $a \cup b$ | $\operatorname{Id} \cup a \cup b$ |

Figure 2.2: Multiplication table of the relation algebra \#17.

With these notions we can define the network satisfaction problem.
2.13 Definition The (general) network satisfaction problem for a finite relation algebra $\mathbf{A}$, denoted by $\operatorname{NSP}(\mathbf{A})$, is the problem of deciding whether a given A-network is satisfiable.

Consider the following example of the network satisfaction problem for a concrete relation algebra. The numbering of the relation algebra is by [AM94].
2.14 Example (An instance of NSP of relation algebra \#17) Let $\mathbf{A}$ be the representable relation algebra with the set of atoms $\{\mathrm{Id}, a, b\}$ and the values for the composition operation $\circ$ on these atoms be given by Table 2.2. Note that this determines the composition operation on the whole domain of $\mathbf{A}$, which is the following set:

$$
A=\{\varnothing, \mathrm{Id}, a, b, \mathrm{Id} \cup a, \mathrm{Id} \cup b, a \cup b, \mathrm{Id} \cup a \cup b\}
$$

Let $V:=\left\{x_{1}, x_{2}, x_{3}\right\}$ be a set. Consider the map $f: V^{2} \rightarrow A$ given by

$$
\begin{aligned}
& f\left(x_{i}, x_{i}\right)=\mathrm{Id} \text { for all } i \in\{1,2,3\} \\
& f\left(x_{1}, x_{2}\right)=f\left(x_{2}, x_{1}\right)=a \\
& f\left(x_{1}, x_{3}\right)=f\left(x_{3}, x_{1}\right)=\mathrm{Id} \cup a \\
& f\left(x_{2}, x_{3}\right)=f\left(x_{3}, x_{2}\right)=b \cup a
\end{aligned}
$$

The tuple $(V ; f)$ is an example of an instance of NSP of $\mathbf{A} \in$ RRA.
We will in the following assume that for an A-network $(V ; f)$ it holds that $f\left(V^{2}\right) \subseteq A \backslash\{0\}$. Otherwise, $(V ; f)$ is not satisfiable. Note that every A-network $(V ; f)$ can be viewed as an $A$-structure $\mathfrak{C}$ on the domain $V$ : for all $x, y \in V$ in the domain of $f$ and $a \in A$ the relation $a^{\mathfrak{C}}(x, y)$ holds if and only if $f(x, y)=a$.

### 2.3.5 Normal Representations

In this section we consider a subclass of RRA introduced by Hirsch in 1996. For relation algebras A from this class, NSP(A) corresponds naturally to a constraint satisfaction problem.

In the following let $\mathbf{A}$ be in RRA. An A-network $(V ; f)$ is called closed (transitively closed in the work by Hirsch [Hir97]) if $f$ is total and for all $x, y, z \in V$ it holds that $f(x, x) \leqslant \operatorname{Id}$, $f(x, y)=f(y, x)^{\smile}$, and $f(x, z) \leqslant f(x, y) \circ f(y, z)$. It is called atomic if the range of $f$ only contains atoms from $\mathbf{A}$.
2.15 Definition (from [Hir96]) Let $\mathfrak{B}$ be a representation of $\mathbf{A}$. Then $\mathfrak{B}$ is called

- fully universal, if every atomic closed A-network is satisfiable in $\mathfrak{B}$;
- square, if $1^{\mathfrak{B}}=B^{2}$;
- homogeneous, if for every isomorphism between finite substructures of $\mathfrak{B}$ there exists an automorphism of $\mathfrak{B}$ that extends this isomorphism;
- normal, if it is fully universal, square and homogeneous.

We will now investigate the connection between $\operatorname{NSP}(\mathbf{A})$ for a finite relation algebra with a normal representation $\mathfrak{B}$ and constraint satisfaction problems. Recall the definition of $\operatorname{CSP}^{p p}(\mathfrak{B})$ for a relational structure $\mathfrak{B}$ which involves primitive positive sentences (Definition 2.3). Consider the following translation which associates to each A-network $(V ; f)$ a primitive positive $A$-sentences $\varphi$ as follows: the variables of $\varphi$ are the elements of $V$ and $\varphi$ contains for every $(x, y)$ in the domain of $f$ the conjunct $a(x, y)$ if and only if $f(x, y)=a$ holds. For the other direction let $\varphi$ be an $A$-sentence with variable set $X$ and consider the A-network $(X ; f)$ with the following definition: for every $x, y \in X$, if $(x, y)$ does not appear in any conjunct from $\varphi$ we leave $f(x, y)$ undefined, otherwise let $a_{1}(x, y), \ldots, a_{n}(x, y)$ be all the conjuncts from $\varphi$ that contain $(x, y)$. We compute in $\mathbf{A}$ the element $a:=a_{1} \cap \ldots \cap a_{n}$ and define $f(x, y):=a$.

The following theorem, which subsumes the connection between network satisfaction problems and constraint satisfaction problems is based on this natural 1-to-1 correspondence between A-networks and $A$-sentences.
2.16 Theorem (Proposition 1.3.16 in [Bod12], see also [BJ17,Bod18]) Let A $\in$ RRA be finite. Then the following holds:

1. A has a representation $\mathfrak{B}$ such that $\operatorname{NSP}(\mathbf{A})$ and $\operatorname{CSP}^{p p}(\mathfrak{B})$ are the same problem up to the translation between $\mathbf{A}$-networks and $A$-sentences.
2. If $\mathbf{A}$ has a normal representation $\mathfrak{B}$ the problems $\operatorname{NSP}(\mathbf{A})$ and $\operatorname{CSP}^{p p}(\mathfrak{B})$ are the same up to the translation between $\mathbf{A}$-networks and $A$-sentences.

Before we take a closer look at this translation and its consequences, we must finally get to know constraint satisfaction problems better.


Figure 2.3: A satisfiable instance of the 3-coloring problem from Example 2.17.

### 2.4 Constraint Satisfaction Problems

Constraint satisfaction problems form a large class of computational decision problems. Many classical decision problems such as the satisfiability problem for propositional formulas, the satisfiability problem for systems of linear equations over a (finite) field or the graph coloring problems. To get an idea of the problems, let us take a closer look at an example of a graph coloring problem.
2.17 Example Consider the undirected complete graph on 3 vertices $\{b, r, y\}$. This relational structure is denoted by $\mathfrak{K}_{3}$. We now take an arbitrary relational structure $\mathfrak{I}$ in the binary signature of graphs. According to Definition 2.2 the structure $\mathfrak{I}$ is accepted as an instance of $\operatorname{CSP}\left(\mathfrak{K}_{3}\right)$ if there exists a homomorphism from $\mathfrak{I}$ to $\mathfrak{K}_{3}$. If we interpret the domain elements of $\mathfrak{K}_{3}$ as three different colors, this means that there is a vertex coloring of $\mathfrak{I}$, so that two adjacent vertices get different colors; see Figure 2.3. It turns out that $\operatorname{CSP}\left(\mathfrak{K}_{3}\right)$ is exactly the 3 -coloring problem for graphs. More general for every $n \in \mathbb{N}_{+}$the problem $\operatorname{CSP}\left(\mathfrak{K}_{n}\right)$ is the $n$-coloring problem for graphs.

The reader may recall that we have already seen two definitions of constraint satisfaction problems, the definition of $\operatorname{CSP}(\mathfrak{B})$ in Section 2.1 and the definition of $\operatorname{CSP}^{p p}(\mathfrak{B})$ in Section 2.2. The following folklore result justifies to switch between the two definitions.
2.18 Proposition Let $\tau$ be a finite relational signature and let $\mathfrak{B}$ be a $\tau$-structure. Then $\operatorname{CSP}(\mathfrak{B})$ and $\operatorname{CSP}^{p p}(\mathfrak{B})$ are equivalent up to logspace reductions.

Proof: For every primitive positive $\tau$-sentence $\varphi$ with variable set $X$ the canonical database $D(\varphi)$ is defined as the $\tau$-structure on $X$ where $x \in X^{m}$ is in the relation $R^{D(\varphi)}$ for $R \in \tau$ if and only if $R(x)$ is a conjunct from $\varphi$. Conversely every relational $\tau$-structure $\mathfrak{A}$ induces a primitive positive $\tau$-sentence on the variable set $A$, the so-called conjunctive query, simply by adding to the conjunction all atomic $\tau$-formulas that hold in $\mathfrak{A}$. It is easy to see that the canonical database and the conjunctive query can be computed in logspace and preserve the acceptance condition of the two computational problems.

At the beginning of this section we made the informal statement that the class of CSPs is very large. The following theorem provides some evidence for this.
2.19 Theorem (Theorem 1 in [BG08]) Every computational decision problem is polynomialtime Turing equivalent to $\operatorname{CSP}(\mathfrak{B})$ for some structure $\mathfrak{B}$.

However there are several interesting subclasses of the class of all CSPs where the complexities of the problems fall into extensively studied complexity classes, such as the prominent classes P and NP. ${ }^{1}$ One of the most iridescent problems in computer science and mathematics of the last 50 years is the question whether $\mathrm{P}=\mathrm{NP}$ holds. This question is wide open. Simply speaking, we do not know whether the problems whose solutions can be efficiently checked, can also be efficiently solved, i.e. whether NP $\subseteq \mathrm{P}$.

It is known from a famous result by Ladner that $\mathrm{P} \neq \mathrm{NP}$ would imply the existence of so-called NP-intermediate problems [Lad75]; under the assumption that $\mathrm{P} \neq \mathrm{NP}$ one can construct problems that are neither in P nor NP-complete. Ladner's "diagonalization construction" gives rise to very artificial NP-intermediate problems and today it is still an interesting question whether there might exist "more natural" NP-intermediate problems. One way to tackle this question is to study classes of computational problems which are widely thought to be "natural" and then answer the question whether there exist NPintermediate problems within this class or not (unless $\mathrm{P}=\mathrm{NP}$ ). The class of CSPs with finite templates is an example of such a "natural" class of problems. It is easy to see that all these finite-domain CSPs are in NP; a guessed solution (i.e., a homomorphism or a variable assignment) can be checked in polynomial-time. Feder and Vardi [FV99] initiated in their pioneering work a systematic view on the complexities of those CSPs. They conjectured that the class of finite-domain CSPs, despite its richness admits a complexity dichotomy:
2.20 Conjecture (Feder-Vardi Dichotomy Conjecture) Every finite-domain CSP is either in $P$ or NP-complete, unless $\mathrm{P}=\mathrm{NP}$.

The conjecture and the search for a positive answer led to a new theory which combines universal algebra and complexity theory (see Section 2.6 for an introduction to the details). This so-called universal algebraic approach even resulted in proofs of the Feder-Vardi conjecture: after being unsolved for two decades, Bulatov and Zhuk independently proved its correctness in 2017. In the last 20 years, a number of algebraic criteria have been found that imply the NP-hardness of a CSP. Bulatov and Zhuk then finally found algorithms that solve all the remaining problems in polynomial-time. This means that we even know exactly which finite-domain CSPs are in P. Even for the case that $\mathrm{P}=\mathrm{NP}$ holds, the class of finite-domain CSPs is divided by an algebraic borderline whose meaning needs to be further explored.

Motivated not least by questions of practical application, also a theory to study computational complexities of infinite-domain CSPs has been developed. The class of infinitedomain CSPs as a whole is too large to show results of the kind we have in mind; on the

[^6]one hand, as we saw before, every computational problem is polynomial-time equivalent to a (infinite domain) CSP, on the other hand, the universal algebraic approach is not generalizable to all infinite-domain CSPs. Nevertheless, a large class of infinite-domain CSPs has been identified for which both the complexities of the problems are in NP and some of the algebraic methods work. As in the case of finite-domain CSPs, a P vs. NP-complete dichotomy has been conjectured for this class ( [BPP19], see also [BOP18], [BKO $\left.{ }^{+} 19\right]$ ). The so-called Bodirsky-Pinsker dichotomy conjecture has been verified for several restricted subclasses, but is still (wide) open in full generality. There is also again a conjecture about an algebraic borderline that divides the considered class of infinite-domain CSPs into two parts: those that are in P and those that are NP-hard. In this thesis we will prove this conjecture for a certain subclass of CSPs.

### 2.5 Model Theory

In the study of infinite structures that serve as templates of CSPs, model theory entered the scene along with universal algebra. Model theory studies structures, maps, and sets with the help of logical formulas [Hod97]. The definition of CSPs in terms of primitive positive formulas already indicates how natural it is to integrate model theory into the study of CSPs. We recall some basic definitions from model theory that we need in this thesis.

Let $\tau$ be a finite relational signature. The class of finite $\tau$-structures that have an embedding into a $\tau$-structure $\mathfrak{B}$ is called the age of $\mathfrak{B}$, denoted by Age $(\mathfrak{B})$. If $\mathcal{F}$ is a class of finite $\tau$-structures, then $\operatorname{Forb}(\mathcal{F})$ is the class of all finite $\tau$-structures $\mathfrak{A}$ such that no structure from $\mathcal{F}$ embeds into $\mathfrak{A}$. A class $\mathcal{C}$ of finite $\tau$-structures is called finitely bounded if there exists a finite set of finite $\tau$-structures $\mathcal{F}$ such that $\mathcal{C}=\operatorname{Forb}(\mathcal{F})$. The structures from $\mathcal{F}$ are called bounds or forbidden substructures. It is easy to see that a class $\mathcal{C}$ of $\tau$-structures is finitely bounded if and only if it is axiomatisable by a universal first-order $\tau$-sentence. A structure $\mathfrak{B}$ is called finitely bounded if Age $(\mathfrak{B})$ is finitely bounded.

We will use the following fact about normal representations.

### 2.21 Proposition (Proposition 2 in [Bod18]) Let $\mathfrak{B}$ be a normal representation of a finite $\mathbf{A} \in$

 RRA. Then the following holds:- $\mathfrak{B}$ is finitely bounded by bounds of size at most three.
- The $A_{0} \backslash\{\mathrm{Id}\}$-reduct of $\mathfrak{B}$ is finitely bounded by bounds of size at most three.

Although the definition of homogeneity has already been used in the definition of normal representations, we state it again here. A relational $\tau$-structure $\mathfrak{B}$ is called homogeneous, if for every isomorphism between finite substructures of $\mathfrak{B}$ there exists an automorphism of $\mathfrak{B}$ that extends this isomorphism.
2.22 Definition A class of finite $\tau$-structures has the amalgamation property if for all structures $\mathfrak{A}, \mathfrak{B}_{1}, \mathfrak{B}_{2} \in \mathcal{C}$ with embeddings $e_{1}: \mathfrak{A} \rightarrow \mathfrak{B}_{1}$ and $e_{2}: \mathfrak{A} \rightarrow \mathfrak{B}_{2}$ there exist a structure $\mathfrak{C} \in \mathcal{C}$ and embeddings $f_{1}: \mathfrak{B}_{1} \rightarrow \mathfrak{C}$ and $f_{2}: \mathfrak{B}_{2} \rightarrow \mathfrak{C}$ such that $f_{1} \circ e_{1}=f_{2} \circ e_{2}$. If additionally $f_{1}\left(B_{1}\right) \cap f_{2}\left(B_{2}\right)=f_{1}\left(e_{1}(A)\right)=f_{2}\left(e_{2}(A)\right)$, then we say that $\mathcal{C}$ has the strong amalgamation property.

Let $\mathfrak{B}_{1}, \mathfrak{B}_{2}$ be $\tau$-structures. Then $\mathfrak{B}_{1} \cup \mathfrak{B}_{2}$ is the $\tau$-structure on the domain $B_{1} \cup B_{2}$ such that $R^{\mathfrak{B}_{1} \cup \mathfrak{B}_{2}}:=R_{1}^{\mathfrak{B}} \cup R_{2}^{\mathfrak{B}}$ for every $R \in \tau$. If Definition 2.22 holds with $\mathfrak{C}:=\mathfrak{B}_{1} \cup \mathfrak{B}_{2}$ then we say that $\mathcal{C}$ has the free amalgamation property; note that the free amalgamation property implies the strong amalgamation property.

The following theorem, due to Roland Fraïssé connects the amalgamation property with homogeneous structures.
2.23 Theorem ([Fra54, Fra86]; see, e.g., Theorem 6.1.2 in [Hod97]) Let $\tau$ be a finite relational signature and let $\mathcal{C}$ be a class of finite $\tau$-structures that is closed under taking induced substructures and isomorphisms and has the amalgamation property. Then there exists an up to isomorphism unique countable homogeneous structure $\mathfrak{B}$ such that $\mathcal{C}=\operatorname{Age}(\mathfrak{B})$.

We will use this theorem in Section 4.2.2 to provide normal representations for certain relation algebras.

### 2.6 Universal Algebra

In this section we present the universal-algebraic approach to the study of CSPs. We start with the basic definitions of clones and polymorphisms. Subsection 2.6 .2 serves as an introduction to the universal-algebraic approach to finite-domain CSPs. In the following subsection we look at conservative finite domains and what results were discovered for this special case of structures. Finally, we introduce the universal algebraic methods for infinite structures (Subsection 2.6.4) and consider useful algebraic terminology in the context of normal representations (Subsection 2.6.5).

### 2.6.1 Clones

In this subsection, we introduce clones and polymorphisms.
2.24 Definition Let $B$ be some set. We denote by $O_{B}^{(n)}$ the set of all $n$-ary operations on $B$ and by $O_{B}:=\bigcup_{n \in \mathbb{N}} O_{B}^{(n)}$ the set of all operations on $B$. We denote by $\pi_{i}^{j}$ for $i \leqslant j$ the $j$-ary operation that projects to the $i$-coordinate, i.e., $\pi_{i}^{j}\left(x_{1}, \ldots, x_{j}\right)=x_{i}$. A set $\mathscr{C} \subseteq O_{B}$ is called an operation clone on $B$ if it contains all projections of all arities and if it is closed under composition, i.e., for all $f \in \mathscr{C}(n):=\mathscr{C} \cap O_{B}^{(n)}$ and $g_{1}, \ldots, g_{n} \in \mathscr{C}^{(s)}:=\mathscr{C} \cap O_{B}^{(s)}$ it holds that $f\left(g_{1}, \ldots, g_{n}\right) \in \mathscr{C}$, where $f\left(g_{1}, \ldots, g_{n}\right)$ is the $s$-ary function defined as follows

$$
f\left(g_{1}, \ldots, g_{n}\right)\left(x_{1}, \ldots, x_{s}\right):=f\left(g_{1}\left(x_{1}, \ldots, x_{s}\right), \ldots, g_{n}\left(x_{1}, \ldots, x_{s}\right)\right)
$$

We will consider in this thesis operation clones over finite base sets $B$ as well as operation clones over infinite sets $B$. An operation clone $\mathscr{C}$ on a set $B$ can also be seen as an algebra $\mathbf{B}$ with domain $B$ whose signature consists of the operations of $\mathscr{C}$ such that $f^{\mathbf{B}}:=f$ for all $f \in \mathscr{C}$. We write Proj for the operation clone on a two-element set that consists of only the projections.

Operation clones occur naturally as polymorphism clones of relational structures. We explain what this means. If $x_{1}, \ldots, x_{n} \in B^{k}$ and $f: B^{n} \rightarrow B$, then we write $f\left(x_{1}, \ldots, x_{n}\right)$ for the $k$-tuple obtained by applying $f$ component-wise to the tuples $x_{1}, \ldots, x_{n}$.
2.25 Definition Let $B$ be some set. An $n$-ary operation $f$ on $B$ preserves a $k$-ary relation $R \subseteq B^{k}$ on $B$ if for all $x_{1}, \ldots, x_{n} \in R$ it holds that $f\left(x_{1}, \ldots, x_{n}\right) \in R$. We denote this by $f \triangleright R$.

With the help of the preservation relation $\triangleright$ we can define the following two sets.
2.26 Definition Let $B$ be some set, let $\mathcal{R}$ be a set of relation on $B$ and let $\mathscr{F} \subseteq O_{B}$ be a set of operations on $B$. Then we define

- $\operatorname{Pol}(\mathcal{R}):=\left\{f \in O_{B} \mid \forall R \in \mathcal{R}: f \triangleright R\right\}$,
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- $\operatorname{Inv}(\mathscr{F}):=\left\{R \mid \exists k \in \mathbb{N}: R \subseteq B^{k}\right.$ and $\left.\forall f \in \mathscr{F}: f \triangleright R\right\}$.

We call $\operatorname{Pol}(\mathcal{R})$ the polymorphisms of $\mathcal{R}$ and $\operatorname{Inv}(\mathscr{F})$ the invariant relations under $\mathscr{F}$.
For a relational $\tau$-structure $\mathfrak{B}$ we define the polymophism clone of $\mathfrak{B}$ as

$$
\operatorname{Pol}(\mathfrak{B}):=\operatorname{Pol}\left(\left\{R^{\mathfrak{B}} \mid R \in \tau\right\}\right)
$$

This means that a polymorphism of $\mathfrak{B}$ is an operation on $B$ that preserves all relations from $\mathfrak{B}$. Since the set of polymorphisms is closed under composition and since a projection is always a polymorphism of $\mathfrak{B}$, it follows that $\operatorname{Pol}(\mathfrak{B})$ is an operation clone on $B$. In order to provide an additional view on polymorphisms recall the definition of the $n$-th product structure $\mathfrak{B}^{n}$. It is easy to see that the $n$-ary polymorphisms of $\mathfrak{B}$ are precisely the homomorphisms from $\mathfrak{B}^{n}$ to $\mathfrak{B}$.
2.27 Definition Let $\mathscr{C}$ and $\mathscr{D}$ be operation clones. A function $\mu: \mathscr{C} \rightarrow \mathscr{D}$ is called a clone homomorphism if the following holds:

- $\mu$ maps every operation in $\mathscr{C}$ to an operation of the same arity in $\mathscr{D}$.
- $\mu$ maps every projection $\pi_{i}^{j}$ in $\mathscr{C}$ to the corresponding projection $\pi_{i}^{j}$ in $\mathscr{D}$.
- preserves the composition of operations, i.e., for every $f \in \mathscr{C}^{(n)}$ and all $g_{1}, \ldots, g_{n} \in$ $\mathscr{C}^{(s)}$ the following holds:

$$
\mu\left(f\left(g_{1}, \ldots, g_{n}\right)\right)=\mu(f)\left(\mu\left(g_{1}\right), \ldots, \mu\left(g_{n}\right)\right)
$$

The operation clone $O_{A}$ on a countable set $B$ can be equipped with the following complete ultrametric $d$. We first choose an enumeration of $B$ or for better readability assume that $B \subseteq \mathbb{N}$. For two polymorphisms $f$ and $g$ of different arities we define $d(f, g):=1$. If $f$ and $g$ are both of arity $k$ we have

$$
d(f, g):=2^{-\min \left\{n \in \mathbb{N} \mid \exists s \in\{1, \ldots, n\}^{k}: f(s) \neq g(s)\right\}}
$$

Of course the precise values of $d$ depend on the enumeration that we chose, however all such ultrametrics induce the same topology.
2.28 Definition Let $B$ be a countable set. The topology $T_{d}$ that is induces by the ultrametric $d$ on $O_{A}$ is called topology of pointwise convergence. A set of operations $\mathscr{C} \subseteq O_{A}$ is called closed if it is closed with respect to $T_{d}$.

The following is a straightforward consequence of the definition.
2.29 Lemma (see Proposition 9.5.4 in [Bod21]) Let $\mathscr{D}$ be an operation clone on $B$ and $\mathscr{C}$ an operation clone on $C$ and let $v: \mathscr{D} \rightarrow \mathscr{C}$ a map. Then $v$ is uniformly continuous (u.c.) with respect to the ultrametric $d$ if and only if

$$
\forall n \geqslant 1 \exists \text { finite } F \subset D \forall f, g \in \mathscr{D}^{(n)}:\left.f\right|_{F}=\left.g\right|_{F} \Rightarrow v(f)=v(g)
$$

Note that every map between operation clones on finite base sets is uniformly continuous.

### 2.6.2 The Inv-Pol Galois Connection for Finite Domains

In this section we want to give some insights of how universal algebra was used in the last decades to study computational problems which can be formulated as CSPs. For the sake of a better presentation, we will limit ourselves for now to finite-domain CSPs. Recall that the computational task of $\operatorname{CSP}^{p p}(\mathfrak{B})$ is to decide whether a given primitive positive sentence holds in the fixed relational structure $\mathfrak{B}$. Starting with this definition of CSPs it stands to reason that understanding the complexity of a CSP means to understand which primitive positive sentences hold in a fixed structure $\mathfrak{B}$. That in turn means to understand which primitive positive formulas are satisfiable in $\mathfrak{B}$ or which relations are primitively positively definable in $\mathfrak{B}$. To put it briefly we want to understand $\langle\mathfrak{B}\rangle_{p p}$.

Of course "understanding $\langle\mathfrak{B}\rangle_{p p}$ " is a very hazy formulation. The following observation gives an initial impression of what this can mean exactly.
2.30 Proposition ([JCG97], [Jea98]) Let $\mathfrak{B}_{1}$ and $\mathfrak{B}_{2}$ be two structures with finite signatures on the same domain. If $\left\langle\mathfrak{B}_{1}\right\rangle_{p p} \subseteq\left\langle\mathfrak{B}_{2}\right\rangle_{p p}$ holds, then $\operatorname{CSP}^{p p}\left(\mathfrak{B}_{1}\right)$ is logspace reducible to $\operatorname{CSP}^{p p}\left(\mathfrak{B}_{2}\right)$.

We give a small example of how this proposition can be used to obtain results about the computational complexity of CSPs.
2.31 Example Let $\mathfrak{K}_{5}$ be the complete graph on 5 vertices and let $\mathfrak{C}_{5}$ be the undirected cycle of length 5 , both on the same domain $\{1, \ldots, 5\}$. We show that $\left\langle\mathfrak{K}_{5}\right\rangle_{p p} \subseteq\left\langle\mathfrak{C}_{5}\right\rangle_{p p}$. We consider $\mathfrak{K}_{5}$ as an $\{E\}$-structure and $\mathfrak{C}_{5}$ as an $\{F\}$-structure. Observe that once we find a primitive positive definition $\varphi_{E}(x, y)$ of $E^{\Omega_{5}}$ in $\mathfrak{C}_{5}$ the statement follows, since we can use $\varphi_{E}(x, y)$ instead of $E$ in every formula that defines a relation from $\left\langle\mathcal{K}_{5}\right\rangle_{p p}$ and thereby get a definition of the same relation in $\mathfrak{C}_{5}$. We consider the following formula:

$$
\varphi_{E}(x, y):=\exists z_{1}, z_{2}: F\left(x, z_{1}\right) \wedge F\left(z_{1}, z_{2}\right) \wedge F\left(z_{2}, y\right) .
$$

The formula $\varphi_{E}(x, y)$ holds for all distinct $x$ and $y$ in $\mathfrak{C}_{5}$ and does not evaluate to true whenever $x=y$. This implies that $\varphi_{E}(x, y)$ is a primitive positive definition of $E^{\Omega_{5}}$ and therefore we get that $\left\langle\mathfrak{H}_{5}\right\rangle_{p p} \subseteq\left\langle\mathfrak{C}_{5}\right\rangle_{p p}$ follows. By the previous proposition we get a logspace reduction from $\operatorname{CSP}^{p p}\left(\mathfrak{K}_{5}\right)$ to $\operatorname{CSP}^{p p}\left(\mathfrak{C}_{5}\right)$.

The problem $\operatorname{CSP}\left(\mathfrak{K}_{n}\right)$ is by Example 2.17 well known as the $n$-coloring problem. It is a classical result that $\operatorname{CSP}\left(\mathfrak{K}_{n}\right)$ is NP-complete for all $n \geqslant 3$ [Kar72] (see also [GJ78]). Combining this with what we observed before, we proved NP-hardness of $\operatorname{CSP}^{p p}\left(\mathfrak{C}_{5}\right)$.

The following classical result gives a description of $\langle\mathfrak{B}\rangle_{p p}$ in terms of polymorphisms and can be seen as the centrepiece of the universal algebraic approach.
2.32 Theorem ([Gei68], [BKKR69]) Let $\mathfrak{B}$ be a finite $\tau$-structure. Then it holds that

$$
\langle\mathfrak{B}\rangle_{p p}=\operatorname{Inv}(\operatorname{Pol}(\mathfrak{B})) .
$$

The connection of the two operators Pol and Inv is known as a Galois connection. We recommend the book by Pöschel and Kalužnin [PK79] for detailed background information.
Let us continue by taking a closer look at what we obtain from the previous theorem. Assume therefore that we have two finite structures $\mathfrak{B}_{1}$ and $\mathfrak{B}_{2}$ with the same domain such that $\operatorname{Pol}\left(\mathfrak{B}_{1}\right) \subseteq \operatorname{Pol}\left(\mathfrak{B}_{2}\right)$, i.e., every polymorphism of $\mathfrak{B}_{1}$ is also a polymorphism of $\mathfrak{B}_{2}$. As a direct consequence of the definition of the operator Inv we get that in this case $\operatorname{Inv}\left(\operatorname{Pol}\left(\mathfrak{B}_{1}\right)\right) \supseteq \operatorname{Inv}\left(\operatorname{Pol}\left(\mathfrak{B}_{2}\right)\right)$ holds. The identity from the previous theorem implies that $\left\langle\mathfrak{B}_{1}\right\rangle_{p p} \supseteq\left\langle\mathfrak{B}_{2}\right\rangle_{p p}$. As a last step we observe that there exists by Proposition 2.30 a logspace reduction from $\operatorname{CSP}^{p p}\left(\mathfrak{B}_{2}\right)$ to $\operatorname{CSP}^{p p}\left(\mathfrak{B}_{1}\right)$. This implies, for example, that if $\operatorname{CSP}^{p p}\left(\mathfrak{B}_{2}\right)$ is known to be NP-hard, then $\operatorname{CSP}^{p p}\left(\mathfrak{B}_{1}\right)$ is also NP-hard; in other words, this opens up a way to elegantly prove NP-hardness results.

To sum up, we can say that a certain relationship (in this case set-inclusion) of $\operatorname{Pol}\left(\mathfrak{B}_{1}\right)$ and $\operatorname{Pol}\left(\mathfrak{B}_{2}\right)$ controls dependencies of the computational properties between $\operatorname{CSP}^{p p}\left(\mathfrak{B}_{1}\right)$ and $\operatorname{CSP}^{p p}\left(\mathfrak{B}_{2}\right)$. One might wonder what other relationships between operation clones $\operatorname{Pol}\left(\mathfrak{B}_{1}\right)$ and $\operatorname{Pol}\left(\mathfrak{B}_{2}\right)$ lead to complexity results about CSPs. This question was intensively studied in the last 30 years. Many other generalizations of $\operatorname{Pol}\left(\mathfrak{B}_{1}\right) \subseteq \operatorname{Pol}\left(\mathfrak{B}_{2}\right)$ where discovered for example the existence of a clone homomorphism or the satisfiability of certain identities.

We collect some of these results from the last decades that we will use in this thesis. The following theorem is a generalization of Proposition 2.30: It provides a reduction between CSPs, given that the polymorphism clones are in a certain relationship.
2.33 Theorem ([Bir35], [BKJ05]) Let $\mathfrak{A}$ and $\mathfrak{B}$ be finite structures with finite relational signatures. Then the following are equivalent:

1. $\operatorname{Pol}(\mathfrak{A})$ is in $\operatorname{HSP}^{f i n}(\{\operatorname{Pol}(\mathfrak{B})\})$.
2. There exists a clone homomorphism $\operatorname{Pol}(\mathfrak{B}) \rightarrow \operatorname{Pol}(\mathfrak{A})$.

If one of these conditions holds, then there exists a logspace reduction from $\operatorname{CSP}(\mathfrak{A})$ to $\operatorname{CSP}(\mathfrak{B})$.
With the help of Birkoff's theorem, a famous result in universal algebra, it is easy to show the equivalence of the two conditions. The implication of logspace reduction between the CSPs is proved in [BKJ05]. The proof involves polynomial-time reductions via primitive positive interpretations of structures. We will not handle interpretations in this thesis directly, but rather use this theorem (and its corollaries) as a black box result that provides polynomial-time reductions between CSPs.

Recall Example 2.31 from above. In this example we obtained the NP-hardness of $\operatorname{CSP}(\mathfrak{A})$ for a finite relational structure $\mathfrak{A}$ by a combination of a polynomial-time reduction (Proposition 2.30) and a given NP-hard problem (the $n$-coloring problem). Let us consider another prominent example of an NP-hard CSP.
2.34 Example The relational structure 1IN3 has the domain $\{0,1\}$ and the ternary relation $R^{1 \text { IN3 }}=\{(1,0,0),(0,1,0),(0,0,1)\}$. The problem CSP $(1 \mathrm{IN} 3)$ is called the Positive 1-in-33SAT Problem, which is a well-known NP-complete problem [Sch78].

It is easy to check that Pol(1IN3) = Proj holds. This and the NP-hardness of CSP(1IN3) in mind, Theorem 2.33 has the following immediate consequence.
2.35 Corollary ([BKJ05]) Let $\mathfrak{B}$ be a finite structure with finite relational signature. Then the following are equivalent:

1. $\operatorname{HSP}^{\mathrm{fin}}(\{\operatorname{Pol}(\mathfrak{B})\})$ contains a 2-element algebra where all operations are projections.
2. There exists a clone homomorphism $\operatorname{Pol}(\mathfrak{B}) \rightarrow$ Proj.

If one of these conditions holds, then $\operatorname{CSP}(\mathfrak{B})$ is NP-complete.
This corollary provides a criterion for NP-hardness of finite-domain CSPs. We want to remark that the criterion is not a necessary condition for NP-hardness of finite-domain CSPs; there exist examples of finite structure $\mathfrak{B}$ with NP-hard CSPs that do not satisfy the conditions in the theorem. However, a necessary condition (unless $P=N P$ ) can be formulated in terms of minor-preserving maps instead of clone homomorphisms. We will not need this here and recommend the interested reader to the wonderland of reflections [BOP18]. The reason that we can restrict ourselves to clone homomorphisms (and equivalent conditions) is that in this thesis all polymorphism clones of finite structures are idempotent.
2.36 Definition An operation clone $\mathscr{C}$ on a set $B$. An operation $f \in \mathscr{C}^{(n)}$ is called idempotent if for all $x \in B$ it holds that $f(x, \ldots, x)=x$. The operation clone $\mathscr{C}$ is called idempotent if all its operations are idempotent. We call a structure $\mathfrak{B}$ idempotent if $\operatorname{Pol}(\mathfrak{B})$ is idempotent.

The restriction to idempotent finite structures simplifies things a little. In fact, one could consider Corollary 2.35 as an intermediate step on the way to the dichotomy result for idempotent finite structures: the missing part is to find a polynomial-time algorithm for all $\operatorname{CSP}(\mathfrak{B})$ where $\operatorname{Pol}(\mathfrak{B})$ is idempotent and does not satisfy one of the conditions in the theorem. It was a great achievement to turn the absence of clone homomorphisms into a statement about the existence of certain operations in $\operatorname{Pol}(\mathfrak{B})$. This motivates the following definitions.
2.37 Definition Let $f$ be an $n$-ary operation on set $B$. Then $f$ is called a cyclic operation if

$$
\forall x_{1}, \ldots, x_{n} \in B: f\left(x_{1}, \ldots, x_{n}\right)=f\left(x_{n}, x_{1}, \ldots, x_{n-1}\right)
$$

The operation $f$ is called a weak near-unanimity operation if

$$
\forall x, y \in B: f(x, \ldots, x, y)=f(x, \ldots, x, y, x)=\ldots=f(y, x, \ldots, x)
$$

The operation $f$ is called a Siggers operation if

$$
\forall x, y \in B: f(x, x, y, y, z, z)=f(y, z, x, z, x, y)
$$

With these terms we can formulate the following result, which incorporates work of [Tay77], [MM08], [Sig10] and [BK12].
2.38 Proposition Let $\mathfrak{B}$ be a structure with finite domain such that $\operatorname{Pol}(\mathfrak{B})$ is idempotent. Then the following are equivalent:

1. $\operatorname{Pol}(\mathfrak{B})$ contains a Siggers operation.
2. $\operatorname{Pol}(\mathfrak{B})$ contains for every prime $p>|B|$ a $p$-ary cyclic operation.
3. $\operatorname{Pol}(\mathfrak{B})$ contains a weak near-unanimity operation.
4. There exists no clone homomorphism $\operatorname{Pol}(\mathfrak{B}) \rightarrow \operatorname{Proj}$.

It should be emphasized again that this theorem is so important because it converts the non-existence of a clone homomorphism into the existence of certain operations that can then be used to create polynomial-time algorithms. This is exactly what Bulatov and Zhuk have done independently (in a very sophisticated way, of course) in their proofs of the Feder-Vardi conjecture. Thanks to them, we have the following theorem as a preliminary highlight in the study of CSPs.
2.39 Theorem (Finite-Domain CSP Dichotomy [Bul17], [Zhu17,Zhu20]) Let $\mathfrak{B}$ be a finite structure with a finite relational signature. If $\operatorname{Pol}(\mathfrak{B})$ contains a Siggers operation, then $\operatorname{CSP}(\mathfrak{B})$ is in P. Otherwise, $\operatorname{CSP}(\mathfrak{B})$ is NP-complete.

### 2.6.3 Conservative Domains

In this subsection we consider conservative structures and clones and give some well-known results about them. We call a relational structure $\mathfrak{B}$ conservative if it contains all subsets of $B$ as unary relations. Furthermore, an operation $f: B^{n} \rightarrow B$ is called conservative if for all $x_{1}, \ldots, x_{n} \in B$ it holds that $f\left(x_{1}, \ldots, x_{n}\right) \in\left\{x_{1}, \ldots, x_{n}\right\}$. A clone is called conservative if all its operations are conservative. Note that if $\mathfrak{B}$ is conservative, then $\operatorname{Pol}(\mathfrak{B})$ is conservative, which justifies the similarities in the terminology.
As mentioned before, an operation clone $\mathscr{C}$ on $B$ can be considered as an algebra $\mathbf{B}$ with domain $B$ and an infinite signature. In this sense a conservative operation clone $\mathscr{C}$ on $B$ induces on every set $A \subseteq B$ a subalgebra. It is easy to see that this subalgebra corresponds to an operation clone on $A$. We call this the restriction of $\mathscr{C}$ to $A$. We later need the following classical result for clones over a two-element set.
2.40 Theorem ([Pos41]) Let $\mathscr{C}$ be a conservative operation clone on $\{0,1\}$. Then either $\mathscr{C}$ contains only projections, or at least one of the following operations:

1. the binary function min ,
2. the binary function max,
3. the minority function,
4. the majority function.

An operation $f: B^{3} \rightarrow B$ is called a majority operation if for all $x, y \in B$

$$
f(x, x, y)=f(x, y, x)=f(y, x, x)=x
$$

holds. It is called a minority operation if for all $x, y \in B$

$$
f(x, x, y)=f(x, y, x)=f(y, x, x)=y
$$

holds.
The following terminology was introduced by Bulatov and has proven to be extremely powerful, especially in the context of conservative clones.
2.41 Definition ([Bul03, Bul11]) A pair $(a, b) \in B^{2}$ is called a semilattice edge if there exists $f \in \operatorname{Pol}(\mathfrak{B})$ of arity two such that $f(a, b)=b=f(b, a)=f(b, b)$ and $f(a, a)=a$. We say that a two-element set $\{a, b\} \subseteq B$ has a semilattice edge if $(a, b)$ or $(b, a)$ is a semilattice edge.

A two-element subset $\{a, b\}$ of $B$ is called a majority edge if neither $(a, b)$ nor $(b, a)$ is a semilattice edge and there exists an $f \in \operatorname{Pol}(\mathfrak{B})$ of arity three whose restriction to $\{a, b\}$ is a majority operation.

A two-element subset $\{a, b\}$ of $B$ is called an affine edge if it is not a majority edge, if neither $(a, b)$ nor $(b, a)$ is a semilattice edge, and there exists an $f \in \operatorname{Pol}(\mathfrak{B})$ of arity three whose restriction to $\{a, b\}$ is a minority operation.

If $S \subseteq B$ and $(a, b) \in S^{2}$ is a semilattice edge then we say that $(a, b)$ is a semilattice edge on $S$. Similarly, if $\{a, b\} \subseteq S$ is a majority edge (affine edge) then we say that $\{a, b\}$ is a majority edge on $S$ (affine edge on $S$ ).

According to the previous definition, an "edge type" of a concrete set $\{a, b\} \subseteq B$ is witnessed by a certain operation. For another set $\{c, d\} \subseteq B$ this could a priori be a different operation (even if the two sets have the same edge type). However, Bulatov obtained "uniform witness operations" by the following proposition.
2.42 Proposition (Proposition 3.1.in [Bul11]) Let $\mathfrak{B}$ be a finite structure. Then there are a binary operation $v \in \operatorname{Pol}(\mathfrak{B})$ and ternary operations $g, h \in \operatorname{Pol}(\mathfrak{B})$ such that for every two-element subset $C$ of $B$ we have that

- $\left.v\right|_{C}$ is a semilattice operation whenever $C$ has a semilattice edge, and $\left.v\right|_{C}(x, y)=x$ otherwise;
- $\left.g\right|_{C}$ is a majority operation if $C$ is a majority edge, $\left.g\right|_{C}(x, y, z)=x$ if $C$ is affine and $\left.g\right|_{C}(x, y, z)=\left.v\right|_{C}\left(\left.v\right|_{C}(x, y), z\right)$ if $C$ has a semilattice edge;
- $\left.h\right|_{C}$ is a minority operation if $C$ is an affine edge, $\left.h\right|_{C}(x, y, z)=x$ if $C$ is majority and $\left.h\right|_{C}(x, y, z)=\left.v\right|_{C}\left(\left.v\right|_{C}(x, y), z\right)$ if $C$ has a semilattice edge.

The main result about conservative finite structures and their CSPs is the following dichotomy, first proved by Bulatov, 14 years before the proof of the Feder-Vardi conjecture.
2.43 Theorem ([Bul03]; see also [Bar11, Bul11, Bul16]) Let $\mathfrak{B}$ be a finite structure with a finite relational signature such that $\operatorname{Pol}(\mathfrak{B})$ is conservative. Then precisely one of the following holds:

1. $\operatorname{Pol}(\mathfrak{B})$ contains a Siggers operation; in this case $\operatorname{CSP}(\mathfrak{B})$ is in $P$.
2. There exist distinct $a, b \in B$ such that for every $f \in \operatorname{Pol}(\mathfrak{B})^{(n)}$ the restriction of $f$ to $\{a, b\}^{n}$ is a projection. In this case, $\operatorname{CSP}(\mathfrak{B})$ is NP-complete.

Note that this means that $\operatorname{Pol}(\mathfrak{B})$ contains a Siggers operation if and only if for all two elements $a, b \in B$ the set $\{a, b\}$ is a majority edge, an affine edge, or there is a semilattice edge on $\{a, b\}$.

### 2.6.4 Infinite Domains

We saw in the previous paragraph mainly results concerning polymorphism clones on finite sets and CSPs of finite-domain structures, respectively. In fact, there is also a history of research on infinite-domain CSPs. Motivated not least by questions of practical application, a diverse theory of such CSPs developed. For a detailed introduction to the field, we refer to [Bod21]. The class of infinite-domain CSPs as a whole is too large to show results comparable to those from the previous section. A characterization of computational complexity by polymorphisms and their properties reaches its limits. It turns out that a certain kind of finiteness is helpful (and necessary) to get the algebraic machinery working. Accordingly, we focus on structures that have only finitely many definable relations for each arity. Such structures are called $\omega$-categorical. We do not want to discuss these structures in detail, but rather make use of the following folklore result.
2.44 Proposition (see, e.g., Lemma 4.3.1 in [Bod21]) Let $\tau$ be a finite relational signature. If $\mathfrak{B}$ is a homogeneous $\tau$-structure, then $\mathfrak{B}$ is $\omega$-categorical.

Most of the following results were originally shown not for homogeneous structures but for the more general class of $\omega$-categorical structures. However, since we are only dealing with homogeneous infinite structures in this thesis, we take advantage of the previous proposition and quote the results directly in the weaker form. This leads to a reduction of the terminology.
2.45 Theorem ([BN06]) Let $\mathfrak{B}$ be a homogeneous structure with finite relational signature. Then

$$
\langle\mathfrak{B}\rangle_{p p}=\operatorname{Inv}(\operatorname{Pol}(\mathfrak{B}))
$$

i.e., a relation is primitively positively definable in $\mathfrak{B}$ if and only if it is preserved by $\operatorname{Pol}(\mathfrak{B})$.

The following theorem gives a condition for the existence of a reduction from a finitedomain CSP to the CSP of a homogeneous structure. Note that this theorem is inspired by Theorem 2.33. The equivalence of the two statements is proved by a topological variant of Birkoff's theorem in [BP15b] and the statement on the logspace reduction first appeared in the survey article [Bod08] (see Proposition 3 and Theorem 9 therein).
2.46 Theorem ([BP15b], [Bod08]) Let $\mathfrak{A}$ be a finite and $\mathfrak{B}$ be a homogeneous structure, both with finite relational signatures. Then the following are equivalent:

1. $\operatorname{Pol}(\mathfrak{A})$ is in $\mathrm{HSP}^{\mathrm{fin}}(\{\operatorname{Pol}(\mathfrak{B})\})$.
2. There exists a uniformly continuous clone homomorphism $\operatorname{Pol}(\mathfrak{B}) \rightarrow \operatorname{Pol}(\mathfrak{A})$.

If one of these conditions holds, then there exists a logspace reduction from $\operatorname{CSP}(\mathfrak{A})$ to $\operatorname{CSP}(\mathfrak{B})$.
Analogously to Corollary 2.35, we obtain the following hardness condition for CSPs of homogeneous structures.
2.47 Corollary Let $\mathfrak{B}$ be a homogeneous structure with finite relational signature. Then the following are equivalent:

- $\operatorname{HSP}^{\mathrm{fin}}(\{\operatorname{Pol}(\mathfrak{B})\})$ contains a 2-element algebra where all operations are projections.
- There exists a uniformly continuous clone homomorphism $\operatorname{Pol}(\mathfrak{B}) \rightarrow$ Proj.

If one of these conditions holds, then $\operatorname{CSP}(\mathfrak{B})$ is NP-hard.

### 2.6.5 Polymorphisms of Normal Representations

In the following let $\mathbf{A} \in \operatorname{RRA}$ be finite and with normal representation $\mathfrak{B}$. We introduce the following notation, which we will use a lot in this thesis.
2.48 Definition Let $a_{1}, \ldots, a_{n} \in A_{0}$ be atoms of $\mathbf{A}$. Then the $2 n$-ary relation $\left(a_{1}, \ldots, a_{n}\right)^{\mathfrak{B}}$ is defined as follows:

$$
\left(a_{1}, \ldots, a_{n}\right)^{\mathfrak{B}}:=\left\{\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right) \in B^{2 n} \mid \bigwedge_{i \in\{1, \ldots, n\}} a_{i}^{\mathfrak{B}}\left(x_{i}, y_{i}\right)\right\}
$$

An operation $f: B^{n} \rightarrow B$ is called edge-conservative if it satisfies for all $x, y \in B^{n}$ and all $a_{1}, \ldots, a_{n} \in A_{0}$

$$
\left(a_{1}, \ldots, a_{n}\right)^{\mathfrak{B}}(x, y) \Rightarrow(f(x), f(y)) \in \bigcup_{i \in\{1, \ldots, n\}} a_{i}^{\mathfrak{B}}
$$

Note that for every $D \subseteq A_{0}$ the structure $\mathfrak{B}$ contains the relation $\bigcup_{a_{i} \in D} a_{i}^{\mathfrak{B}}$. Therefore the next proposition follows immediately from Theorem 2.45 , since polymorphisms of $\mathfrak{B}$ preserve all relations of $\mathfrak{B}$.
2.49 Proposition All polymorphisms of $\mathfrak{B}$ are edge-conservative.

We end this section with some terminology related to canonicity. This will be of great importance in the following, both for polynomial-time algorithms and for NP-hardness results.
2.50 Definition Let $X \subseteq A_{0}$. An operation $f: B^{n} \rightarrow B$ is called $X$-canonical (with respect to $\mathfrak{B}$ ) if there exists a function $\bar{f}: X^{n} \rightarrow A_{0}$ such that for all $a, b \in B^{n}$ and $O_{1}, \ldots, O_{n} \in X$, if $\left(a_{i}, b_{i}\right) \in O_{i}$ for all $i \in\{1, \ldots, n\}$ then $(f(a), f(b)) \in \bar{f}\left(O_{1}, \ldots, O_{n}\right)^{\mathfrak{B}}$. An operation $f$ is called canonical (with respect to $\mathfrak{B}$ ) if it is $A_{0}$-canonical. In this case we say that the behaviour $\bar{f}$ is total. If $X \subsetneq A_{0}$ we call $\bar{f}$ a partial behaviour. The function $\bar{f}$ is called the behaviour of $f$ on $X$. If $X=A_{0}$ then $\bar{f}$ is just called the behaviour of $f$.

We denote by $\operatorname{Pol}^{\mathrm{can}}(\mathfrak{B})$ the set of all polymorphisms of $\mathfrak{B}$ that are canonical with respect to $\mathfrak{B}$. It will always be clear from the context what the domain of a behaviour $\bar{f}$ is. An operation $f: S^{2} \rightarrow S$ is called symmetric if for all $x, y \in S$ it holds that $f(x, y)=f(y, x)$. An $X$-canonical function $f$ is called $X$-symmetric if the behaviour of $f$ on $X$ is symmetric.

Canonical operations are a central object in the exploration of infinite-domain CSPs and were intensively studied for example in [BPT11], [BM16], [BP21], [BB21], and [MP22]. Usually they are defined in terms of model-theoretic first-order types. We would like to note that the canonical operations in our definition are exactly the canonical operations that are usually defined (see, e.g., [Bod21]). This is true because in normal representations the 2-orbits correspond exactly to the set of atoms $A_{0}$ of the relation algebra $\mathbf{A}$.
2.51 Proposition The 2-orbits of the automorphism group $\operatorname{Aut}(\mathfrak{B})$ are in 1-to-1 correspondence to the set of atoms $A_{0}$ of $\mathbf{A}$.

Proof: Since $\mathfrak{B}$ is a representation of $\mathbf{A}$, its relations correspond to elements of $\mathbf{A}$. This correspondence preserves the lattice order that is induced by the Boolean algebra part of A. We get that the set-wise minimal, non-empty relations of $\mathfrak{B}$ are precisely the relations $a^{\mathfrak{B}}$ for $a \in A_{0}$. Since $\mathfrak{B}$ is a normal representation it is by definition square and therefore each 2-tuple is in a relation $a^{\mathfrak{B}}$ for $a \in A_{0}$. By the homogeneity of $\mathfrak{B}$ it follows that every two 2-tuples that are in the same relation $a^{\mathfrak{B}}$ for $a \in A_{0}$ can be mapped to each other by an automorphism of $\mathfrak{B}$ and are therefore in the same 2 -orbit.

### 2.7 Ramsey Theory and Canonisation

We avoid to give an introduction to Ramsey theory, since the only usage of the Ramsey property is via Theorem 2.53, and rather refer to the survey [Bod15] for more details.

Let $\mathfrak{A}$ be a homogeneous $\tau$-structure such that $\operatorname{Age}(\mathfrak{A})$ has the strong amalgamation property. Then the class of all $(\tau \cup\{<\})$-structures $\mathfrak{A}$ such that $<^{\mathfrak{A}}$ is a linear order and whose $\tau$-reduct (i.e., the structure on the same domain, but only with the relations that are denoted by symbols from $\tau$; see, e.g., the book by [Hod97]) is from Age $(\mathfrak{A})$ is a strong amalgamation class as well (see, e.g., [Bod15]). By Theorem 2.23 there exists an up to isomorphism unique countable homogeneous structure of that age, which we denote by $\mathfrak{A}_{<}$. It can be shown by a straightforward back-and-forth argument that $\mathfrak{A}_{<}$is isomorphic to an expansion of $\mathfrak{A}$, so we identify the domain of $\mathfrak{A}$ and of $\mathfrak{A}<$ along this isomorphism, and call $\mathfrak{A}_{<}$the expansion of $\mathfrak{A}$ by a generic linear order.
2.52 Theorem ([NR89], see, e.g., Corollary 4.2 in [HN19]) Let $\mathfrak{A}$ be a relational $\tau$-structure such that Age $(\mathfrak{A})$ has the free amalgamation property. Then the expansion of $\mathfrak{A}$ by a generic linear order has the Ramsey property.

The following theorem gives a connection of the Ramsey property with the existence of canonical functions and plays a key role in our analysis.
2.53 Theorem ([BPT13], Theorem 5 in [BP21]) Let $\mathfrak{B}$ be a countable homogeneous structure with finite relational signature and the Ramsey property. Let $h: B^{k} \rightarrow B$ be an operation and let

$$
L:=\left\{\left(x_{1}, \ldots, x_{k}\right) \mapsto \alpha\left(h\left(\beta_{1}\left(x_{1}\right), \ldots, \beta_{k}\left(x_{k}\right)\right) \mid \alpha, \beta_{1} \ldots, \beta_{k} \in \operatorname{Aut}(\mathfrak{B})\right\}\right.
$$

Then there exists a canonical operation $g: B^{k} \rightarrow B$ such that for every finite $F \subset B$ there exists $g^{\prime} \in L$ such that $\left.g^{\prime}\right|_{F^{k}}=\left.g\right|_{F^{k}}$.
2.54 Remark Let $\mathfrak{A}$ and $\mathfrak{B}$ be homogeneous structures with finite relational signatures. If $\mathfrak{A}$ and $\mathfrak{B}$ have the same domain and the same automorphism group, then $\mathfrak{A}$ has the Ramsey property if and only if $\mathfrak{B}$ has it (see, e.g., [Bod15]).

### 2.8 Datalog

Let $\tau$ be a finite relational signature. In the context of a Datalog program we will call the elements of $\tau$ the EDBs (for extensional database predicates). Let $\rho$ be a relational signature disjoint from $\tau$, called IDBs (for intensional database predicates). We assume that $\rho$ contains a symbol false of arity 0 . A Datalog rule is of the form

$$
\psi_{0}:-\psi_{1}, \ldots, \psi_{n}
$$

where $\psi_{0}$ is an atomic $\rho$-formula and $\psi_{1}, \ldots, \psi_{n}$ are atomic $(\tau \cup \rho)$-formulas. The formula $\psi_{0}$ is called the head and the formulas $\psi_{1}, \ldots, \psi_{n}$ are called the body of the rule. We assume that every variable from the head also appears in the body. A Datalog program $\Pi$ is a set of Datalog rules. Let $\mathfrak{A}$ be a $\tau$-structure and $\mathfrak{A}^{\prime}$ a $(\tau \cup \rho)$-expansion of $\mathfrak{A}$. Then $\mathfrak{A}^{\prime}$ is called a fixed point of the Datalog program $\Pi$ on $\mathfrak{A}$ if $\mathfrak{A}^{\prime}$ satisfies for each rule $\psi_{0}:-\psi_{1}, \ldots, \psi_{n}$ the sentence

$$
\forall \bar{x}:\left(\psi_{1} \wedge \ldots \wedge \psi_{n}\right) \Rightarrow \psi_{0}
$$

Let $\mathfrak{A}^{\prime}$ and $\mathfrak{A}^{\prime \prime}$ be two $(\tau \cup \rho)$-structures on the same domain. Then $\mathfrak{A}^{\prime} \cap \mathfrak{A}^{\prime \prime}$ denotes a $(\tau \cup \rho)$-structure on the same domain, which has for every $R \in(\tau \cup \rho)$ the following definition: $R^{\mathfrak{A}^{\prime}} \cap \mathfrak{A}^{\prime \prime}:=R^{\mathfrak{L}^{\prime}} \cap R^{\mathfrak{A}^{\prime \prime}}$. It can be observed that if both $\mathfrak{A}^{\prime}$ and $\mathfrak{A}^{\prime \prime}$ are fixed points of the Datalog program $\Pi$ on $\mathfrak{A}$, then $\mathfrak{A}^{\prime} \cap \mathfrak{A}^{\prime \prime}$ is also a fixed point of the Datalog program $\Pi$ on $\mathfrak{A}$. Thus, if $\mathfrak{A}$ is finite, there is a unique smallest (with respect to inclusion) fixed point of $\Pi$ on $\mathfrak{A}$, which we denote by $\Pi(\mathfrak{A})$. Note that the 0 -ary predicate false behaves in the structure $\Pi(\mathfrak{A})$ like a Boolean value: the 0 -ary tuple may or may not be contained in false ${ }^{\Pi(\mathfrak{A})}$. If it is contained we say that $\Pi$ derives false on $\mathfrak{A}$. We denote by $\llbracket \Pi \rrbracket$ the class of all finite $\tau$-structures $\mathfrak{A}$ on which $\Pi$ does not derive false. Let $\mathfrak{B}$ be a $\tau$-structure and $\Pi$ a Datalog program with EDBs $\tau$. We say that the Datalog program $\Pi$ solves the CSP of $\mathfrak{B}$ if $\operatorname{CSP}(\mathfrak{B})=\llbracket \Pi \rrbracket$. A Datalog program $\Pi$ has width $(l, k)$ if all IDBs are at most $l$-ary, and if all rules of $\Pi$ have at most $k$ distinct variables. We also say that in this case $\Pi$ is an (l,k)-Datalog program.
2.55 Remark Let $\mathbf{A}$ be a relation algebra with a normal representation $\mathfrak{B}$. We will in the following say that an $(l, k)$-Datalog program $\Pi$ solves $\operatorname{NSP}(\mathbf{A})$ if the program $\Pi$ solves $\operatorname{CSP}(\mathfrak{B})$. This definition is justified by the correspondence of NSPs and CSPs from Theorem 2.16.

We have already seen in Section 2.6 how universal algebra is used to achieve remarkable results in complexity classification. Also the class of finite-domain CSPs that can be solved by a Datalog program has a beautiful algebraic characterization. In the following presentation this follows from a combination of results from [MM08], [BK09a], and [KKVW15]; for an overview of the proof, see Theorem 8.8.2 in [Bod21].
2.56 Theorem Let $\tau$ be a finite relational signature and let $\mathfrak{B}$ be a finite $\tau$-structure. Then the following statements are equivalent:

1. There exist $l \leqslant k$ and an $(l, k)$-Datalog program $\Pi$ such that $\Pi$ solves $\operatorname{CSP}(\mathfrak{B})$.
2. $\mathfrak{B}$ has a 3-ary weak near-unanimity polymorphism $f$ and a 4-ary weak near-unanimity polymorphism $g$ such that

$$
\forall x, y, z \in B . f(y, x, x)=g(y, x, x, x)
$$

There exist many examples of polynomial-time solvable finite-domain CSPs that cannot be solved by a Datalog program. These CSPs encode the problem of solving linear equations over a non-trivial finite abelian group. The criterion from the previous theorem can be used to provide an example of a finite-domain CSP that cannot be solved by any Datalog program.
2.57 Example Consider the structure LIN with domain $\{0,1\}$, unary relations $\{0\}$ and $\{1\}$ and a ternary relation $R_{0}^{3}=\left\{(x, y, z) \in\{0,1\}^{3} \mid x+y+z=0(\bmod 2)\right\}$. One can easily check that LIN does not satisfy Item 2) in Theorem 2.56. It follows that CSP(LIN) cannot be solved by a Datalog program.

It is known that the logspace reduction from Theorem 2.46 preserves solvability by a Datalog program [ABD09, BPR20, BR22]. This fact, together with the non-solvability by Datalog of CSP (1IN3) provides a condition on the CSP of a homogeneous structure that implies the non-existence of a Datalog program that solves the CSP.
2.58 Corollary Let $\mathfrak{B}$ be a homogeneous structure with finite relational signature. Then the following are equivalent:

- $\operatorname{HSP}^{\text {fin }}(\{\operatorname{Pol}(\mathfrak{B})\})$ contains $\operatorname{Pol}(\operatorname{LIN})$.
- There exists a uniformly continuous clone homomorphism $\operatorname{Pol}(\mathfrak{B}) \rightarrow \operatorname{Pol}(L I N)$.

If one of these conditions holds, then $\operatorname{CSP}(\mathfrak{B})$ is not solvable by a Datalog program.

## Chapter 3

## Hardness Criteria for NSPs

### 3.1 Introduction

The results of this section are two conditions for a finite relation algebra $\mathbf{A}$ that imply NP-hardness of the network satisfaction problem of $\mathbf{A}$. In order to be able to apply the algebraic theory from Section 2.6 we restrict ourselves to relation algebras with normal representations. Recall that the central object of study in the universal algebraic approach are clones. We focus in this chapter on a particular subset of the clone of polymorphisms of a normal representation $\mathfrak{B}$, namely the group of automorphisms of $\mathfrak{B}$. Since normal representations are by definition homogeneous structures, one can translate back and forth between properties of the relation algebra $\mathbf{A}$ and properties of $\operatorname{Aut}(\mathfrak{B})$.

For example, $\operatorname{Aut}(\mathfrak{B})$ is primitive if and only if A contains no equivalence relation which is different from the trivial equivalence relations Id and 1 . With this terminology we can rephrase Theorem 1 as follows.
3.1 Theorem Let $\mathbf{A}$ be a finite relation algebra with a normal representation $\mathfrak{B}$. Assume that one of the following holds:

- $\operatorname{Aut}(\mathfrak{B})$ preserves an equivalence relation with at least two but finitely many equivalence classes (Section 3.2.2).
- $\operatorname{Aut}(\mathfrak{B})$ is primitive, $|B|>2$ and $\mathbf{A}$ has a symmetric atom a with a forbidden triple $(a, a, a)$, that is, $a \nleftarrow a \circ a$ (Section 3.2.1);

Then $\operatorname{NSP}(\mathbf{A})$ is NP-complete.
We split the proof of this theorem in two different parts. In Section 3.2.1 we prove the statement of the first item and in Section 3.2.2 the second one. Both of our hardness proofs use a technique of factoring $\operatorname{Pol}(\mathfrak{B})$ with respect to an equivalence relation with finitely many classes, and then applying known hardness conditions from corresponding finitedomain constraint satisfaction problems. In Section 3.3 we show how our results can be applied to determine the computational complexity of certain NSPs. This answers some open problems from the literature. Finally, we discuss how these results could form the basis for a general classification programme for network satisfaction problems.

### 3.2 Hardness Conditions

### 3.2.1 Finitely Many Equivalence Classes

In the following, A denotes a finite relation algebra with a normal representation $\mathfrak{B}$.
3.2 Theorem Suppose that $e \in A$ is such that $e^{\mathfrak{B}}$ is a non-trivial equivalence relation with finitely many classes. Then $\operatorname{CSP}(\mathfrak{B})$ is NP-complete.

Proof: Let $n:=1 \backslash e$ and let $\bar{b}$ denote the equivalence class of any $b \in B$ with respect to $e^{\mathfrak{B}}$. Let $\left\{c_{1}, \ldots, c_{m}\right\}$ be a set of representatives of the equivalence classes of $e^{\mathfrak{B}}$. A $k$-ary polymorphism $f \in \operatorname{Pol}(\mathfrak{B})$ induces an operation $\hat{f}$ of arity $k$ on $C=\left\{\overline{c_{1}}, \ldots, \overline{c_{m}}\right\}$ in the following way:

$$
\widehat{f}\left(\overline{d_{1}}, \ldots \overline{d_{k}}\right):=\overline{f\left(d_{1}, \ldots d_{k}\right)}
$$

for all $\overline{d_{1}}, \ldots \overline{d_{k}} \in\left\{\overline{c_{1}}, \ldots, \overline{c_{m}}\right\}$. This definition is independent from the choice of the representatives since the polymorphisms preserve the relation $e^{\mathfrak{B}}$. We denote the set of all operations that are induced in this way by operations from $\operatorname{Pol}(\mathfrak{B})$ by $\mathscr{C}$. It is easy to see that $\mathscr{C}$ is an operation clone on a finite set. Moreover, the mapping $\mu: \operatorname{Pol}(\mathfrak{B}) \rightarrow \mathscr{C}$ defined by $\mu(f):=\widehat{f}$ preserves the arities of operations and maps a projection $\pi_{i}^{j}$ from $\operatorname{Pol}(\mathfrak{B})$ to its corresponding projection in $\mathscr{C}$. We show that $\mu$ preserves the composition of operations and choose arbitrary $f \in \operatorname{Pol}^{(n)}(\mathfrak{B})$ and $g_{1}, \ldots, g_{n} \in \operatorname{Pol}^{(s)}(\mathfrak{B})$. We get that for all $\overline{d_{1}}, \ldots \overline{d_{k}} \in\left\{\overline{c_{1}}, \ldots, \overline{c_{m}}\right\}$ the following holds:

$$
\begin{aligned}
\mu\left(f\left(g_{1}, \ldots, g_{n}\right)\right)\left(\overline{d_{1}}, \ldots \overline{d_{k}}\right) & =\overline{f\left(g_{1}, \ldots, g_{n}\right)\left(d_{1}, \ldots d_{k}\right)} \\
& =\overline{f\left(g_{1}\left(d_{1}, \ldots d_{k}\right), \ldots, g_{n}\left(d_{1}, \ldots d_{k}\right)\right)} \\
& =\widehat{f}\left(\overline{g_{1}\left(d_{1}, \ldots d_{k}\right)}, \ldots, \overline{g_{n}\left(d_{1}, \ldots d_{k}\right)}\right) \\
& =\widehat{f}\left(\widehat{g_{1}}\left(\overline{d_{1}}, \ldots \overline{d_{k}}\right), \ldots, \widehat{g}_{n}\left(\overline{d_{1}}, \ldots \overline{d_{k}}\right)\right) \\
& =\widehat{f}\left(\widehat{g}_{1}, \ldots, \widehat{g_{n}}\right)\left(\overline{d_{1}}, \ldots \overline{d_{k}}\right) \\
& =\mu(f)\left(\mu\left(g_{1}\right), \ldots, \mu\left(g_{n}\right)\right)\left(\overline{d_{1}}, \ldots \overline{d_{k}}\right)
\end{aligned}
$$

This proves that $\mu$ is a clone homomorphism. To show that $\mu$ is uniformly continuous, we use Lemma 2.29; it suffices to observe that if two $k$-ary operations $f, g \in \operatorname{Pol}(\mathfrak{B})$ are equal on $F:=\left\{c_{1}, \ldots, c_{m}\right\}$, then they induce the same operation on the equivalence classes.

Suppose for contradiction that $\mathscr{C}$ contains a $p$-ary cyclic operation for every prime $p>m$. Case 1: $m=2$. By assumption there exists a ternary cyclic operation $\hat{f} \in \mathscr{C}$. Since $e^{\mathfrak{B}}$ is non-trivial, one of the equivalence classes of $e^{\mathfrak{B}}$ must have size at least two. So we may without loss of generality assume that $\overline{c_{1}}$ contains at least two elements. Let $c_{1}^{\prime} \in \overline{c_{1}}$ with $c_{1} \neq c_{1}^{\prime}$. We have that $\overline{f\left(c_{1}, c_{1}, c_{2}\right)}=\overline{f\left(c_{2}, c_{1}, c_{1}\right)}$ which means that

$$
\begin{equation*}
\left(f\left(c_{1}, c_{1}, c_{2}\right), f\left(c_{2}, c_{1}, c_{1}\right)\right) \in e^{\mathfrak{B}} . \tag{3.1}
\end{equation*}
$$

On the other hand $(n, \operatorname{Id}, n)^{\mathfrak{B}}\left(\left(c_{1}, c_{1}, c_{2}\right),\left(c_{2}, c_{1}, c_{1}\right)\right)$. Since $f$ is an edge conservative polymorphism we have that

$$
\begin{equation*}
\left(f\left(c_{1}, c_{1}, c_{2}\right), f\left(c_{2}, c_{1}, c_{1}\right)\right) \in(n \cup \operatorname{Id})^{\mathfrak{B}} . \tag{3.2}
\end{equation*}
$$

Combining (3.1) and (3.2) we obtain that

$$
\begin{equation*}
f\left(c_{1}, c_{1}, c_{2}\right)=f\left(c_{2}, c_{1}, c_{1}\right) . \tag{3.3}
\end{equation*}
$$

Similarly, $\overline{f\left(c_{2}, c_{1}, c_{1}\right)}=\overline{f\left(c_{1}, c_{2}, c_{1}\right)}$. Since $f$ preserves the equivalence relation $e^{\mathfrak{B}}$ we also have $\left(f\left(c_{1}, c_{2}, c_{1}\right), f\left(c_{1}^{\prime}, c_{2}, c_{1}\right)\right) \in e^{\mathfrak{B}}$. But then $\left(f\left(c_{2}, c_{1}, c_{1}\right), f\left(c_{1}^{\prime}, c_{2}, c_{1}\right)\right) \in e^{\mathfrak{B}}$ holds. Also note that $(n, n, \mathrm{Id})^{\mathfrak{B}}\left(\left(c_{2}, c_{1}, c_{1}\right),\left(c_{1}^{\prime}, c_{2}, c_{1}\right)\right)$ implies that $\left(f\left(c_{2}, c_{1}, c_{1}\right), f\left(c_{1}^{\prime}, c_{2}, c_{1}\right)\right) \in$ $(n \cup \mathrm{Id})^{\mathfrak{B}}$. These two facts together imply $f\left(c_{2}, c_{1}, c_{1}\right)=f\left(c_{1}^{\prime}, c_{2}, c_{1}\right)$. By (3.3) and the transitivity of equality we get $f\left(c_{1}, c_{1}, c_{2}\right)=f\left(c_{1}^{\prime}, c_{2}, c_{1}\right)$. But this is impossible because $(e, n, n)^{\mathfrak{B}}\left(\left(c_{1}, c_{1}, c_{2}\right),\left(c_{1}^{\prime}, c_{2}, c_{1}\right)\right)$ implies that $f\left(c_{1}, c_{1}, c_{2}\right) \neq f\left(c_{1}^{\prime}, c_{2}, c_{1}\right)$.
Case 2: $m>2$. Let $f$ be a $p$-ary cyclic operation for some prime $p>m$. Consider the representatives $c_{1}, c_{2}$ and $c_{3}$. By the cyclicity of $\hat{f}$ we have

$$
\overline{f\left(c_{1}, c_{2}, \ldots, c_{1}, c_{2}, c_{3}\right)}=\overline{f\left(c_{3}, c_{1}, c_{2} \ldots, c_{1}, c_{2}\right)}
$$

and therefore

$$
\begin{equation*}
\left(f\left(c_{1}, c_{2}, \ldots, c_{1}, c_{2}, c_{3}\right), f\left(c_{3}, c_{1}, c_{2} \ldots, c_{1}, c_{2}\right)\right) \in e^{\mathfrak{B}} . \tag{3.4}
\end{equation*}
$$

On the other hand,

$$
(n, n, n, \ldots, n, n)^{\mathfrak{B}}\left(\left(c_{1}, c_{2}, \ldots, c_{1}, c_{2}, c_{3}\right),\left(c_{3}, c_{1}, c_{2} \ldots, c_{1}, c_{2}\right)\right)
$$

and since $f$ preserves $n^{\mathfrak{B}}$ we get that

$$
\left(f\left(c_{1}, c_{2}, \ldots, c_{1}, c_{2}, c_{3}\right), f\left(c_{3}, c_{1}, c_{2} \ldots, c_{1}, c_{2}\right)\right) \in n^{\mathfrak{B}}
$$

contradicting (3.4).
We showed that there exists a prime $p>m$ such that $\mathscr{C}$ does not contain a $p$-ary cyclic polymorphism and therefore Proposition 2.38 implies the existence of a clone homomorphism $v: \mathscr{C} \rightarrow$ Proj. Note that by Lemma 2.29 it follows that clone homomorphism between clones on finite base sets are always uniformly continuous.
Since the composition of uniformly continuous minor-preserving maps is again uniformly continuous and a clone homomorphism, there exists a uniformly continuous clone homomorphism map $v \circ \mu: \operatorname{Pol}(\mathfrak{B}) \rightarrow \operatorname{Proj}$. This map implies the NP-hardness of $\operatorname{CSP}(\mathfrak{B})$ by Theorem 2.47.

### 3.2.2 No Non-Trivial Equivalence Relations

In this section $\mathbf{A}$ denotes a finite relation algebra with a normal representation $\mathfrak{B}$ with $|B|>2$.
3.3 Definition The automorphism group $\operatorname{Aut}(\mathfrak{C})$ of a relational structure $\mathfrak{C}$ is called primitive if $\operatorname{Aut}(\mathfrak{C})$ does not preserve a non-trivial equivalence relation, i.e., the only equivalence relations that are preserved by $\operatorname{Aut}(\mathfrak{C})$ are $\operatorname{Id}$ and $C^{2}$.
3.4 Proposition Let $a$ be an atom of $\mathbf{A}$. If $\operatorname{Aut}(\mathfrak{B})$ is primitive then $a \subseteq \operatorname{Id}$ implies $a=\mathrm{Id}$.

Proof: If $a \subsetneq$ Id then

$$
c:=\operatorname{Id} \cup(a \circ 1 \circ a)
$$

would be such that $c^{\mathfrak{B}}$ is a non-trivial equivalence relation.
3.5 Proposition Let a be a symmetric atom of $\mathbf{A}$ with $a \cap \operatorname{Id}=0$. If $\operatorname{Aut}(\mathfrak{B})$ is primitive then $a^{\mathfrak{B}} \circ a^{\mathfrak{B}} \neq \mathrm{Id}$.

Proof: Assume for contradiction $a^{\mathfrak{B}} \circ a^{\mathfrak{B}}=\mathrm{Id}{ }^{\mathfrak{B}}$. This implies $(\operatorname{Id} \cup a)^{\mathfrak{B}} \circ(\mathrm{Id} \cup a)^{\mathfrak{B}} \subset$ $(\operatorname{Id} \cup a)^{\mathfrak{B}}$ and therefore $(\operatorname{Id} \cup a)^{\mathfrak{B}}$ is an equivalence relation. Since $\mathfrak{B}$ is primitive $(\operatorname{Id} \cup a)^{\mathfrak{B}}=$ $B^{2}$. By assumption $B$ contains at least 3 elements. These elements are now all connected by the atomic relation $a^{\mathfrak{B}}$. This is a contradiction to our assumption $a^{\mathfrak{B}} \circ a^{\mathfrak{B}}=\operatorname{Id}^{\mathfrak{B}}$.

Higman's lemma states that a permutation group $G$ on a set $B$ is primitive if and only if for every two distinct elements $x, y \in B$ the undirected graph with vertex set $B$ and edge set $\{\{\alpha(x), \alpha(y)\} \mid \alpha \in G\}$ is connected (see, e.g., [Cam99]). We need the following variant of this result for $\operatorname{Aut}(\mathfrak{B})$; we also present its proof since we are unaware of any reference in the literature. If $a \in A$ then a sequence $\left(b_{0}, \ldots, b_{n}\right) \in B^{n+1}$ is called an $a$-walk (of length $n)$ if $\left(b_{i}, b_{i+1}\right) \in a^{\mathfrak{B}}$ for every $i \in\{0, \ldots, n-1\}$ (we count the number of traversed edges rather than the number of vertices when defining the length).
3.6 Lemma Let $a \in A$ be a symmetric atom of $\mathbf{A}$ with $a \cap \operatorname{Id}=0$ and suppose that $\operatorname{Aut}(\mathfrak{B})$ is primitive. Then there exists an $a^{\mathfrak{B}}$-walk of even length between any $x, y \in B$. Moreover, there exists $k \in \mathbb{N}$ such that for all $x, y \in B$ there exists an $a^{\mathfrak{B}}$-walk of length $2 k$ between $x$ and $y$.

Proof: If $R$ is a binary relation then $R^{k}=R \circ R \circ \cdots \circ R$ denotes the $k$-th relational power of $R$. The sequence of binary relations $L_{n}:=\operatorname{Id}^{\mathfrak{B}} \cup \bigcup_{k=1}^{n}\left(a^{\mathfrak{B}}\right)^{2 k}$ is non-decreasing by definition and terminates because all binary relations are unions of at most finitely many atoms. Therefore, there exists $k \in \mathbb{N}$ such for all $n \geqslant k$ we have $L_{n}=L_{k}$. Note that $L_{k}$ is an equivalence relation, namely the relation "there exists an $a^{\mathfrak{B}}$-walk of even length between $x$ and $y^{\prime \prime}$. Since $\mathfrak{B}$ is primitive $L_{k}$ must be trivial. If $L_{k}=B^{2}$ then there exists an $a^{\mathfrak{B}}$-walk of length $2 k$ between any two $x, y \in B$ and we are done. Otherwise,

$$
L_{k}=\{(x, x) \mid x \in B\}=\operatorname{Id}^{\mathfrak{B}} .
$$

Since $a$ is symmetric $a^{\mathfrak{B}} \circ a^{\mathfrak{B}} \neq 0$ and $a^{\mathfrak{B}} \circ a^{\mathfrak{B}}$ contains therefore an atom. But then $a^{\mathfrak{B}} \circ a^{\mathfrak{B}} \subseteq L_{k}$ implies by Proposition $3.4 a^{\mathfrak{B}} \circ a^{\mathfrak{B}}=L_{k}$. This is a contradiction to Proposition 3.5.
3.7 Lemma Let $a \in A$ be a symmetric atom of $\mathbf{A}$ such that $\operatorname{Aut}(\mathfrak{B})$ is primitive and $(a, a, a)$ is forbidden. Then all polymorphisms of $\mathfrak{B}$ are $\{\mathrm{Id}, a\}$-canonical.

In the proof, we need the following notation. Let $a_{1}, \ldots, a_{k} \in A$ be such that $a_{1}=\ldots=a_{j}$ and $a_{j+1}=\ldots=a_{k}$. Instead of writing $\left(a_{1}, \ldots, a_{n}\right)^{\mathfrak{B}}$ we use the shortcut $\left(\left.a_{1}\right|_{j} a_{j+1}\right)^{\mathfrak{B}}$.
Proof: (of Lemma 3.7) The following ternary relation $R$ on $B$ is primitive positive definable in $\mathfrak{B}$.

$$
R:=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in B^{3} \mid(a \cup \mathrm{Id})^{\mathfrak{B}}\left(x_{1}, x_{2}\right) \wedge(a \cup \mathrm{Id})^{\mathfrak{B}}\left(x_{2}, x_{3}\right) \wedge a^{\mathfrak{B}}\left(x_{1}, x_{3}\right)\right\}
$$

Observe that $c \in R$ if and only if $a^{\mathfrak{B}}\left(c_{1}, c_{2}\right) \wedge \operatorname{Id}^{\mathfrak{B}}\left(c_{2}, c_{3}\right)$ or $\operatorname{Id}^{\mathfrak{B}}\left(c_{1}, c_{2}\right) \wedge a^{\mathfrak{B}}\left(c_{2}, c_{3}\right)$.
Let $f$ be a polymorphism of $\mathfrak{B}$ of arity $n$. Let $x, y, u, v \in B^{n}$ be arbitrary such that $(x, y)$ and $(u, v)$ have the same $\{\operatorname{Id}, a\}$-configuration. Without loss of generality we may assume that $\left(\left.a\right|_{j} \mathrm{Id}\right)^{\mathfrak{B}}(x, y)$ and $\left(\left.a\right|_{j} \mathrm{Id}\right)^{\mathfrak{B}}(u, v)$. Now consider $p, q \in B^{n}$ such that $\left(\left.\operatorname{Id}\right|_{j} a\right)^{\mathfrak{B}}(p, q)$ holds.

Note that by the edge-conservativeness of $f$ the following holds:

$$
(f(x), f(y)) \in(a \cup \operatorname{Id})^{\mathfrak{B}},(f(u), f(v)) \in(a \cup \operatorname{Id})^{\mathfrak{B}} \text { and }(f(p), f(q)) \in(a \cup \operatorname{Id})^{\mathfrak{B}} .
$$

By Lemma 3.6 there exists a $k \in \mathbb{N}$ such that for every $i \in\{1, \ldots, n\}$ there exists an $a^{\mathfrak{B}}$-walk $\left(s_{i}^{0}, \ldots, s_{i}^{k}\right)$ with $s_{i}^{0}=y_{i}$ and $s_{i}^{k}=p_{i}$. Now consider the following walk in $B^{n}$ :

$$
\begin{aligned}
& \left(\left.a\right|_{j} \operatorname{Id}\right)^{\mathfrak{B}}(x, y) \\
& \left(\left.\operatorname{Id}\right|_{j} a\right)^{\mathfrak{B}}\left(y,\left(s_{1}^{0}, \ldots s_{j}^{0}, s_{j+1}^{1}, \ldots s_{n}^{1}\right)\right) \\
& \left(\left.a\right|_{j} \operatorname{Id}\right)^{\mathfrak{B}}\left(\left(s_{1}^{0}, \ldots s_{j}^{0}, s_{j+1}^{1}, \ldots s_{n}^{1}\right),\left(s_{1}^{1}, \ldots s_{j}^{1}, s_{j+1}^{1}, \ldots s_{n}^{1}\right)\right) \\
& \quad \vdots \\
& \left(\left.a\right|_{j} \operatorname{Id}\right)^{\mathfrak{B}}\left(\left(s_{1}^{i}, \ldots s_{j}^{i}, s_{j+1}^{i+1}, \ldots s_{n}^{i+1}\right),\left(s_{1}^{i+1}, \ldots s_{j}^{i+1}, s_{j+1}^{i+1}, \ldots s_{n}^{i+1}\right)\right) \\
& \left(\left.\operatorname{Id}\right|_{j} a\right)^{\mathfrak{B}}\left(\left(s_{1}^{i+1}, \ldots s_{j}^{i+1}, s_{j+1}^{i+1}, \ldots s_{n}^{i+1}\right),\left(s_{1}^{i+1}, \ldots s_{j}^{i+1}, s_{j+1}^{i+2}, \ldots s_{n}^{i+2}\right)\right) \\
& \quad \vdots \\
& \left(\left.a\right|_{j} \operatorname{Id}\right)^{\mathfrak{B}}\left(\left(s_{1}^{k-1}, \ldots, s_{j}^{k-1}, s_{j+1}^{k}, \ldots, s_{n}^{k}\right), p\right) \\
& \left(\left.\operatorname{Id}\right|_{j} a\right)^{\mathfrak{B}}(p, q)
\end{aligned}
$$

Every three consecutive elements on this walk are component wise in the relation $R$. Since $R$ is primitive positive definable the polymorphism $f$ preserves $R$ by Theorem 2.45. This
means that $f$ maps this walk on a walk where the atomic relations are an alternating sequence of $a^{\mathfrak{B}}$ and $\mathrm{Id}^{\mathfrak{B}}$, which implies

$$
(f(x), f(y)) \in a^{\mathfrak{B}} \Leftrightarrow(f(p), f(q)) \in \operatorname{Id}^{\mathfrak{B}}
$$

If we repeat the same argument with a walk from $q$ to $v$ we get:

$$
(f(p), f(q)) \in a^{\mathfrak{B}} \Leftrightarrow(f(u), f(v)) \in \mathrm{Id}^{\mathfrak{B}} .
$$

Combining these two equivalences gives us

$$
(f(x), f(y)) \in a^{\mathfrak{B}} \Leftrightarrow(f(u), f(v)) \in a^{\mathfrak{B}} .
$$

Since the tuples $x, y, u, v \in B^{n}$ were arbitrary this shows that $f$ is $\{\operatorname{Id}, a\}$-canonical.
3.8 Theorem Let $\operatorname{Aut}(\mathfrak{B})$ be primitive and let a be a symmetric atom of $\mathbf{A}$ such that $(a, a, a)$ is forbidden. Then $\operatorname{CSP}(\mathfrak{B})$ is NP-hard.

Proof: By Lemma 3.7 we know that all polymorphisms of $\mathfrak{B}$ are $\{a, \mathrm{Id}\}$-canonical. This means that every $f \in \operatorname{Pol}(\mathfrak{B})$ induces an operation $\bar{f}$ of the same arity on the set $\{a, \mathrm{Id}\}$. Let $\mathscr{C}_{2}$ be the set of induced operations. Note that $\mathscr{C}_{2}$ is an operation clone on a Boolean domain. The mapping $\mu: \operatorname{Pol}(\mathfrak{B}) \rightarrow \mathscr{C}_{2}$ defined by $\mu(f):=\bar{f}$ is a uniformly continuous clone homomorphism.

Assume for contradiction that there exists a ternary cyclic polymorphism $\bar{s}$ in $\mathscr{C}_{2}$. Let $x, y, z \in B^{3}$ be such that

$$
\begin{aligned}
& (a, a, \mathrm{Id})^{\mathfrak{B}}(x, y), \\
& (\mathrm{Id}, a, a)^{\mathfrak{B}}(y, z),
\end{aligned}
$$

$$
\text { and }(a, \operatorname{Id}, a)^{\mathfrak{B}}(x, z)
$$

By the cyclicity of the operation $\bar{s}$ and the edge-conservativeness of $s$ we have that either

$$
(s(x), s(y)) \in a^{\mathfrak{B}},(s(y), s(z)) \in a^{\mathfrak{B}} \text { and }(s(x), s(z)) \in a^{\mathfrak{B}}
$$

or

$$
(s(x), s(y)) \in \operatorname{Id}^{\mathfrak{B}},(s(y), s(z)) \in \operatorname{Id}^{\mathfrak{B}} \text { and }(s(x), s(z)) \in \operatorname{Id}^{\mathfrak{B}} .
$$

Since $(a, a, a)$ is forbidden, the second case holds. Note that A must have an atom $b \neq \mathrm{Id}$ such that the triple $(a, a, b)$ is allowed, because otherwise $a$ would be an equivalence relation. Now consider $u, v, w \in B^{3}$ such that

$$
(a, a, \mathrm{Id})^{\mathfrak{B}}(u, v)
$$

### 3.2 Hardness Conditions

$$
\begin{aligned}
&(\operatorname{Id}, a, a)^{\mathfrak{B}}(v, w), \\
& \text { and }(a, b, a)^{\mathfrak{B}}(u, w) .
\end{aligned}
$$

Since $s$ is $\{a, \mathrm{Id}\}$-canonical and with the observation from before we have

$$
(s(u), s(v)) \in \operatorname{Id}^{\mathfrak{B}} \text { and }(s(v), s(w)) \in \operatorname{Id}^{\mathfrak{B}}
$$

Now the transitivity of equality contradicts $(s(u), s(w)) \in(a \cup b)^{\mathfrak{B}}$.
We conclude that $\mathscr{C}_{2}$ does not contain a ternary cyclic operation. Since the domain of $\mathscr{C}_{2}$ has size two, Proposition 2.38 implies the existence of a uniformly continuous clone homomorphism $v: \mathscr{C}_{2} \rightarrow \operatorname{Proj}$. The composition $v \circ \mu: \operatorname{Pol}(\mathfrak{B}) \rightarrow \operatorname{Proj}$ is also a uniformly continuous clone homomorphism and therefore by Theorem 2.47 the problem $\operatorname{CSP}(\mathfrak{B})$ is NP-hard.

| $\circ$ | Id | $a$ | $b$ |
| :---: | :---: | :---: | :---: |
| Id | Id | $a$ | $b$ |
| $a$ | $a$ | $\neg b$ | $b$ |
| $b$ | $b$ | $b$ | $\neg b$ |


| $\circ$ | Id | $a$ | $b$ |
| :---: | :---: | :---: | :---: |
| Id | Id | $a$ | $b$ |
| $a$ | $a$ | $\neg a$ | $0^{\prime}$ |
| $b$ | $b$ | $0^{\prime}$ | 1 |

Figure 3.1: Multiplication tables of relation algebras \#13 (left) and \#17 (right).

### 3.3 Examples and Discussion

### 3.3.1 Examples

Andréka and Maddux classified small relation algebras, i.e., finite relation algebras with at most 3 atoms [AM94]. We consider the complexity of the network satisfaction problem of two of them, namely the relation algebras \#13 and \#17 (we use the enumeration from [AM94]). Both relation algebras have normal representations (see below) and fall into the scope of our hardness criteria. Cristani and Hirsch [CH04] classified the complexities of the network satisfaction problems for small relation algebras, but due to a mistake the algebras \#13 and \#17 were left open.
3.9 Example (Relation Algebra \#13) The relation algebra \#13 is given by the multiplication table in Fig. 4.1. This finite relation algebra has a normal representation $\mathfrak{B}$ defined as follows. Let $V_{1}$ and $V_{2}$ be countable, disjoint sets. We set $B:=V_{1} \cup V_{2}$ and define the following atomic relations:

$$
\begin{aligned}
& \mathrm{Id}^{\mathfrak{B}}:=\left\{(x, x) \in B^{2}\right\}, \\
& a^{\mathfrak{B}}:=\left\{(x, y) \in B^{2} \backslash \operatorname{Id}^{\mathfrak{B}} \mid\left(x \in V_{1} \wedge y \in V_{1}\right) \vee\left(x \in V_{2} \wedge y \in V_{2}\right)\right\}, \\
& b^{\mathfrak{B}}:=\left\{(x, y) \in B^{2} \backslash \operatorname{Id}^{\mathfrak{B}} \mid\left(x \in V_{1} \wedge y \in V_{2}\right) \vee\left(x \in V_{2} \wedge y \in V_{1}\right)\right\} .
\end{aligned}
$$

It is easy to check that this structure is a square representation for \#13. Moreover, this structure is fully universal for \#13 and homogeneous, and therefore a normal representation.

Note that the relation $(\operatorname{Id} \cup a)^{\mathfrak{B}}$ is an equivalence relation where $V_{1}$ and $V_{2}$ are the two equivalence classes. Therefore we get by Theorem 3.2 that the (general) network satisfaction problem for the relation algebra \#13 is NP-hard. We mention that this result can also be deduced from the results in [BMPP19].
3.10 Example (Relation algebra \#17) The relation algebra \#17 is given by the multiplication table in Figure 4.1. Let $\mathfrak{N}=\left(V ; E^{\mathfrak{N}}\right)$ be the countable, homogeneous, universal triangle-free, undirected graph (see [Hod97]), also called called a Henson graph. We use this Henson graph to obtain a square representation $\mathfrak{B}$ with domain $V$ for the relation algebra \#17 as follows:

$$
\operatorname{Id}^{\mathfrak{B}}:=\left\{(x, x) \in V^{2}\right\},
$$

$$
\begin{aligned}
a^{\mathfrak{B}} & :=\left\{(x, y) \in V^{2} \mid(x, y) \in E^{\mathfrak{N}}\right\}, \\
b^{\mathfrak{B}} & :=\left\{(x, y) \in B^{2} \backslash \operatorname{Id}^{\mathfrak{B}} \mid(x, y) \notin E^{\mathfrak{N}}\right\} .
\end{aligned}
$$

This structure is homogeneous and fully universal since $\mathfrak{N}$ is homogeneous and embeds every triangle free graph. This implies that $\mathfrak{B}$ is a normal representation of relation algebra \#17. It is easy to see that there exists no non-trivial equivalence relation in this relation algebra. For the atom $a$ the triangle ( $a, a, a$ ) is forbidden, which means we can apply Theorem 3.8 and get NP-hardness for the (general) network satisfaction problem for the relation algebra \#17. Also in this case, the hardness result can also be deduced from the results in [BMPP19].

### 3.3.2 Conclusion and Future Work

Both of our criteria, Theorem 3.2 and Theorem 3.8, show the NP-hardness for relatively large classes of finite relation algebras. In Section 3.3.1 we applied these results to settle the complexity status of two problems that were left open in [CH04].
To obtain our general hardness conditions we used the universal algebraic approach for studying the complexity of constraint satisfaction problems. This approach may lead to a solution of Hirsch's RBCP for all finite relation algebras A with a normal representation $\mathfrak{B}$. It is also relatively easy to prove that the network satisfaction problem for $\mathbf{A}$ is NP-complete if $\mathfrak{B}$ has an equivalence relation with an equivalence class of finite size larger than two. Hence, the next steps that have to be taken in this direction are the following.

- Classify the complexity of the network satisfaction problem for finite relation algebras A where the normal representation has a primitive automorphism group.
- Classify the complexity of the network satisfaction problem for relation algebras that have equivalence relations with infinitely many classes of size two.
- Classify the complexity of the network satisfaction problem for relation algebras that have equivalence relations with infinitely many infinite classes.


## Сhapter 4

## Symmetric Relation Algebras with a Flexible Atom

### 4.1 Introduction

More than two decades ago, Hirsch [Hir96] asked the Really Big Complexity Problem (RBCP): can we classify the computational complexity of the network satisfaction problem for every finite relation algebra? For example, the complexity of the network satisfaction problem for the Point Algebra and the Left Linear Point Algebra is in P [VKv90, BK07], while it is NP-complete for Allen's Interval Algebra, RCC5, and RCC8 [All83,RN99].

We already mentioned that there also exist relation algebras where the complexity of the network satisfaction problem is not in NP: Hirsch constructed an example of a finite relation algebra which has an undecidable network satisfaction problem [Hir99]. This result might be surprising at first sight; it is related to the fact that the representation of a finite relation algebra by concrete binary relations over some set can be quite complicated. We also mention that not every finite relation algebra has a representation [Lyn50]. There are even non-representable relation algebras that are symmetric [Mad06a]; a relation algebra is symmetric if every element is its own converse.

A simple condition that implies that a finite relation algebra $\mathbf{A}$ has a representation is the existence of a so-called flexible atom [Com84,Mad82]. A flexible atom is an element of A that is maximally unconstrained in its interaction with other elements of the relation algebra; the formal definitions can be found in Section 4.2.

Relation algebras with a flexible atom have been studied intensively, for example in the context of the flexible atoms conjecture [Mad94, AMM08]. We will see that integral relation algebras with a flexible atom even have a normal representation, recall that this is a representation which is fully universal, square, and homogeneous (see Definition 2.15). The network satisfaction problem for a relation algebra with a normal representation can be seen as a constraint satisfaction problem for an infinite structure $\mathfrak{B}$ that is well-behaved from a model-theoretic point of view; in particular, we may choose $\mathfrak{B}$ to be homogeneous and finitely bounded.

Constraint satisfaction problems over finite domains have been studied intensively in the past two decades, and tremendous progress has been made concerning systematic findings
about their computational complexity. As a highlighting result, [Bul17] and [Zhu17, Zhu20] proved the famous Feder-Vardi dichotomy conjecture which states that every finitedomain CSP is in P or NP-complete. Both proofs build on an important connection between the computational complexity of constraint satisfaction problems and universal algebra (Section 2.6.2).

The universal-algebraic approach can also be applied to study the computational complexity of countably infinite homogeneous structures $\mathfrak{B}$ with finite relational signature [BN06] (Section 2.6.4). If $\mathfrak{B}$ is finitely bounded, then $\operatorname{CSP}(\mathfrak{B})$ is contained in NP( see, e.g. [Bod12]). If $\mathfrak{B}$ is homogeneous and finitely bounded then a complexity dichotomy has been conjectured, along with algebraic criteria that distinguish NP-complete from polynomial-time solvable problems [BPP19]. The exact formulation of the conjecture from [BPP19] in full generality requires concepts that we do not need to prove our results. In Theorem 4.45 we verify these conjectures for all normal representations of finite integral symmetric relation algebras with a flexible atom, and thereby also solve Hirsch's RBCP for symmetric relation algebras with a flexible atom. Phrased in the terminology of relation algebras, our result is the following.
4.1 Theorem Let $\mathbf{A}$ be a finite symmetric relation algebra with a flexible atom, and let $A_{0}$ be the set of atoms of $\mathbf{A}$. Then one of the following holds:

- There exists an operation $f: A_{0}^{6} \rightarrow A_{0}$ such that

1. f preserves the allowed triples of $\mathbf{A}$,
2. $\forall x_{1}, \ldots, x_{6} \in A_{0} . f\left(x_{1}, \ldots, x_{6}\right) \in\left\{x_{1}, \ldots x_{6}\right\}$,
3. $f$ satisfies the Siggers identity: $\forall x, y, z \in A_{0} . f(x, x, y, y, z, z)=f(y, z, x, z, x, y)$, in this case the network satisfaction problem for $\mathbf{A}$ is in $P$.

- The network satisfaction problem for $\mathbf{A}$ is NP-complete.

Moreover, the satisfiability of the Siggers identity in Theorem 4.1 is a decidable criterion for $\mathbf{A}$ that is a sufficient condition for the polynomial-time tractability of the network satisfaction problem of $\mathbf{A}$. We want to mention that there are several other equivalent criteria that could be used instead of the first item in the theorem, namely all characterizations of Taylor Algebras for finite conservative algebras (see, e.g., [Bul03]).

The content of this chapter consists largely of the article
[BK21] Manuel Bodirsky and Simon Knäuer, Network satisfaction for symmetric relation algebras with a flexible atom, Proceedings of the AAAI Conference on Artificial Intelligence 35 (2021), no. 7, 6218-6226.

### 4.1.1 Proof Strategy

Every finite integral representable relation algebra $\mathbf{A}$ with a flexible atom has a normal representation $\mathfrak{B}$; for completeness, and since we are not aware of a reference for this fact, we include a proof in Section 4.2. It follows that the classification question about the complexity of the network satisfaction problem of A can be translated into a question about the complexity of the constraint satisfaction problem for the relational structure $\mathfrak{B}$.

We then associate a finite relational structure $\mathfrak{O}$ to $\mathfrak{B}$ and show that $\operatorname{CSP}(\mathfrak{B})$ can be reduced to $\operatorname{CSP}(\mathfrak{O})$ in polynomial-time (Section 4.3). If the structure $\mathfrak{O}$ satisfies the condition of the first case in Theorem 4.1, then known results about finite-domain CSPs imply that $\operatorname{CSP}(\mathfrak{O})$ is in P [Bul03,Bul16, Bar11], and hence $\operatorname{CSP}(\mathfrak{B})$ is in P, too. If the first case in Theorem 4.1 does not apply, then known results about finite-domain algebras imply that there are $a, b \in A_{0}$ such that the canonical polymorphisms of $\mathfrak{B}$ act as a projection on $\{a, b\}$ [Bul03,Bul11,Bul16, Bar11]. We first observe NP-hardness of CSP $(\mathfrak{B})$ if $\mathfrak{B}$ does not have a binary injective polymorphism (Section 4.5). If $\mathfrak{B}$ has a binary injective polymorphism, we use results from structural Ramsey theory to show that $\mathfrak{B}$ must even have a binary injective polymorphism which is canonical (Section 4.6). This implies that none of $a, b$ equals $\mathrm{Id} \in A$. We then prove that $\mathfrak{B}$ does not have a binary $\{a, b\}$-symmetric polymorphism; also in this step, we apply Ramsey theory. In Section 4.7 we show that this in turn implies that all polymorphisms of $\mathfrak{B}$ must be canonical on $\{a, b\}$. Finally, we show that $\mathfrak{B}$ cannot have a polymorphism which acts as majority or as a minority on $\{a, b\}$, and thus by Schaefer's theorem all polymorphisms of $\mathfrak{B}$ act as a projection on $\{a, b\}$. This is again implied by results from Section 4.6. Finally it follows that $\operatorname{CSP}(\mathfrak{B})$ is NP-hard. This concludes the proof of Theorem 4.1.

Our proof follows a strategy that was applied several times in the study of infinite-domain constraint satisfaction problems and recently described and generalized by [MP22]. We give some details about this in Section 4.9.

### 4.1.2 Organisation of Chapter 4

The basic concepts and tools that are used in this part were already introduced in Chapter 2. In Section 4.2 we define flexible atoms and obtain first results about representable relation algebras with a flexible atom. Section 4.3 is dedicated to the atom structure and the polynomial-time tractability results. In Section 4.4 we provide an additional perspective on the class of computational problems under consideration; in this section we define those problems completely without the use of the relation algebra framework. The reader can get better intuition of the class of problems studied in this article, however our results and proofs do not rely on that section. The Sections 4.5-4.7 contain the main parts of the proof as outlined in the previous paragraph. In Section 4.8 we put everything together and prove the main theorem. We end with a conclusion and a small discussion of our result.

### 4.2 Relation Algebras with a Flexible Atom

In this section we define the concept of a flexible atom and show how to reduce the classification problem for the network satisfaction problem for a finite $\mathbf{A} \in$ RRA with a flexible atom to the situation where $\mathbf{A}$ is additionally integral (Proposition 4.4). A finite relation algebra $\mathbf{A}$ is called integral if the element Id is an atom of $\mathbf{A}$ (cf. [Mad06b] ).

Then we show that an integral $\mathbf{A} \in R R A$ with a flexible atom has a normal representation. Therefore, the universal-algebraic approach is applicable; in particular, we make heavy use of polymorphisms and their connection to primitive positive definability in later sections (cf. Theorem 2.45). Furthermore, we prove that every normal representation of a finite e relation algebra with a flexible atom has a Ramsey expansion (Section 4.2.2). Therefore, the tools from Section 2.7 can be applied, too. Finally we give some examples of relation algebras with a flexible atom (Section 4.2.3). We start with the definition of a flexible atom.
4.2 Definition Let $\mathbf{A} \in \mathrm{RA}$ and let $I:=\{a \in A \mid a \leqslant \mathrm{Id}\}$. An atom $s \in A_{0} \backslash I$ is called flexible if for all $a, b \in A \backslash I$ it holds that $s \leqslant a \circ b$.

This definition can for example be found in Chapter 11, Exercise 1 in the book [HH02]. Note that this definition does not require the relation algebra $\mathbf{A}$ to be integral. This is slightly more general than the definition by [Mad94,Mad06b]. As mentioned before, we show in the following section that it is sufficient for our result to classify the computational complexity of NSPs for finite representable relation algebras with a flexible atom that are additionally integral. This means that readers who prefer this second definition by [Mad94,Mad06b] (assuming integrality) can perfectly skip the following section and read the article with this other definition in mind. In this case relation algebras with a flexible atom are always implicitly integral.

### 4.2.1 Integral Relation Algebras

Let $\mathbf{A} \in \mathrm{RA}$ and let $I:=\{a \in A \mid a \leqslant \mathrm{Id}\}$. The atoms in $I \cap A_{0}$ are called identity atoms. Therefore, $\mathbf{A}$ is integral if and only if $\mathbf{A}$ has exactly one identity atom.
4.3 Lemma Let $\mathbf{A} \in \mathrm{RA}$ be finite. Then there exists for every atom $s$ a unique $e_{1} \in A_{0}$ with $0<e_{1} \leqslant$ Id such that $s=e_{1} \circ s$. Furthermore, if $s$ is a flexible atom then for all $e_{2} \in A_{0}$ with $0<e_{2} \leqslant \mathrm{Id}$ and $e_{2} \neq e_{1}$ we have that $e_{2} \circ \overline{\mathrm{Id}}=0$.

Proof: Note that Id $\circ s=s$ by definition and therefore $e \circ s \subseteq s$ for all $e \in A_{0}$ with $0<e \leqslant \operatorname{Id}$. Since $s$ is an atom either $e \circ s=0$ or $e \circ s=s . \quad$ By Id $=\bigcup\left\{e \in A_{0} \mid 0<e \leqslant \operatorname{Id}\right\}$ and Id $\circ s=s$ there exists at least one $0<e \leqslant$ Id with $e \circ s=s$. In the next step we prove uniqueness of such an element $e$. Assume for contradiction that there exist distinct $e_{1}, e_{2} \in A_{0}$ with $0<e_{1} \leqslant \mathrm{Id}$ and $0<e_{2} \leqslant \mathrm{Id}$ such that $e_{1} \circ s=s$ and $e_{2} \circ s=s$. Note that $e_{1} \circ e_{2}=0$ since $e_{1}$ and $e_{2}$ are identity atoms. Therefore, we get

$$
0=0 \circ s=\left(e_{1} \circ e_{2}\right) \circ s=e_{1} \circ\left(e_{2} \circ s\right)=e_{1} \circ s=s
$$

which is a contradiction since $s$ is an atom. This proves the first statement.
For the second statement assume for contradiction that there exists $e_{2} \in A_{0} \backslash\left\{e_{1}\right\}$ such that $e_{2} \leqslant \operatorname{Id}$ and $e_{2} \circ \overline{\mathrm{Id}} \neq 0$. Let $a$ be an atom with $a \leqslant e_{2} \circ \overline{\mathrm{Id}}$. Since $e_{1} \circ e_{2}=0$ we get $e_{1} \circ a \leqslant e_{1} \circ\left(e_{2} \circ \overline{\mathrm{Id}}\right)=\left(e_{1} \circ e_{2}\right) \circ \overline{\mathrm{Id}}=0 \circ \overline{\mathrm{Id}}=0$. Since $s$ is a flexible atom it holds that $s \leqslant a \circ a \smile$ and therefore

$$
s=e_{1} \circ s \leqslant e_{1} \circ\left(a \circ a^{\smile}\right)=\left(e_{1} \circ a\right) \circ a^{\smile}=0 \circ a^{\smile}=0
$$

which is a contradiction.
4.4 Proposition Let $\mathbf{A} \in R R A$ be finite and with a flexible atom. Then there exists a finite integral $\mathbf{A}^{\prime} \in \operatorname{RRA}$ with a flexible atom such that the following statements hold:

1. There exists a polynomial-time Turing reduction from $\operatorname{NSP}(\mathbf{A})$ to $\operatorname{NSP}\left(\mathbf{A}^{\prime}\right)$.
2. There exists a polynomial-time many-one reduction from $\operatorname{NSP}\left(\mathbf{A}^{\prime}\right)$ to $\operatorname{NSP}(\mathbf{A})$.
3. The atom structure of $\mathbf{A}$ has a polymorphism that satisfies the Siggers identity if and only if the atom structure of $\mathbf{A}^{\prime}$ has such a polymorphism (see Definition 4.12).

Proof: If $\mathbf{A}$ is integral there is nothing to be shown. So assume that $\mathbf{A}$ is not integral and let $s$ be a flexible atom. Let $\mathfrak{B}$ be a representation of $\mathbf{A}$ such that $\operatorname{NSP}(\mathbf{A})$ and $\operatorname{CSP}(\mathfrak{B})$ are the same problem up to the translation between $\mathbf{A}$-networks and $A$-sentences. Such a representation exists by Theorem 2.16. Let $(x, y) \in \overline{\mathrm{Id}}^{\mathfrak{B}}$ and let $e_{1} \in A_{0}$ be the unique element with $e_{1} \leqslant \mathrm{Id}$ and $s=e_{1} \circ s$ that exists by Lemma 4.3. The second statement of Lemma 4.3 implies $e_{1} \circ \overline{\mathrm{Id}}=\overline{\mathrm{Id}}$ and therefore we have that $(x, x) \in e_{1}^{\mathfrak{B}}$ and $(y, y) \in e_{1}^{\mathfrak{B}}$. Let $\mathfrak{C}^{\prime \prime}$ be the substructure of $\mathfrak{B}$ on the domain $\left\{x \in B \mid(x, x) \in e_{1}^{\mathfrak{B}}\right\}$. The set of relations of $\mathfrak{C}^{\prime}$ clearly induces a proper relation algebra which is integral. We denote this representable relation algebra by $\mathbf{A}^{\prime}$. Note that we can also consider $A^{\prime}$ as a subset of $A$. Let $\mathfrak{B}^{\prime}$ be the representation of $\mathbf{A}^{\prime}$ such that $\operatorname{NSP}\left(\mathbf{A}^{\prime}\right)$ and $\operatorname{CSP}\left(\mathfrak{B}^{\prime}\right)$ are the same problem up to the translation between $\mathbf{A}^{\prime}$-networks and $A^{\prime}$-sentences. As before, such a representation exists by Theorem 2.16.

Proof of 1.: Note that if a connected instance of $\operatorname{CSP}(\mathfrak{B})$ is satisfiable, then either all variables are mapped to an atom from the subset of $A_{0}$ that corresponds to $A_{0}^{\prime}$ or all variables are mapped to one element $x$ with $e^{*}(x, x)$ and $e^{*} \in\left\{e \in A_{0} \mid e \leqslant \operatorname{Id}\right.$ and $\left.e \neq e_{1}\right\}$. This leads to the following polynomial-time Turing reduction from $\operatorname{CSP}(\mathfrak{B})$ to $\operatorname{CSP}\left(\mathfrak{B}^{\prime}\right)$, which proves together with Theorem 2.16 the claim that there exists a polynomial-time Turing reduction from $\operatorname{NSP}(\mathbf{A})$ to $\operatorname{NSP}\left(\mathbf{A}^{\prime}\right)$. Consider the following algorithm: For a given primitive positive $A$-sentence $\varphi$, let $D(\varphi)$ be the canonical database of $\varphi$. The algorithm computes the conjunctive queries $\varphi_{1}, \ldots, \varphi_{n}$ of the connected components of $D(\varphi)$ (consider the proof of Proposition 2.18 for the terminology). Then it defines new $A$-sentences $\varphi_{i}^{\prime}$ from $\varphi_{i}$ for every $i \in\{1, \ldots, n\}$ by substituting every conjunct $a(x, y)$ with $a^{\prime}(x, y)$ where $a^{\prime}:=a \backslash\left\{e \in A_{0} \mid e \leqslant \operatorname{Id}\right.$ and $\left.e \neq e_{1}\right\}$. This resulting sentences are
over the signature $A^{\prime}$. Now the algorithm calls the decision procedure for $\operatorname{CSP}\left(\mathfrak{B}^{\prime}\right)$ on all inputs $\varphi_{1}^{\prime}, \ldots, \varphi_{n}^{\prime}$. Let $I \subseteq\{1, \ldots, n\}$ be the indices for which $\varphi_{i}$ is not a satisfiable instance of $\operatorname{CSP}\left(\mathfrak{B}^{\prime}\right)$. In a last step the algorithm checks for every $i \in I$ whether there exists $e^{*} \in\left\{e \in A_{0} \mid e \leqslant \mathrm{Id}\right.$ and $\left.e \neq e_{1}\right\}$ such that for every conjunct $a(x, y)$ of $\varphi_{i}$ it holds that $e^{*} \leqslant a$. If this is true for every $i \in I$ the algorithm accepts the input, otherwise it rejects it.

Proof of 2.: Consider now an $\mathbf{A}^{\prime}$-network $\left(V ; f^{\prime}\right)$ and reduce this to the A-network $\left(V ; f^{\prime}\right)$. Suppose that $\left(V ; f^{\prime}\right)$ is satisfiable in a representation $\mathfrak{D}^{\prime}$ of $\mathbf{A}^{\prime}$ by an assignment $\alpha$. Let $y_{i}$ be fresh elements for every atom $e_{i} \leqslant \operatorname{Id}$ with $e_{i} \neq e_{1}$. We build the disjoint union of $\mathfrak{D}^{\prime}$ with one-element $\left\{e_{i}\right\}$-structures $\left(\left\{y_{i}\right\} ;\left\{\left(y_{i}, y_{i}\right)\right\}\right)$ and close the structure then under union and intersection of binary relations. This results in a representation of $\mathbf{A}$ that satisfies $\left(V ; f^{\prime}\right)$ again by the assignment $\alpha$. For the other direction, if $\left(V ; f^{\prime}\right)$ is satisfiable in a representation $\mathfrak{D}$ of $\mathbf{A}$ we can again consider the substructure on the domain $(x, x) \in e_{1}^{\mathfrak{D}}$ and get a representation of $\mathbf{A}^{\prime}$ that satisfies $\left(V ; f^{\prime}\right)$.

Proof of 3.: Let $g$ be a polymorphism of the atom structure of $\mathbf{A}$ that satisfies the Siggers identity. By assumption $g$ satisfies

$$
\forall x_{1}, \ldots, x_{6} \in A_{0} . g\left(x_{1}, \ldots, x_{6}\right) \in\left\{x_{1}, \ldots x_{6}\right\}
$$

and therefore the restriction of $g$ to $\left(A_{0} \cap A^{\prime}\right)^{6}$ is a polymorphism of the atom structure of $\mathbf{A}^{\prime}$.

For the other direction choose an arbitrary ordering of the atoms $\left\{e \in A_{0} \mid e \leqslant\right.$ Id and $\left.e \neq e_{1}\right\}=\left\{l_{1}, \ldots, l_{j}\right\}$. If $g$ is a Siggers polymorphism of the atom structure of $\mathbf{A}^{\prime}$ one can extend $g$ to an operation $g^{*}: A^{6} \rightarrow A$ by defining
$g^{*}\left(x_{1}, \ldots, x_{6}\right):= \begin{cases}\min \left(\left\{l_{1}, \ldots, l_{j}\right\} \cap\left\{x_{1}, \ldots, x_{6}\right\}\right) & \text { if }\left\{l_{1}, \ldots, l_{j}\right\} \cap\left\{x_{1}, \ldots, x_{6}\right\} \neq \varnothing, \\ g\left(x_{1}, \ldots, x_{6}\right) & \text { otherwise } .\end{cases}$
It is easy to see that this operation satisfies also the Siggers identity. Furthermore, since every atom $e$ from $\left\{e \in A_{0} \mid e \leqslant \mathrm{Id}\right.$ and $\left.e \neq e_{1}\right\}$ is only contained in allowed triples of the from $(e, e, e)$ it follows that $f^{*}$ preserves the allowed triples from $\mathbf{A}$ (see after Definition 4.12)..

### 4.2.2 Normal Representations

Let $\mathbf{A} \in R R A$ be for the rest of the section finite, integral, and with a flexible atom $s$. We consider the following subset of $A$ :

$$
A-s:=\{a \in A \mid s \neq a\} .
$$

Let $(V, g)$ be an A-network and let $\mathfrak{C}$ be the corresponding $A$-structure (see paragraph before Definition 2.13). Let $\mathfrak{C}-s$ be the $(A-s)$-structure on the same domain $V$ as $\mathfrak{C}$ such that for all $x, y \in V$ and $a \in(A-s) \backslash\{0\}$ we have

$$
a^{\mathfrak{C}-s}(x, y) \text { if and only if }\left(a^{\mathfrak{C}}(x, y) \vee(a \cup s)^{\mathfrak{C}}(x, y)\right)
$$

We call $\mathfrak{C}-s$ the $s$-free companion of an A-network $(V, f)$.
The next lemma follows directly from the definitions of flexible atoms and $s$-free companions.
4.5 Lemma Let $\mathcal{C}$ be the class of s-free companions of atomic closed $\mathbf{A}$-networks. Then $\mathcal{C}$ has the free amalgamation property.

Proof: Let $\mathfrak{A}, \mathfrak{B}_{1}$, and $\mathfrak{B}_{2}$ be structures in $\mathcal{C}$ with embeddings $\boldsymbol{e}_{1}: \mathfrak{A} \rightarrow \mathfrak{B}_{1}$ and $e_{2}: \mathfrak{A} \rightarrow \mathfrak{B}_{2}$. Since $s$ is a flexible atom and $\mathcal{C}$ is a class of $s$-free companions we get that the structure $\mathfrak{C}:=\mathfrak{B}_{1} \cup \mathfrak{B}_{2}$ is in $\mathcal{C}$. Therefore, the natural embeddings $f_{1}: \mathfrak{B}_{1} \rightarrow \mathfrak{C}$ and $f_{2}: \mathfrak{B}_{2} \rightarrow \mathfrak{C}$ prove the free amalgamation property of $\mathcal{C}$.

As a consequence of this lemma we obtain the following.

### 4.6 Proposition A has a normal representation $\mathfrak{B}$.

Proof: Let $\mathcal{C}$ be the class from Lemma 4.5. This class is closed under taking substructures and isomorphisms. By Lemma 4.5 it also has the amalgamation property and therefore we get by Theorem 2.23 a homogeneous structure $\mathfrak{B}^{\prime}$ with Age $\left(\mathfrak{B}^{\prime}\right)=\mathcal{C}$. Let $\mathfrak{B}^{\prime \prime}$ be the expansion of $\mathfrak{B}^{\prime}$ by the following relation

$$
s(x, y): \Leftrightarrow \bigwedge_{a \in A_{0} \backslash\{\{s\}} \neg a^{\mathfrak{B}^{\prime}}(x, y)
$$

Let $\mathfrak{B}$ be the (homogeneous) expansion of $\mathfrak{B}$ " by all boolean combinations of relations from $\mathfrak{B}^{\prime \prime}$. Then $\mathfrak{B}$ is a representation of $\mathbf{A} \in \operatorname{RRA}$. Since Age $\left(\mathfrak{B}^{\prime}\right)$ is the class of all atomic closed A-networks, $\mathfrak{B}$ is fully universal. The definition of $s$ witnesses that $\mathfrak{B}$ is a square representation of $\mathbf{A}$ : for all elements $x, y \in B$ there exists an atom $a \in A_{0}$ such that $a^{\mathfrak{B}}(x, y)$ holds.

The next theorem is another consequence of Lemma 4.5.
4.7 Theorem Let $\mathfrak{B}$ be a normal representation of $\mathbf{A}$. Let $\mathfrak{B}<$ be the expansion of $\mathfrak{B}$ by a generic linear order. Then $\mathfrak{B}<$ has the Ramsey property.

Proof: Let $\mathfrak{B}^{\prime}$ be the $\left(A_{0} \backslash\{s\}\right)$-reduct of $\mathfrak{B}$. The age of this structure has the free amalgamation property by Lemma 4.5 . Therefore, Theorem 2.52 implies that the expansion of $\mathfrak{B}^{\prime}$ by a generic linear order has the Ramsey property. By Remark 2.54 the structure $\mathfrak{B}<$ also has the Ramsey property since $\mathfrak{B}_{<}$and $\left(\mathfrak{B}^{\prime}\right)_{<}$have the same automorphism group.
4.8 Remark The binary first-order definable relations of $\mathfrak{B}_{<}$form a proper relation algebra since $\mathfrak{B}<$ has quantifier-elimination (see [Hod97]). By the definition of the generic order the atoms of this proper relation algebra are of the following form

| $\circ$ | Id | $a$ | $b$ |
| :---: | :---: | :---: | :---: |
| Id | Id | $a$ | $b$ |
| $a$ | $a$ | $\{\operatorname{Id}, a, b\}$ | $\{a, b\}$ |
| $b$ | $b$ | $\{a, b\}$ | $\{\operatorname{Id}, a, b\}$ |


| $\circ$ | Id | $a$ | $b$ |
| :---: | :---: | :---: | :---: |
| Id | Id | $a$ | $b$ |
| $a$ | $a$ | $\{\operatorname{Id}, b\}$ | $\{a, b\}$ |
| $b$ | $b$ | $\{a, b\}$ | $\{\operatorname{Id}, a, b\}$ |

Figure 4.1: Multiplication tables of relation algebras \#18 (left) and \#17 (right).

- $a^{\mathfrak{B}}<\cap<^{\mathfrak{B}}<$ for $a \in A_{0} \backslash\{\mathrm{Id}\}$, or
- $a^{\mathfrak{B}}<\cap>^{\mathfrak{B}}<$ for $a \in A_{0} \backslash\{\mathrm{Id}\}$, or
- Id,
where the relation $>^{\mathfrak{B}}<$ consists of all tuples $(x, y)$ such that $(y, x) \in<^{\mathfrak{B}}<$ holds.


### 4.2.3 Examples

We give two concrete examples of finite integral symmetric relation algebras with a flexible atom (Examples 4.9 and 4.10), and a systematic way of building such algebras from arbitrary relation algebras (Example 4.11). The numbering of the algebras in the examples is from [AM94].
4.9 Example (Relation algebra \#18) The representable relation algebra \#18 has three atoms, namely the identity atom Id and two symmetric atoms $a$ and $b$. The multiplication table for the atoms is given in Fig. 4.1. In this representable relation algebra the atoms $a$ and $b$ are flexible. Consider the countable, homogeneous, undirected graph $\mathfrak{R}=\left(V ; E^{\Re}\right)$, whose age is the class of all finite undirected graphs (see, e.g., [Hod97]), also called the Random graph. The expansion of $\mathfrak{R}$ by all binary first-order definable relations is a normal representation of the algebra \#18. In this representation the atoms $a$ and $b$ are interpreted as the relation $E^{\Re}$ and the relation $N^{\Re}$, where $N^{\Re}$ is defined as $\neg E(x, y) \wedge x \neq y$.
4.10 Example (Relation algebra \#17) The relation algebra \#17 from Example 3.10 has three symmetric atoms. The multiplication table in Fig. 4.1 shows that in this algebra the element $b$ is a flexible atom. To see that $a$ is not a flexible atom, note that $a \leqslant a \circ a=\{\operatorname{Id}, b\}$.
4.11 Example Consider an arbitrary finite, integral $\mathbf{A}=\left(A ; \cup,^{-}, 0,1, I d, \smile\right.$, $\left.\circ\right)$. Clearly A does not have a flexible atom $s$ in general. Nevertheless we can expand the domain of $\mathbf{A}$ to implement an "artificial" flexible atom.

Let $s$ be some symbol not contained in $A$. Let us mention that every element in $\mathbf{A}$ can uniquely be written as a union of atoms from $A_{0}$. Let $A^{\prime}$ be the set of all subsets of $A_{0} \cup\{s\}$. The set $A^{\prime}$ is the domain of our new algebra $\mathbf{A}^{\prime}$. Note that on $A^{\prime}$ there exists the subsetordering and $A^{\prime}$ is closed under set-union and complement (in $A_{0} \cup\{s\}$ ) We define $s$ to
be symmetric and therefore get the following unary function * in $\mathbf{A}^{\prime}$ as follows. For an element $x \in A^{\prime}$ we define

$$
x^{*}:= \begin{cases}y^{\smile} \cup\{s\} & \text { if } x=y \cup\{s\} \text { for } y \in A, \\ x & \text { otherwise. }\end{cases}
$$

The new function symbol $\circ_{A}^{\prime}$ in $\mathbf{A}^{\prime}$ is defined on the atoms $A_{0} \cup\{s\}$ as follows:

$$
x \circ_{A^{\prime}} y:= \begin{cases}A_{0} \cup\{s\} & \text { if }\{s\}=\{x, y\}, \\ \left(A_{0} \backslash\{\mathrm{Id}\}\right) \cup\{s\} & \text { if }\{s, a\}=\{x, y\} \text { for } a \in A_{0} \backslash\{s, \mathrm{Id}\}, \\ \{a\} & \text { if }\{\mathrm{Id}, a\}=\{x, y\} \text { for } a \in A_{0} \cup\{s\}, \\ (x \circ y) \cup\{s\} & \text { otherwise. }\end{cases}
$$

One can check that $\mathbf{A}^{\prime}=\left(A^{\prime} ; \cup,^{-}, \varnothing, A_{0} \cup\{s\}, \mathrm{Id},{ }^{*},{ }_{A^{\prime}}\right)$ is a finite integral representable relation algebra with a flexible atom $s$. Note that the forbidden triples of $\mathbf{A}^{\prime}$ are exactly those of $\mathbf{A}$ together with triples which are permutations of $(s, a, \mathrm{Id})$ for some $a \in A_{0}$.

### 4.3 Polynomial-time Tractability

In this section we introduce for every finite $\mathbf{A} \in R A$ an associated finite structure, called the atom structure of $\mathbf{A}$. Note that it is closely related, but not the same, as the type structure introduced by [BM16]. In the context of relation algebras the atom structure has the advantage that its domain is the set of atoms of $\mathbf{A}$, rather than the set of 3-types, which would be the domain of the type structure of [BM16]; hence, our domain is smaller and has some advantages on which the main result of this section (Proposition 4.15) is based. Up to a some differences in the signature, our atom structure is the same as the atom structure introduced by [Lyn50] which was used there for different purposes see also [Mad82,HH01,HJK19].

Let $\mathfrak{B}$ be a normal representation of a finite $A \in R R A$. We will reduce $\operatorname{CSP}(\mathfrak{B})$ to the CSP of the atom structure of $\mathbf{A}$. This means that if the CSP of the atom structure is in P, then so are $\operatorname{CSP}(\mathfrak{B})$ and $\operatorname{NSP}(\mathbf{A})$. For our main result we will show later that every network satisfaction problem for a finite integral symmetric representable relation algebra with a flexible atom that cannot be solved in polynomial time by this method is NP-complete.
4.12 Definition The atom structure of $\mathbf{A} \in R A$ is the finite relational structure $\mathfrak{A}_{0}$ with domain $A_{0}$ and the following relations:

- for every $x \in A$ the unary relation $x^{\mathfrak{N}_{0}}:=\left\{a \in A_{0} \mid a \leqslant x\right\}$,
- the binary relation $E^{\mathfrak{A}_{0}}:=\left\{\left(a_{1}, a_{2}\right) \in A_{0}^{2} \mid a_{1}^{\smile}=a_{2}\right\}$,
- the ternary relation $R^{\mathfrak{A}_{0}}:=\left\{\left(a_{1}, a_{2}, a_{3}\right) \in A_{0}^{3} \mid a_{3} \leqslant a_{1} \circ a_{2}\right\}$.

Note that $\mathfrak{A}_{0}$ has all subsets of $A_{0}$ as unary relations and that the relation $R^{\mathfrak{A}_{0}}$ consists of the allowed triples of $\mathbf{A} \in \mathrm{RRA}$. We say that an operation preserves the allowed triples if it preserves the relation $R^{\mathfrak{A}_{0}}$.
4.13 Proposition Let $\mathfrak{B}$ be a fully universal representation of a finite $\mathbf{A} \in R R A$. There is a polynomial-time reduction from $\operatorname{CSP}(\mathfrak{B})$ to $\operatorname{CSP}\left(\mathfrak{A}_{0}\right)$.

Proof: Let $\Psi$ be an instance of $\operatorname{CSP}(\mathfrak{B})$ with variable set $X=\left\{x_{1}, \ldots, x_{n}\right\}$. We construct an instance $\Phi$ of $\operatorname{CSP}\left(\mathfrak{A}_{0}\right)$ as follows. The variable set $Y$ of $\Phi$ is given by $Y:=\left\{\left(x_{i}, x_{j}\right) \in\right.$ $\left.X^{2} \mid i \leqslant j\right\}$. The constraints of $\Phi$ are of the two kinds:

1. Let $a \in A$ be an element of $\mathbf{A} \in$ RRA and let $a\left(\left(x_{i}, y_{j}\right)\right)$ be an atomic formula of $\Psi$. If $i<j$, then we add the atomic (unary) formula $a\left(\left(x_{i}, x_{j}\right)\right)$ to $\Phi$; otherwise we add the atomic formula $a^{\smile}\left(\left(x_{j}, x_{i}\right)\right)$. If $j=i$ we additionally add $\operatorname{Id}\left(\left(x_{i}, x_{j}\right)\right)$.
2. Let $x_{i}, x_{j}, x_{l} \in X$ be such that $i \leqslant j \leqslant l$. Then we add the atomic formula $R\left(\left(x_{i}, x_{j}\right),\left(x_{j}, x_{l}\right),\left(x_{i}, x_{l}\right)\right)$ to $\Phi$.

It remains to show that this reduction is correct. Let $s: X \rightarrow B$ be a satisfying assignment for $\Psi$. This assignment maps every pair of variables $x_{i}$ and $x_{j}$ to a unique atom in $A_{0}$ and therefore induces a map $s^{\prime}: Y \rightarrow A_{0}$. The map $s^{\prime}$ clearly satisfies all atomic formulas introduced by (1.). To see that it also satisfies all formulas introduced by (2.) note that $s$ maps the elements $x_{i}, x_{j}, x_{l} \in X$ to a substructure of $\mathfrak{B}$, which does not induces a forbidden triple.

For the other direction assume that $s^{\prime}: Y \rightarrow A_{0}$ is a satisfying assignment for $\Phi$. This induces an $A$-structure $\mathfrak{X}$ on $X$ (maybe with some identification of variables) as follows: we add $\left(x_{i}, x_{j}\right)$ to the relation $a^{\mathfrak{X}}$ if $i \leqslant j$ and $s^{\prime}\left(\left(x_{i}, x_{j}\right)\right)=a$; if otherwise $j<i$ and $s^{\prime}\left(\left(x_{j}, x_{i}\right)\right)=a$ we add $\left(x_{i}, x_{j}\right)$ to the relation $\left(a^{-}\right)^{\mathfrak{x}}$. It is clear that no forbidden triple from $\mathbf{A}$ is induced by $\mathfrak{X}$. Also note that $\mathfrak{X}$ satisfies $\Psi$ by the choice of the (unary) constraints of the first kind. Since $\mathfrak{B}$ is a fully universal representation the structure $\mathfrak{X}$ is a substructure of $\mathfrak{B}$. Hence, the instance $\Psi$ is satisfiable in $\mathfrak{B}$.

The atom structure has another property which is fundamental for our proof of Theorem 1. Recall that every canonical polymorphism $f$ induces a behaviour $\bar{f}: A_{0}^{n} \rightarrow A_{0}$. In the next proposition we show that then $\bar{f}$ is a polymorphism of $\mathfrak{A}_{0}$. Moreover the other direction also holds. Every $g \in \operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ is the behaviour of a canonical polymorphism of $\mathfrak{B}$.
4.14 Proposition Let $\mathfrak{B}$ be a normal representation of a finite $\mathbf{A} \in R R A$.

1. Let $g \in \operatorname{Pol}(\mathfrak{B})^{(n)}$ be canonical and let $\bar{g}: A_{0}^{n} \rightarrow A_{0}$ be its behaviour. Then $\bar{g} \in \operatorname{Pol}\left(\mathfrak{A}_{0}\right)^{(n)}$.
2. Let $f \in \operatorname{Pol}\left(\mathfrak{A}_{0}\right)^{(n)}$. Then there exists a canonical $g \in \operatorname{Pol}(\mathfrak{B})^{(n)}$ whose behaviour equals $f$.

Proof: For (1): Let $g \in \operatorname{Pol}(\mathfrak{B})^{(n)}$ be canonical and let $c^{1}, \ldots, c^{n} \in R^{\mathfrak{A}_{0}}$. Then by the definition of $R^{\mathscr{A}_{0}}$ there exist tuples $x^{1}, \ldots, x^{n} \in B^{3}$ such that for all $i \in\{1, \ldots, n\}$ we have

$$
c_{1}^{i \mathfrak{B}}\left(x_{1}^{i}, x_{2}^{i}\right), c_{2}^{i \mathfrak{B}}\left(x_{2}^{i}, x_{3}^{i}\right), \text { and } c_{3}^{i \mathfrak{B}}\left(x_{1}^{i}, x_{3}^{i}\right) .
$$

We apply the canonical polymorphism $g$ and get $y:=g\left(x^{1}, \ldots, x^{n}\right) \in B^{3}$. Then there exists an allowed triple $\left(d_{1}, d_{2}, d_{3}\right) \in A_{0}^{3}$ such that

$$
d_{1}^{\mathfrak{B}}\left(y_{1}, y_{2}\right), d_{2}^{\mathfrak{B}}\left(y_{2}, y_{3}\right), \text { and } d_{3}^{\mathfrak{B}}\left(y_{1}, y_{3}\right)
$$

We have that $d=\left(d_{1}, d_{2}, d_{3}\right) \in R^{\mathfrak{t}_{0}}$ and by the definition of the behaviour of a canonical function we get $\bar{g}\left(c^{1}, \ldots, c^{n}\right)=d$. The other relations in $\mathfrak{A}_{0}$ are preserved trivially and therefore $\bar{g} \in \operatorname{Pol}\left(\mathfrak{H}_{0}\right)^{(n)}$.

For (2): Since $\mathfrak{B}$ is fully universal and homogeneous it follows by a compactness argument see (e.g., Lemma 2 by [BD13]) that every countable $A_{0}$-structure which does not induce a forbidden triple and is square has a homomorphism to $\mathfrak{B}$. It is therefore enough to show that every operation $h: B^{n} \rightarrow B$ with behaviour $f$ does not induce a forbidden triple in
the image. Let $x^{1}, \ldots, x^{n} \in B^{3}$ be such that the application of a canonical function with behaviour $f$ on $x^{1}, \ldots, x^{n}$ would give a tuple $y \in B^{3}$ with $d=\left(d_{1}, d_{2}, d_{3}\right) \in A_{0}^{3}$ such that

$$
d_{1}^{\mathfrak{B}}\left(y_{1}, y_{2}\right), d_{2}^{\mathfrak{B}}\left(y_{2}, y_{3}\right), \text { and } d_{3}^{\mathfrak{B}}\left(y_{1}, y_{3}\right)
$$

Since $f$ preserves $R^{\mathfrak{A}_{0}}$ the triple $d$ is not forbidden.
Recall from Proposition 2.49 that polymorphisms of $\mathfrak{B}$ are edge-conservative. Note that this implies that polymorphisms of $\mathfrak{A}_{0}$ are conservative. In fact, Theorem 2.43 and the previous proposition imply the following.
4.15 Proposition If $\operatorname{Pol}(\mathfrak{B})$ contains a canonical polymorphism s whose behaviour $\bar{s}$ is a Siggers operation in $\operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ then $\operatorname{CSP}(\mathfrak{B})$ is in $P$.

We demonstrate how this result can be used to prove polynomial-time tractability of $\operatorname{NSP}(\mathbf{A})$ for a symmetric, integral $\mathbf{A} \in$ RRA with a flexible atom.

### 4.16 Example (Polynomial-time tractability the NSP of relation algebra \#18)

The polynomial-time tractability of the NSP of the relation algebra \#18 (see Example 4.9) was first shown by [CH04] (see also Section 8.4 of [BP15a]). Here we consider the following function $\bar{s}:\{\operatorname{Id}, a, b\}^{6} \rightarrow\{\operatorname{Id}, a, b\}$.

$$
\bar{s}\left(x_{1}, \ldots, x_{6}\right):= \begin{cases}a & \text { if } a \in\left\{x_{1}, \ldots, x_{6}\right\} \\ b & \text { if } b \in\left\{x_{1}, \ldots, x_{6}\right\} \text { and } a \notin\left\{x_{1}, \ldots, x_{6}\right\} \\ \text { Id } & \text { otherwise. }\end{cases}
$$

Let $\Re^{\prime}$ be the normal representation of the algebra \#18 given in Example 4.9. Note that $\bar{s}$ is the behaviour of an injective, canonical polymorphism of $\mathfrak{R}$. The injectivity follows from the last line of the definition; if $\bar{s}\left(x_{1}, \ldots, x_{6}\right)=$ Id then $\left\{x_{1}, \ldots, x_{6}\right\}=\{\operatorname{Id}\}$. Therefore $\bar{s}$ preserves all allowed triples, since in the algebra \#18 the only forbidden triples involve Id. One can check that $\bar{s}$ is a Siggers operation and therefore we get by Proposition 4.15 that NSP(\#18) is in P.
4.17 Example Consider the construction of relation algebras with a flexible atom from Example 4.11. It is easy to see that $\operatorname{NSP}(\mathbf{A})$ for a finite integral $\mathbf{A} \in \operatorname{RRA}$ has a polynomialtime reduction to $\operatorname{NSP}\left(\mathbf{A}^{\prime}\right)$ where $\mathbf{A}^{\prime}$ is the relation algebra with a flexible atom that is constructed in Example 4.11. We get as a consequence that if a normal representation of $\mathbf{A}^{\prime}$ satisfies the condition of Proposition 4.15 then $\operatorname{NSP}(\mathbf{A})$ is in P .

Additionally to Proposition 4.15 we get by Theorem 2.43 another important observation.
4.18 Corollary If $\operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ does not have a Siggers operation then there exist elements $a_{1}, a_{2} \in A_{0}$ such that the restriction of every operation from $\operatorname{Pol}\left(\mathfrak{A}_{0}\right)^{(n)}$ to $\left\{a_{1}, a_{2}\right\}^{n}$ is a projection.

### 4.4 Network Consistency Problems

The purpose of this section is to give an additional perspective on the class of network satisfaction problems of finite symmetric integral representable relation algebras with a flexible atom. Even more, we define these computational problems in this section completely without the use of the relation algebra framework. Our classification result for these problems does not depend on the content of this section and the reader may skip it.

We introduce a class of computational decision problems which we call network consistency problems (NCPs). It is easy to see that NCPs are in a 1-to-1 correspondence with NSPs of finite, symmetric, integral $\mathbf{A} \in$ RRA with a flexible atom.
4.19 Definition Let $A$ be a finite set and $R \subseteq A^{3}$. Then $R$ is called totally symmetric if for all bijections $\pi:\{1,2,3\} \rightarrow\{1,2,3\}$ we have

$$
\left(a_{1}, a_{2}, a_{3}\right) \in R \Rightarrow\left(a_{\pi(1)}, a_{\pi(2)}, a_{\pi(3)}\right) \in R .
$$

We call an element $p \in A$ identity element if for all $x, y \in A$ the following holds:

$$
(p, x, y) \in R \Leftrightarrow x=y
$$

A structure $(A ; R)$ is called a stencil if $R$ is totally symmetric and it contains an identity element.
4.20 Definition Let $(G ; F)$ be an undirected graph and let $Q$ be a set. We call a map $c: F \rightarrow Q$ an edge $Q$-coloring of $(G ; F)$ if for all $x, y \in G$ with $(x, y) \in F$ it holds that $c((x, y))=c((y, x))$.

For each fixed stencil, we define an NCP as follows.
4.21 Definition Let $(A, R)$ be a stencil. The network completion problem of $(A, R)$, denoted by $\operatorname{NCP}(A, R)$, is the following problem. Given a finite undirected graph $(G ; F)$ with an edge $\mathcal{P}(A)$-coloring $f$ the task is to decide whether there exists an edge $A$-coloring $f^{\prime}$ of $(G ; F)$ such that

1. for all $x, y \in G$ with $(x, y) \in F$ it holds that $f^{\prime}((x, y)) \in f((x, y))$.
2. for all $x, y, z \in G$ with $(x, y),(y, z),(x, z) \in F$ we have

$$
\left(f^{\prime}((x, y)), f^{\prime}((y, z)), f^{\prime}((x, z))\right) \in R
$$

The following proposition illustrates how NCPs correspond to a certain class of NSPs.
4.22 Proposition The class of NCPs and the class of NSPs for finite symmetric integral representable relation algebras with a flexible atom are in a natural 1-to-1 correspondence such that corresponding problems are polynomial-time equivalent.

Proof: Let $\left(A^{\prime}, R^{\prime}\right)$ be a stencil with $p \in A^{\prime}$ according to (2) in Definition 4.19 and let $s$ be new element with $s \notin A^{\prime}$. We define a relational structure $\mathfrak{D}$ as follows. The domain of $\mathfrak{D}$ is the set $A^{\prime} \cup\{s\}$. We assume that $\mathfrak{D}$ has every subset of its domain as a unary relation. Furthermore $\mathfrak{D}$ contains the binary relation $E^{\mathfrak{D}}:=\left\{(x, x) \mid x \in A^{\prime} \cup\{s\}\right\}$ and the ternary relation $R^{\mathfrak{D}}$ which is defined as follows:

$$
\begin{aligned}
(x, y, z) \in R^{\mathfrak{D}}: \Leftrightarrow & \left((x, y, z) \in R^{\prime}\right. \\
& \vee(s \in\{x, y, z\} \wedge p \notin\{x, y, z\}) \\
& \vee((x, y, z) \in\{(p, s, s),(s, p, s),(s, s, p)\})) .
\end{aligned}
$$

It is easy to see that one can find a finite symmetric integral algebra $\mathbf{A} \in R R A$ with domain $\mathcal{P}\left(A^{\prime} \cup\{s\}\right)$ and a flexible atom $s$ such that $\mathfrak{D}$ is the atom structure of $\mathbf{A}$. Furthermore, given a finite symmetric integral algebra $\mathbf{A} \in$ RRA with a flexible atom $s$ let $\mathfrak{D}$ be the atom structure of $\mathbf{A}$. Let $\left(A^{\prime} ; R^{\prime}\right)$ be the substructure of the $\{R\}$-reduct of $\mathfrak{D}$ induced by $D \backslash\{s\}$. By the properties of $\mathfrak{D}$ we get that $\left(A^{\prime} ; R^{\prime}\right)$ is a stencil.

We show that the instances of $\operatorname{NCP}\left(A^{\prime}, R^{\prime}\right)$ and $\operatorname{NSP}(\mathbf{A})$ are in a natural 1-to-1 correspondence that preserves the acceptance condition of the computational problems. Let $(G ; F)$ be a finite undirected graph with an edge $\mathcal{P}\left(A^{\prime}\right)$-coloring $f$. We define an A-network $(G ; g)$ by defining

$$
g(x, y)= \begin{cases}f(x, y) & (x, y) \in F \\ \{p\} & (x, y) \notin F \text { and } x=y \\ \{s\} & \text { else }\end{cases}
$$

It is easy to see that $(G ; F)$ is an accepted instance of $\operatorname{NCP}\left(A^{\prime}, R^{\prime}\right)$ if and only if $(G ; g)$ is an accepted instance of $\operatorname{NSP}(\mathbf{A})$. Since we can reverse this and find for every A-network $(G ; g)$ a finite undirected graph $(G ; F)$ with an edge $\mathcal{P}\left(A^{\prime}\right)$-coloring $f$ such that each of them is an accepted instance if and only if the other one is. These two reductions show that the computational decision problems $\operatorname{NCP}\left(A^{\prime}, R^{\prime}\right)$ and $\operatorname{NSP}(\mathbf{A})$ are polynomial-time equivalent.

We end this section by providing a rich source of examples for NCPs.
4.23 Example ("Distance problems") Let $A \subset \mathbb{Q}$ be an arbitrary finite set that contains 0 . We define the relation $R \subseteq A^{3}$ of all tuples which satisfy all instantiations of the triangle inequality, i.e.

$$
\left(a_{1}, a_{2}, a_{3}\right) \in R: \Leftrightarrow\left(a_{1} \leqslant a_{2}+a_{3}\right) \wedge\left(a_{2} \leqslant a_{1}+a_{3}\right) \wedge\left(a_{3} \leqslant a_{1}+a_{2}\right)
$$

where the addition is meant to be the usual one on rational numbers. The relation $R$ is by definition totally symmetric and the element 0 is an identity element. Therefore, $(A ; R)$ is a stencil.

Now consider a finite undirected graph $(G ; F)$ with an edge $\mathcal{P}(A)$-coloring $f$. This can be seen as a labeling of each edge in the graph by a set of possible (or allowed) distances. The computational task of $\operatorname{NCP}(A, R)$ is to decide whether one can choose for each edge $(x, y)$ one of the possible distance such that in the end this choice satisfies on each triangle of edges the triangle inequalities of metric spaces.
By Proposition 4.22 there exists a finite symmetric integral algebra $\mathbf{A}^{\prime} \in R R A$ with a flexible atom $s$ such that $\operatorname{NCP}(A, R)$ and $\operatorname{NSP}\left(\mathbf{A}^{\prime}\right)$ are polynomial-time equivalent. By the proof of Proposition 4.22 we have that the domain of $\mathbf{A}^{\prime}$ is equal to $\mathcal{P}(A \cup\{s\})$. It is easy to observe that $A \cup\{s\}$ is the set of atoms $A_{0}^{\prime}$ from $\mathbf{A}^{\prime}$.
We define an operation $f: A_{0}^{\prime 6} \rightarrow A_{0}^{\prime}$ as follows:

$$
f\left(x_{1}, \ldots, x_{6}\right)= \begin{cases}s & s \in\left\{x_{1}, \ldots, x_{6}\right\} \\ \max \left\{x_{1}, \ldots, x_{6}\right\} & \text { otherwise }\end{cases}
$$

where the max operation is the usual from in $Q$.
The allowed triples of $\mathbf{A}^{\prime}$ are, up to triples that involve the flexible atom $s$, those which arise from valid triangle inequalities. For this reason the operation $f$ preserves the allowed triples of $\mathbf{A}^{\prime}$. Moreover, one can check that $f$ satisfies the Siggers identity. This implies that all these "distance problems" satisfy the first condition in Theorem 4.1 and are therefore solvable by a polynomial-time algorithm. Furthermore, let A be the algebra that arises from $\mathbf{A}^{\prime}$ by deleting the flexible atom $s$. If $\mathbf{A}$ is a representable relation algebra with a normal representation we get by the argument from Example 4.17 that $\operatorname{NSP}(\mathbf{A})$ is also in P.
It follows from Lemma 3.1.1 in [PR96] (see also Proposition 2.7.4 in [Con15]) that if $A$ is a finite initial segment of integers, then $\mathbf{A}$ has a normal representation and therefore $\operatorname{NSP}(\mathbf{A})$ is in P .

### 4.5 Binary Injective Polymorphisms

We give in this section a proof of the following proposition.
4.24 Proposition Let $\mathfrak{B}$ be a normal representation of a finite, symmetric, integral $\mathbf{A} \in R R A$ with a flexible atom s. If $\mathrm{HSP}^{\mathrm{fin}}(\{\operatorname{Pol}(\mathfrak{B})\})$ does not contain a 2-element algebra where all operations are projections, then $\mathfrak{B}$ has a binary injective polymorphism.

This statement is a consequence of well known results that can be found in the book by [Bod21] and results by [MP22] applied to the class of normal representations of finite, symmetric, integral $\mathbf{A} \in \operatorname{RRA}$ with a flexible atom $s$. An operation $f \in \operatorname{Pol}(\mathfrak{B})$ is called essentially unary if it depends on at most one of its variables and $f$ is called essential otherwise.

Following the terminology of [MP22], we now define free 2-orbits. The existence of a free 2-orbit appeared under the name 'orbital extension property' for example in the habilitation thesis of [Bod12].
4.25 Definition Let $\mathfrak{B}$ be a structure. A 2-orbit $O$ of $\operatorname{Aut}(\mathfrak{B})$ is called free if for all elements $x, y \in B$ there exists $z \in B$ with $(z, x) \in O$ and $(z, y) \in O$.

Note that if $\operatorname{Aut}(\mathfrak{B})$ has a free 2-orbit then it is transitive. The following theorem generalises a fact that was first proved for first-order reducts of $(\mathbb{Q} ;<)$ by [BK09b].
4.26 Proposition (Lemma 5.3.10 in [Bod12]) Let $\mathfrak{B}$ be a structure such that $\mathfrak{B}$ has a free 2orbit. If $\operatorname{Pol}(\mathfrak{B})$ contains an essential operation then it contains a binary essential operation.

The following is essentially taken from the article by [MP22].
4.27 Definition Let $\mathfrak{B}$ be a structure. Then the canonical binary structure of $\mathfrak{B}$ is the structure with domain $B$ and a binary relation for each 2-orbit $O$ of $\operatorname{Aut}(\mathfrak{B})$ such that $(x, y) \in O$ implies $x \neq y$.
4.28 Definition A $\tau$-structure $\mathfrak{B}$ has finite duality if there exists a finite set $\mathcal{F}$ of finite $\tau$ structures such that a $\tau$-structure $\mathfrak{I}$ has a homomorphism to $\mathfrak{B}$ if and only if no element of $\mathcal{F}$ has a homomorphism to $\mathfrak{I}$.

We establish finite duality for the class of structures which is important for our classification purposes.
4.29 Lemma Let $\mathfrak{B}$ be a normal representation of a finite, integral $\mathbf{A} \in R R A$ with a flexible atom $s$. Then the canonical binary structure of $\mathfrak{B}$ has finite duality.

Proof: Let $\tau:=A_{0} \backslash\{$ Id $\}$. Note that since $\mathbf{A}$ is integral and $\mathfrak{B}$ is homogeneous, the canonical binary structure $\mathfrak{C}$ of $\operatorname{Aut}(\mathfrak{B})$ is precisely the $\tau$-reduct of $\mathfrak{B}$. Let $\mathcal{F}$ be the set of all $\tau$ structures with domain $\{1,2,3\}$ that do not have a homomorphism to $\mathfrak{C}$. We show that
the set $\mathcal{F}$ witnesses the finite duality of the canonical binary structure $\mathfrak{C}$ of $\mathfrak{B}$. Let $\mathfrak{I}$ be a $\tau$-structure with a homomorphism to $\mathfrak{C}$. If there exists $\mathfrak{F} \in \mathcal{F}$ with a homomorphism to $\mathfrak{I}$, then $\mathfrak{F}$ also has a homomorphism to $\mathfrak{C}$, contradicting the choice of $\mathcal{F}$. For the other direction assume that no element from $\mathcal{F}$ has a homomorphism to $\mathfrak{I}$. Let $\mathfrak{I}^{\prime}$ be the $\tau$-expansion of the $(\tau \backslash\{s\})$-reduct of $\mathfrak{I}$ where the relation $s^{\mathfrak{J}^{\prime}}$ is defined by

$$
s^{\mathcal{J}^{\prime}}:=\left\{(x, y) \in I^{2} \mid(x, y) \in s^{\mathcal{I}} \vee\left(x \neq y \wedge \forall a \in \tau \backslash\{s\} .(x, y) \notin a^{\mathcal{I}}\right)\right\} .
$$

By the definition of the flexible atom $s$ it follows that no element from $\mathcal{F}$ has a homomorphism to $\mathfrak{I}^{\prime}$. This implies that for all distinct elements $x, y$ from $\mathfrak{I}^{\prime}$ the tuple $(x, y)$ is in at most one relation from $\tau$. The definition of $\mathfrak{I}^{\prime}$ ensures that $(x, y)$ is in at least one relation from $\tau$. Recall that Proposition 2.21 states that $\mathfrak{C}$ is finitely bounded by $\tau$-structures of size at most three. Assume that one of those bounds $\mathfrak{N}$ embeds into $\mathfrak{I}^{\prime}$. This implies by what we noted before that all elements of $\mathfrak{N}$ are in precisely one relation from $\tau$. On the other hand $\mathfrak{N}$ is not in $\mathcal{F}$ and therefore has a homomorphism to $\mathfrak{C}$. Since all elements of $\mathfrak{N}$ are related by precisely one relation from $\tau$, this homomorphism needs to be an embedding, contradicting our assumption on $\mathfrak{N}$ to be a bound. Therefore, none of the bounds of $\mathfrak{C}$ embeds into $\mathfrak{I}^{\prime}$, which means that $\mathfrak{I}^{\prime}$ is a substructure of $\mathfrak{C}$. Clearly, there exists a homomorphism from $\mathfrak{I}$ to $\mathfrak{I}^{\prime}$ which proves the lemma.

The following proposition about the existence of injective operations is from [MP22], building on ideas of [BP15a] and [BMPP19].
4.30 Proposition ([MP22]) Let $\mathfrak{B}$ be a homogeneous structure such that $\operatorname{Aut}(\mathfrak{B})$ is transitive and such that the canonical binary structure of $\operatorname{Aut}(\mathfrak{B})$ has finite duality. If $\operatorname{Pol}(\mathfrak{B})$ contains a binary essential operation that preserves $\neq$ then it contains a binary injective operation.

We are now able to prove the main result of this section.
Proof of Proposition 4.24: Note that since $\mathbf{A}$ is integral and $\mathfrak{B}$ is homogeneous, the flexible atom $s$ is a free 2 -orbit of $\operatorname{Aut}(\mathfrak{B})$. Furthermore, $\operatorname{Aut}(\mathfrak{B})$ is transitive. Suppose that $\operatorname{HSP}^{\text {fin }}(\{\operatorname{Pol}(\mathfrak{B})\})$ does not contain a 2 -element algebra where all operations are projections. Since all operations of $\operatorname{Pol}(\mathfrak{B})$ are edge conservative, it follows that $\operatorname{Pol}(\mathfrak{B})$ contains an operation that does not behave as a projection on $\{s, \mathrm{Id}\}$. This implies that $\operatorname{Pol}(\mathfrak{B})$ contains an essential operation. By Proposition $4.26, \operatorname{Pol}(\mathfrak{B})$ must also contain a binary essential operation. Since the canonical binary structure of $\mathfrak{B}$ has finite duality by Lemma 4.29 we can apply Proposition 4.30 and get that $\operatorname{Pol}(\mathfrak{B})$ contains a binary injective operation. $\quad$

The following shows how to use Proposition 4.24 to reprove the hardness result for a concrete $\mathbf{A} \in$ RRA from Example 3.10 and Example 4.10.

### 4.31 Example (Hardness of relation algebra \#17, see Example 3.10)

Let $\mathfrak{B}$ be the normal representation of the relation algebra \#17 mentioned in Example
3.10. We claim that the structure $\mathfrak{B}$ does not have a binary injective polymorphism. To see this, consider a substructure of $\mathfrak{B}^{2}$ on elements $x, y, z \in V^{2}$ such that $(E,=)(x, y)$, $(=, E)(y, x)$, and $(E, E)(x, z)$. Assume $\mathfrak{B}$ has a binary injective polymorphism $f$. This means that $\bar{f}(E, \mathrm{Id})=E=\bar{f}(\mathrm{Id}, E)$ holds. Then we get that $E(f(x), f(y)), E(f(y), f(z))$, and $E(f(x), f(z)$ hold in $\mathfrak{B}$, which is a contradiction, since in $\mathfrak{B}$ triangles of this form are forbidden. By the contraposition of Proposition 4.24 it follows that $\operatorname{HSP}^{\operatorname{fin}}(\{\operatorname{Pol}(\mathfrak{B})\})$ contains a 2-element algebra where all operations are projections. We conclude with Theorem 2.47 that NSP(\#17) is an NP-hard problem.

### 4.6 From Partial to Total Canonical Behaviour

In this section we prove that in many cases the existence of a polymorphism with a certain partial behaviour implies the existence of a canonical polymorphism with the same partial behaviour. Following this idea we start in Section 4.6 .1 with the proof that the existence of an injective polymorphism implies the existence of a canonical injective polymorphism. In some cases the existence of an $\{a, b\}$-canonical polymorphism implies the existence of a canonical polymorphism with the same behaviour on $\{a, b\}$. We prove this separately for binary (Section 4.6.2) and ternary (Section 4.6.3) operations, making use of the binary injective polymorphism that exists by the results from Section 4.5 and Section 4.6.1.
Let us remark that most proofs of this section would fail if the representable relation algebra A was not symmetric. Indeed, every representable relation algebra that contains a non-symmetric atom a normal representation would not satisfy Proposition 4.33 below, since the stated behaviour is not well-defined.

We assume for this section that $\mathfrak{B}$ is a normal representation of a finite, symmetric, integral $\mathbf{A} \in$ RRA with a flexible atom $s$. Let furthermore $\mathfrak{B}<$ be the expansion of $\mathfrak{B}$ by the generic linear order. The structure $\mathfrak{B}_{<}$exists by the observations in Section 4.2.2.
4.32 Proposition Let $f \in \operatorname{Pol}(\mathfrak{B})^{(n)}$ be injective. Then there exists a polymorphism $f<$ of $\mathfrak{B}<$ and an injective endomorphism e of $\mathfrak{B}$ such that

$$
f=e \circ f_{<}
$$

as mappings from $B^{n}$ to $B$.
Proof: Let $U:=f\left(B^{n}\right)$ and consider the substructure $\mathfrak{U}$ induced by $\mathfrak{B}$ on $U$. There exists a linear ordering on $B^{n}$, namely the lexicographic order given by the linear order of $\mathfrak{B}<$ on each coordinate.

Let $\mathfrak{U}<$ be the expansion of $\mathfrak{U}$ by the linear order that is induced by the lexicographic linear order of $\mathfrak{B}<$ on the preimage. This is well defined since $f$ is injective. By the definition of $\mathfrak{B}_{<}$and a compactness argument the structure $\mathfrak{U}_{<}$embeds into $\mathfrak{B}_{\ll}$. In this way we obtain a homomorphism $f_{<}$from $\mathfrak{B}_{<}^{n}$ to $\mathfrak{B}_{<}$. Again by a compactness argument also an endomorphism $e$ with the desired properties exists.

### 4.6.1 Canonical Binary Injective Polymorphisms

We prove in this section that the existence of an injective polymorphism implies the existence of a canonical injective polymorphism. We say that a polymorphism $f$ of $\mathfrak{B}_{<}$is canonical with respect to $\mathfrak{B}_{<}$if $f$ satisfies Definition 2.50 , where the underlying representable relation algebra is the proper relation algebra induced by the binary first-order definable relations (i.e., unions of 2 -orbits) of $\mathfrak{B}_{<}$. Note that in a normal representation the set of 2 -orbits equals the set of the interpretations of the atoms of the representable relation algebra.
4.33 Proposition Let $f$ be a binary polymorphism of $\mathfrak{B}_{<}$that is canonical with respect to $\mathfrak{B}_{<}$. Let $h: A_{0}^{2} \rightarrow A_{0}$ be the map such that for all $x, y, z \in A_{0}$

$$
h(x, y)=z \Leftrightarrow \bar{f}\left(x^{\mathfrak{B}}<\cap \leqslant^{\mathfrak{B}}<, y^{\mathfrak{B}}<\cap \leqslant^{\mathfrak{B}}<\right)=z^{\mathfrak{B}}<\cap \leqslant^{\mathfrak{B}}<,
$$

(cf. Remark 4.8). Then $h$ is well defined and there exists a canonical binary polymorphism of $\mathfrak{B}$ with behaviour $h$.

Proof: The function $h$ is well defined since all atoms are symmetric. We show that there exists a canonical polymorphism of $\mathfrak{B}$ that has $h$ as a behaviour. Consider the following structure $\mathfrak{A}$ on the domain $B^{2}$. Let $x, y \in B^{2}$ and let $a, a_{1}, a_{2} \in A_{0}$ be atoms of $\mathbf{A}$ with $a_{1}^{\mathfrak{B}}\left(x_{1}, y_{1}\right)$ and $a_{2}^{\mathfrak{B}}\left(x_{2}, y_{2}\right)$. Then we define that $a^{\mathfrak{A}}(x, y)$ holds if and only if $h\left(a_{1}, a_{2}\right)=a$.

We show in the following that $\mathfrak{A}$ has a homomorphism to $\mathfrak{B}$. This is enough to prove the statement, because a homomorphism from $\mathfrak{A}$ to $\mathfrak{B}$ is a canonical polymorphism of $\mathfrak{B}$. Since $\mathfrak{B}$ is homogeneous is suffices to show that every finite substructure of $\mathfrak{A}$ homomorphically maps to $\mathfrak{B}$. Let $\mathfrak{F}$ be a finite substructure of $\mathfrak{A}$ and assume for contradiction that $\mathfrak{F}$ does not homomorphically map to $\mathfrak{B}$. We can view $\mathfrak{F}$ as an atomic A-network. Since $\mathfrak{B}$ is fully universal $\mathfrak{F}$ is not closed. There must exist elements $b^{1}, b^{2}, b^{3} \in B^{2}$ of $\mathfrak{F}$ and atoms $a_{1}, a_{2}, a_{3} \in A_{0}$ such that $a_{1} \leqslant a_{2} \circ a_{3}$ holds in $\mathbf{A}$ and

$$
a_{1}^{\mathfrak{F}}\left(b^{1}, b^{3}\right), a_{2}^{\mathfrak{F}}\left(b^{1}, b^{2}\right), \text { and } a_{3}^{\mathfrak{F}}\left(b^{2}, b^{3}\right)
$$

This means that the substructure induced on the elements $b^{1}, b^{2}, b^{3}$ by $\mathfrak{F}$ contains a forbidden triple.

Now we consider the substructures that are induced on $b_{1}^{1}, b_{1}^{2}, b_{1}^{3}$ and $b_{2}^{1}, b_{2}^{2}, b_{2}^{3}$ by $\mathfrak{B}$. Our goal is to order these elements such that for all $i, j \in\{1,2,3\}$

$$
\begin{equation*}
\neg\left(b_{1}^{i}<b_{1}^{j} \wedge b_{2}^{i}>b_{2}^{j}\right) \tag{4.1}
\end{equation*}
$$

If we achieve this we know that there exist elements in $\mathfrak{B}_{<}$that induce isomorphic copies of the induced structures of the elements $b_{1}^{1}, b_{1}^{2}, b_{1}^{3}$ and $b_{2}^{1}, b_{2}^{2}, b_{2}^{3}$ with the additional ordering. Now the application of the polymorphism $f$ on these elements results in a structure whose $A_{0}$-reduct is isomorphic to the substructure induced by $b^{1}, b^{2}$ and $b^{3}$ on $\mathfrak{F}$ by the definition of the canonical behaviour $h$. This contradicts our assumption because a polymorphism can not have a forbidden substructure in its image.

It remains to show that we can choose orderings on the elements $b_{1}^{1}, b_{1}^{2}, b_{1}^{3}$ and $b_{2}^{1}, b_{2}^{2}, b_{2}^{3}$ such that (4.1) holds. Without loss of generality we can assume that

$$
\left\{b_{1}^{1}, b_{1}^{2}, b_{1}^{3}\right\} \cap\left\{b_{2}^{1}, b_{2}^{2}, b_{2}^{3}\right\}=\varnothing
$$

holds. Now consider the following cases:

1. $\left|\left\{b_{1}^{1}, b_{1}^{2}, b_{1}^{3}\right\}\right|=3$ and $\left|\left\{b_{2}^{1}, b_{2}^{2}, b_{2}^{3}\right\}\right|=3$.

We can obviously choose linear orders on both sets such that (4.1) holds.
2. $\left|\left\{b_{1}^{1}, b_{1}^{2}, b_{1}^{3}\right\}\right|=2$ and $\left|\left\{b_{2}^{1}, b_{2}^{2}, b_{2}^{3}\right\}\right|=3$.

Assume that $\mathrm{Id}^{\mathfrak{B}}\left(b_{1}^{1}, b_{1}^{2}\right)$ holds then the possible orders are

$$
b_{1}^{1}=b_{1}^{2}<b_{1}^{3} \text { and } b_{2}^{1}<b_{2}^{2}<b_{2}^{3} .
$$

3. $\left|\left\{b_{1}^{1}, b_{1}^{2}, b_{1}^{3}\right\}\right|=2$ and $\left|\left\{b_{2}^{1}, b_{2}^{2}, b_{2}^{3}\right\}\right|=2$.

First consider the case that $\operatorname{Id}^{\mathfrak{B}}\left(b_{1}^{1}, b_{1}^{2}\right)$ and $\operatorname{Id}^{\mathfrak{B}}\left(b_{2}^{1}, b_{2}^{2}\right)$ hold. Then we choose as orders

$$
b_{1}^{1}=b_{1}^{2}<b_{1}^{3} \text { and } b_{2}^{1}=b_{2}^{2}<b_{2}^{3} .
$$

In the second possible case we can assume without loss of generality that $\mathrm{Id}^{\mathfrak{B}}\left(b_{1}^{1}, b_{1}^{2}\right)$ and $\operatorname{Id}^{\mathfrak{B}}\left(b_{2}^{2}, b_{2}^{3}\right)$ hold. Note that otherwise we could change the role of two of the tuples $b^{1}, b^{2}$ and $b^{3}$ and get this case. The compatible order is then

$$
b_{1}^{1}=b_{1}^{2}<b_{1}^{3} \text { and } b_{2}^{1}<b_{2}^{2}=b_{2}^{3} .
$$

4. $\left|\left\{b_{1}^{1}, b_{1}^{2}, b_{1}^{3}\right\}\right|=1$ and $\left|\left\{b_{2}^{1}, b_{2}^{2}, b_{2}^{3}\right\}\right|=3$.

In this case we choose the order

$$
b_{1}^{1}=b_{1}^{2}=b_{1}^{3} \text { and } b_{2}^{1}<b_{2}^{2}<b_{2}^{3} .
$$

5. $\left|\left\{b_{1}^{1}, b_{1}^{2}, b_{1}^{3}\right\}\right|=1$ and $\left|\left\{b_{2}^{1}, b_{2}^{2}, b_{2}^{3}\right\}\right|=2$.

Assume that $\operatorname{Id}^{\mathfrak{B}}\left(b_{2}^{1}, b_{2}^{2}\right)$ holds and that we have

$$
b_{1}^{1}=b_{1}^{2}=b_{1}^{3} \text { and } b_{2}^{1}=b_{2}^{2}<b_{2}^{3} .
$$

6. $\left|\left\{b_{1}^{1}, b_{1}^{2}, b_{1}^{3}\right\}\right|=1$ and $\left|\left\{b_{2}^{1}, b_{2}^{2}, b_{2}^{3}\right\}\right|=1$.

For this case we trivially get

$$
b_{1}^{1}=b_{1}^{2}=b_{1}^{3} \text { and } b_{2}^{1}=b_{2}^{2}=b_{2}^{3} .
$$

Note that up to the symmetry of the arguments for both coordinates these are all the possible cases. This completes the proof of the proposition.
4.34 Corollary Suppose that $\mathfrak{B}$ has a binary injective polymorphism. Then $\mathfrak{B}$ also has a canonical binary injective polymorphism.

Proof: By Proposition 4.32 we may assume that there exists also an injective polymorphism of $\mathfrak{B}_{<}$. The structure $\mathfrak{B}$, has the Ramsey property by Theorem 4.7. Therefore, Theorem 2.53 implies that there also exists an injective canonical polymorphism $g$ of $\mathfrak{B}_{<}$. According to Proposition 4.33 the restriction of the behaviour $\bar{g}$ to the 2-orbits that satisfy $x \leqslant y$ induces the behaviour of a canonical polymorphism of $\mathfrak{B}$ which is also injective.

### 4.6.2 Canonical $\{a, b\}$-symmetric Polymorphisms

We will now use the results about binary injective polymorphism from Section 4.6.1 to show the existence of a canonical $\{a, b\}$-symmetric polymorphism in case there exists an $\{a, b\}$-symmetric polymorphism.
4.35 Lemma Let $a, b \in A_{0} \backslash\{\mathrm{Id}\}$ be atoms. Then every binary $\{a, b\}$-symmetric polymorphism of $\mathfrak{B}$ is injective.

Proof: Let $f$ be an $\{a, b\}$-symmetric polymorphism. Without loss of generality $\bar{f}(a, b)=$ $a=\bar{f}(b, a)$. Assume for contradiction that $f$ is not injective. This means that there exist $c \in A_{0}$ and $x, y \in B^{2}$ with $(c, \operatorname{Id})(x, y)$ (for the notation see Definition 2.48) such that $\operatorname{Id}(f(x), f(y))$ holds.

Case 1: $s \notin\{a, b\}$. Since $s$ is a flexible atom we may choose $z \in B^{2}$ such that $(a, b)(z, x)$ and $(s, b)(z, y)$ hold. By the choice of the polymorphism $f$ we get $a(f(z), f(x))$ and $(s \cup b)(f(z), f(y))$ which induces either the forbidden triple (Id, $s, a)$ or the forbidden triple (Id, $b, a$ ) on $f(x), f(y)$, and $f(z)$.

Case 2: $s=a$. We choose $z \in B^{2}$ such that $(a, b)(z, x)$ and $(b, b)(z, y)$. This is possible since $a$ is the flexible atom. We obtain $a(f(z), f(x))$ and $b(f(z), f(y))$ which again induces a forbidden triple on $f(x), f(y)$, and $f(z)$.

Case 3: $s=b$. We choose $z \in B^{2}$ such that $(a, b)(z, x)$ and $(b, b)(z, y)$. This is possible since $a$ is the flexible atom. We obtain $a(f(z), f(x))$ and $b(f(z), f(y))$ which again induces a forbidden triple on $f(x), f(y)$, and $f(z)$.

Since we obtained in all cases a contradiction we conclude that $f$ is injective. $\quad$
4.36 Proposition Let $a, b \in A_{0} \backslash\{\operatorname{Id}\}$ be atoms. If $\mathfrak{B}$ has a binary $\{a, b\}$-symmetric polymorphism, then $\mathfrak{B}$ has also a binary canonical $\{a, b\}$-symmetric polymorphism.

Proof: Let $f$ be the binary $\{a, b\}$-symmetric polymorphism. By Lemma 4.35 we know that $f$ is injective. By Proposition 4.32 it induces a polymorphism $f_{<}$on $\mathfrak{B}_{<}$. The structure $\mathfrak{B}_{<}$ has the Ramsey property by Theorem 4.7. Let $g$ be the canonization of $f_{<}$that exists by Theorem 2.53. The restriction of the behaviour $\bar{g}$ to the 2 -orbits that satisfy $x \leqslant y$ induces by Proposition 4.33 the behaviour of a canonical polymorphism $h$ of $\mathfrak{B}$. The way we obtained $h$ ensures that $h$ is $\{a, b\}$-symmetric with the same behaviour on $\{a, b\}$ as $f$.

The following is an easy observation about $\{a$, Id $\}$-symmetric polymorphisms that we will use several times.
4.37 Observation Let $a \$$ Id be an atom and $f$ an $\{a$, Id $\}$-symmetric polymorphism of $\mathfrak{B}$. Then $\bar{f}(a, \mathrm{Id})=a=\bar{f}(\mathrm{Id}, a)$.

Proof: Suppose for contradiction that $\bar{f}(a, \mathrm{Id})=\mathrm{Id}=\bar{f}(\mathrm{Id}, a)$. Let $x, y, z \in B^{2}$ be such that

$$
(a, \operatorname{Id})(x, y),(\operatorname{Id}, a)(y, z), \text { and }(a, a)(x, z)
$$

and consider the substructure of $\mathfrak{B}$ that is induced by $f(x), f(y)$ and $f(z)$. This structure induces a forbidden triple (Id, Id, $a$ ) which contradicts the assumption $\mathbf{A} \in R R A$.

Recall from Section 2.6.3 the terminology of edges with certain types that is due to Bulatov (see, e.g., [Bul16]). We introduce the following notation for a clone of canonical polymorphisms.
4.38 Definition We call a subset $\{a, b\} \subseteq A_{0}$ an edge of $\operatorname{Pol}^{c a n}(\mathfrak{B})$ and we call the elements in

$$
Q:=\left\{\{a, b\} \subseteq A_{0} \mid \exists g \in \operatorname{Pol}^{\mathrm{can}}(\mathfrak{B}) \text { such that } \bar{g} \text { is symmetric on }\{a, b\}\right\}
$$

the red edges of $\operatorname{Pol}^{\mathrm{can}}(\mathfrak{B})$.

Note that the red edges of $\operatorname{Pol}^{c a n}(\mathfrak{B})$ are by Proposition 4.14 precisely the semilattice edges of $\operatorname{Pol}\left(\mathfrak{A}_{0}\right)$, where $\mathfrak{A}_{0}$ is the atom structure of $\mathbf{A}$. With this observation in mind, the next lemma follows immediately from Proposition 2.42. We include the proof here because it illustrates a useful idea of composing conservative operations.
4.39 Lemma There exists a binary canonical polymorphism that is symmetric on all red edges and behaves on each non-red edge like a projection. We call this function maximal-symmetric.

Proof: For each $\{a, b\} \in Q$ let $f_{a, b}$ be a canonical polymorphism such that its behaviour is symmetric on $\{a, b\}$. We prove the lemma by an induction on the size of subsets of $Q$, i.e., we show that for every subset $F \subseteq Q$ of size $n$ there exists a polymorphism $f_{F} \in \operatorname{Pol}{ }^{\text {can }}(\mathfrak{B})$ that is symmetric on all edges from $F$. For each subset $\{a\}$ of $Q$ of size one, there exists by the definition of red edges a canonical polymorphism $f_{a, a}$ with a behaviour that is symmetric on $\{a\}$. Let $F \subseteq Q$ and suppose there exists a canonical polymorphism $g$ with symmetric behaviour on elements from $F$. Let $\left\{a_{1}, a_{2}\right\} \in Q \backslash F$. We want to show that there exists a canonical polymorphism with a behaviour that is symmetric on all elements from $F \cup\left\{a_{1}, a_{2}\right\}$. We may assume that this does not hold for $g$, otherwise we are done. Therefore, and since $g$ is edge-conservative, we have

$$
\bar{g}\left(a_{1}, a_{2}\right) \neq \bar{g}\left(a_{2}, a_{1}\right) \text { and } \bar{g}\left(a_{1}, a_{2}\right), \bar{g}\left(a_{2}, a_{1}\right) \in\left\{a_{1}, a_{2}\right\}
$$

With this it is easy to see that $f_{a_{1}, a_{2}}(g(x, y), g(y, x))$ is a polymorphism with a behaviour that is symmetric on all elements from $F \cup\left\{a_{1}, a_{2}\right\}$.

This proves the first part of the statement. For the second part note that for a binary canonical edge-conservative polymorphism there are only 4 possibilities for the behaviour on a set $\left\{a_{1}, a_{2}\right\}$. If $\left\{a_{1}, a_{2}\right\}$ is not a red edge then every binary canonical edge-conservative polymorphism behaves like a projection on $\left\{a_{1}, a_{2}\right\}$.

### 4.6.3 Canonical Ternary Polymorphisms

We obtain in this section a result that states that the existence of a ternary $\{a, b\}$-canonical polymorphism $f$ implies the existence of a canonical polymorphism with the same behaviour on $\{a, b\}$ as $f$ (Corollary 4.42). This is done similarly as in Section 4.6.2.
4.40 Lemma Let $s^{\prime} \in \operatorname{Pol}^{c a n}(\mathfrak{B})$ be an injective, maximal-symmetric polymorphism. Then the function $s^{*}: \mathfrak{B}^{3} \rightarrow \mathfrak{B}^{3}$ where $s^{*}\left(x_{1}, x_{2}, x_{3}\right)$ is defined by

$$
\left(s^{\prime}\left(s^{\prime}\left(x_{1}, x_{2}\right), s^{\prime}\left(x_{2}, x_{3}\right)\right), s^{\prime}\left(s^{\prime}\left(x_{2}, x_{3}\right), s^{\prime}\left(x_{3}, x_{1}\right)\right), s^{\prime}\left(s^{\prime}\left(x_{3}, x_{1}\right), s^{\prime}\left(x_{1}, x_{2}\right)\right)\right)
$$

is a homomorphism. Moreover, for all $x, y \in B^{3}$ with $x \neq y$ it holds that

$$
\overline{\mathrm{Id}^{\mathfrak{B}^{3}}}\left(s^{*}(x), s^{*}(y)\right) .
$$

Note that this means that two distinct tuples in the image of $s^{*}$ have distinct entries in each coordinate.

Proof: Let $x, y \in B^{3}$ and suppose that $a^{\mathfrak{B}^{3}}(x, y)$ holds for $a \in A$. By the definition of the product structure $a^{\mathfrak{B}}\left(x_{i}, y_{i}\right)$ holds for all $i \in\{1,2,3\}$. Since $s^{\prime}$ is a polymorphism clearly $a^{\mathfrak{B}}\left(s^{*}(x)_{i}, s^{*}(y)_{i}\right)$ holds by the definition of $s^{*}$. Now we use again the definition of a product structure and get $a^{\mathfrak{B}^{3}}\left(s^{*}(x), s^{*}(y)\right)$ which shows that $s^{*}$ is a homomorphism.

For the second part of the statement let $x, y \in B^{3}$ distinct. Suppose that $a_{1}^{\mathfrak{B}}\left(x_{1}, y_{1}\right)$, $a_{2}^{\mathfrak{B}}\left(x_{2}, y_{2}\right)$ and $a_{3}^{\mathfrak{B}}\left(x_{3}, y_{3}\right)$ hold for some $a_{1}, a_{2}, a_{3} \in A_{0}$, where at least one atom is different from Id. Since $s^{\prime}$ is injective we have

$$
\overline{\mathrm{Id}}^{\mathfrak{B}}\left(s^{\prime}\left(x_{1}, x_{2}\right), s^{\prime}\left(y_{1}, y_{2}\right)\right) \text { or } \overline{\mathrm{Id}}^{\mathfrak{B}}\left(s^{\prime}\left(x_{2}, x_{3}\right), s^{\prime}\left(y_{2}, y_{3}\right)\right) .
$$

Again by the injectivity of $s^{\prime}$ we get

$$
\overline{\mathrm{Id}^{\mathfrak{B}}\left(s^{\prime}\left(s^{\prime}\left(x_{1}, x_{2}\right), s^{\prime}\left(x_{2}, x_{3}\right)\right), s^{\prime}\left(s^{\prime}\left(y_{1}, y_{2}\right), s^{\prime}\left(y_{2}, y_{3}\right)\right)\right) . . ~}
$$

 gous arguments that the same is true for the other coordinates. Therefore, the statement follows.
4.41 Proposition Let $a \leqslant \operatorname{Id}$ and $b \leqslant \operatorname{Id}$ be atoms of $\mathbf{A}$ such that $\{a, b\} \notin Q$. Let $m \in \operatorname{Pol}(\mathfrak{B})$ be ternary $\{a, b\}$-canonical and $s^{\prime} \in \operatorname{Pol}(\mathfrak{B})$ be injective, maximal-symmetric. Then there exists a canonical $m^{\prime} \in \operatorname{Pol}(\mathfrak{B})$ with the same behaviour as $m$ on $\{a, b\}$.

Proof: By Lemma 4.39 we may assume that $s^{\prime}$ behaves on $\{a, b\}$ like the projection to the first coordinate since $\{a, b\} \notin Q$. Let $s^{*}$ be the function defined in Lemma 4.40 and consider the function $m^{\prime}: B^{3} \rightarrow B$ which is defined by $m^{*}(x):=m\left(s^{*}(x)\right)$.

Claim 1: $m^{*}$ is injective.
Let $x, y \in B^{3}$ be two distinct elements. By Lemma 4.40 we know that

$$
\overline{\operatorname{Id}}^{\mathfrak{B}^{3}}\left(s^{*}(x), s^{*}(y)\right)
$$

holds. Since $m$ is a polymorphism of $\mathfrak{B}$ we directly get that

$$
\overline{\mathrm{Id}}^{\mathfrak{B}}\left(m^{*}(x), m^{*}(y)\right)
$$

holds, which proves the injectivity of $m^{*}$.
Claim 2: $m^{*}$ is $\{a, b\}$-canonical and behaves on $\{a, b\}$ like $m$.
Let $x, y \in B^{3}$ with $\left(q_{1}, q_{2}, q_{3}\right)(x, y)$ such $q_{1}, q_{2}, q_{3} \in\{a, b\}$. Since $s$ behaves like the first projection on $\{a, b\}$ it follows that $\left(q_{1}, q_{2}, q_{3}\right)\left(s^{*}(x), s^{*}(y)\right)$. Together with the $\{a, b\}-$ canonicity of $m$ this proves Claim 2 .
Since $m^{*}$ is injective there exists by Proposition 4.32 a polymorphism $m_{<}^{*}$ of $\mathfrak{B}_{<}$. Since $\mathfrak{B}_{<}$is a Ramsey structure we can apply Theorem 2.53 to $m_{<}^{*}$. Let $g$ be the resulting polymorphism that is canonical with respect to $\mathfrak{B}_{<}$. Note that if we consider $g$ as a polymorphism of $\mathfrak{B}$ it behaves on $\{a, b\}$ like $m^{*}$ and therefore like $m$. Now we consider the induced behaviour of $g$ on all 2-orbits that satisfy $x<y$. Since all atoms of $\mathbf{A}$ are symmetric and $\bar{g}$ is conservative this induces a function $h:\left(A_{0} \backslash\{\operatorname{Id}\}\right)^{3} \rightarrow A_{0} \backslash\{\mathrm{Id}\}$.
Claim 3: The partial behaviour $h$ does not induce a forbidden triple.
Assume for contradiction that there exist $x, y, z \in B^{3}$ such that the application of an operation with behaviour $h$ would induce a forbidden triple. Without loss of generality we can order the elements of each coordinate of $x, y, z$ strictly with $x_{i}<y_{i}<z_{i}$ for $i \in\{1,2,3\}$. Note that if on some coordinate there would be the relation Id then we are out of the domain of the behaviour $h$.
If we choose such an order we can find isomorphic copies $\mathfrak{A}$ of this structure (with the order) in $\mathfrak{B}_{<}$. If we apply the polymorphism $g$ to this copy and forget the order of the structure $g(\mathfrak{A})$ we get a structure that is by definition isomorphic to the forbidden triple.This proves Claim 3.

To finish the proof of the lemma note that the composition of $s^{*}$ with the projection to the $i$-th coordinate for $i \in\{1,2,3\}$ is a canonical, injective polymorphism (for injectivity see Lemma 4.40) and therefore induces a behaviour $f_{i}: A_{0}^{3} \rightarrow A_{0} \backslash\{$ Id $\}$. We define $f: A_{0}^{3} \rightarrow$ $\left(A_{0} \backslash\{\mathrm{Id}\}\right)^{3}$ by $f\left(a_{1}, a_{2}, a_{3}\right):=\left(f_{1}\left(a_{1}\right), f_{2}\left(a_{2}\right), f_{3}\left(a_{3}\right)\right)$. The composition $h \circ f: A_{0}^{3} \rightarrow A_{0}$ is the behaviour of a canonical function of $\mathfrak{B}$. If $h \circ f$ would induce a forbidden triple then also $h$ would induce a forbidden triple, which contradicts Claim 3.
4.42 Corollary Let $\mathfrak{B}$ have a binary injective polymorphism. Let $a, b \in A_{0}$ be such that no $\{a, b\}$ symmetric polymorphism exists. Let $m$ be a ternary $\{a, b\}$-canonical polymorphism. Then there exists a canonical polymorphism $m^{\prime}$ with the same behaviour on $\{a, b\}$ as $m$.

Proof: By assumption there is no canonical $\{a, b\}$-symmetric polymorphism and therefore $\{a, b\} \notin Q$. By Corollary $4.34 \mathfrak{B}$ has a canonical binary injective polymorphism. This polymorphism is a witness that $\{c, \mathrm{Id}\} \in Q$ for all $c \in A_{0} \backslash\{\mathrm{Id}\}$. With Lemma 4.39 we get a maximal symmetric polymorphism $h$. Since $\{c, I d\} \in Q$ we get that $h$ is $\{c$, Id $\}$-symmetric for all $c \in A_{0}$. By Observation 4.37 it follows $\bar{h}(c, \mathrm{Id})=c=\bar{h}(\mathrm{Id}, c)$, which implies that $h$ is injective. Now Proposition 4.41 implies the statement.

### 4.7 The Independence Lemma and How To Use It

The central result of this section is Proposition 4.44 which states that the absence of an $\{a, b\}$-symmetric polymorphism implies that all polymorphism are canonical on $\{a, b\}$. The main ingredients of our proof of this proposition are the fact that $\mathbf{A} \in R R A$ has a flexible atom and the following "Independence Lemma" (Lemma 4.43).

### 4.7.1 The Independence Lemma

The following lemma transfers the absence of a special partially canonical polymorphism to the existence of certain relations of arity 4 that are primitively positively definable in $\mathfrak{B}$. A lemma of a similar type appeared as Lemma 42 in an article by [BP14].
4.43 Lemma (Independence Lemma) Let $\mathfrak{B}$ be a homogeneous structure with finite relational signature. Let $a$ and $b$ be 2-orbits of $\operatorname{Aut}(\mathfrak{B})$ such that $a, b$, and $(a \cup b)$ are primitively positively definable in $\mathfrak{B}$. Then the following are equivalent:

1. $\mathfrak{B}$ has an $\{a, b\}$-canonical polymorphism $g$ that is $\{a, b\}$-symmetric with $\bar{g}(a, b)=\bar{g}(b, a)=$ $a$.
2. For every primitive positive formula $\varphi$ such that $\varphi \wedge a\left(x_{1}, x_{2}\right) \wedge b\left(y_{1}, y_{2}\right)$ and $\varphi \wedge b\left(x_{1}, x_{2}\right) \wedge$ $a\left(y_{1}, y_{2}\right)$ are satisfiable over $\mathfrak{B}$, the formula $\varphi \wedge a\left(x_{1}, x_{2}\right) \wedge a\left(y_{1}, y_{2}\right)$ is also satisfiable over $\mathfrak{B}$.
3. For every finite $F \subset B^{2}$ there exists a homomorphism $h_{F}$ from the substructure of $\mathfrak{B}^{2}$ induced by $F$ to $\mathfrak{B}$ that is $\{a, b\}$-canonical with $\overline{h_{F}}(a, b)=\overline{h_{F}}(b, a)=a$.

Proof: The implication from (1) to (2) follows directly by applying the symmetric polymorphisms to tuples from the relation defined by $\varphi$.

For the implication from (2) to (3) let $F$ be a finite subset of $B^{2}$. Let $\left\{e_{1}, \ldots, e_{n}\right\}$ with $n \in \mathbb{N}$ be an enumeration of $F$. To construct $h_{F}$ consider the formula $\varphi_{0}$ with variables $x_{i, j}$ for $1 \leqslant i, j \leqslant n$ that is the conjunction of all atomic formulas $R\left(x_{i_{1}, j_{1}}, \ldots, x_{i_{k}, j_{k}}\right)$ such that $R\left(e_{i_{1}}, \ldots, e_{i_{k}}\right)$ and $R\left(e_{j_{1}}, \ldots, e_{j_{k}}\right)$ hold in $\mathfrak{B}$. Note that this formula states exactly which relations hold on $F$ in $\mathfrak{B}^{2}$. Let $P$ be the set of pairs $\left(\left(i_{1}, i_{2}\right),\left(j_{1}, j_{2}\right)\right)$ such that

$$
\begin{aligned}
& \quad(a \cup b)\left(e_{i_{1}}, e_{i_{2}}\right) \\
& \text { and }(a \cup b)\left(e_{j_{1}}, e_{j_{2}}\right) \\
& \text { and }\left(a\left(e_{i_{1}}, e_{i_{2}}\right) \vee a\left(e_{j_{1}}, e_{j_{2}}\right)\right) \\
& \text { and }\left(b\left(e_{i_{1}}, e_{i_{2}}\right) \vee b\left(e_{j_{1}}, e_{j_{2}}\right)\right) .
\end{aligned}
$$

If we show that the formula

$$
\psi:=\varphi_{0} \wedge \bigwedge_{\left(\left(i_{1}, i_{2}\right),\left(j_{1}, j_{2}\right)\right) \in P} a\left(x_{i_{1}, j_{1},}, x_{i_{2}, j_{2}}\right)
$$

is satisfiable by an assignment $\alpha$, we get the desired homomorphism by setting $h_{F}\left(e_{i}, e_{j}\right):=$ $\alpha\left(x_{i, j}\right)$. We prove the satisfiability of $\psi$ by induction over the size of subsets $I$ of $P$. For the inductive beginning consider an element $\left(\left(i_{1}, i_{2}\right),\left(j_{1}, j_{2}\right)\right) \in P$. Without loss of generality we have that $a\left(i_{1}, i_{2}\right)$ holds. Therefore the assignment $\alpha\left(x_{i, j}\right):=e_{i}$ witnesses the satisfiability of the formula $\varphi_{0} \wedge a\left(x_{i_{1}, j_{1}}, x_{i_{2}, j_{2}}\right)$. For the inductive step let $I \subseteq P$ be of size $m$ and assume that the statement is true for subsets of size $m-1$. Let $p_{1}=\left(\left(u_{1}, u_{2}\right),\left(v_{1}, v_{2}\right)\right)$ and $p_{2}=\left(\left(u_{1}^{\prime}, u_{2}^{\prime}\right),\left(v_{1}^{\prime}, v_{2}^{\prime}\right)\right)$ be two elements from $I$. We define the following formula

$$
\psi_{0}:=\varphi_{0} \wedge \bigwedge_{\left(\left(i_{1}, i_{2}\right),\left(j_{1}, j_{2}\right)\right) \in I \backslash\left\{p_{1}, p_{2}\right\}} a\left(x_{i_{1}, j_{1}}, x_{i_{2}, j_{2}}\right) .
$$

Then by the inductive assumption the formulas $\psi_{0} \wedge a\left(x_{u_{1}, v_{1}}, x_{u_{2}, v_{2}}\right)$ and $\psi_{0} \wedge a\left(x_{u_{1}^{\prime}, v_{1}^{\prime}}, x_{u_{2}^{\prime}, v_{2}^{\prime}}\right)$ are satisfiable. The assumptions on the elements in $P$ give us that also

$$
\psi_{0} \wedge a\left(x_{u_{1}, v_{1}}, x_{u_{2}, v_{2}}\right) \wedge b\left(x_{u_{1}^{\prime}, v_{1}^{\prime}}, x_{u_{2}^{\prime}, v_{2}^{\prime}}\right)
$$

and

$$
\psi_{0} \wedge b\left(x_{u_{1}, v_{1}}, x_{u_{2}, v_{2}}\right) \wedge a\left(x_{u_{1}^{\prime}, v_{1}^{\prime}}, x_{u_{2}^{\prime}, v_{2}^{\prime}}\right)
$$

are satisfiable; since $a \cup b$ is a primitive positive definable relation we are done otherwise. But then we can apply the assumption of (2) and get that also

$$
\psi_{0} \wedge a\left(x_{u_{1}, v_{1}}, x_{u_{2}, v_{2}}\right) \wedge a\left(x_{u_{1}^{\prime}, v_{1}^{\prime}}, x_{u_{2}^{\prime}, v_{2}^{\prime}}\right)
$$

is satisfiable, which proves the inductive step.
The direction from (3) to (1) is a standard application of König's tree lemma. For a reference see for example Lemma 42 in the article by [BP14].

### 4.7.2 Absence of $\{a, b\}$-symmetric Polymorphisms

We are now able to prove the main result of this section, which will be a corner stone in the proof of Theorem 4.1. Our proof of this proposition makes use of a 4-ary relation $E_{a, b}$ with the following first-order definition:

$$
\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \in E_{a, b}: \Leftrightarrow\left((a \cup b)\left(x_{1}, x_{2}\right) \wedge(a \cup b)\left(x_{3}, x_{4}\right) \wedge a\left(x_{1}, x_{2}\right) \Leftrightarrow a\left(x_{3}, x_{4}\right)\right)
$$

It is an easy observation that the $\{a, b\}$-canonical polymorphisms of $\mathfrak{B}$ are precisely those that preserve the relation $E_{a, b}$. By Theorem 2.45 we get that whenever $E_{a, b}$ is primitively positively definable in $\mathfrak{B}$ then all polymorphisms of $\mathfrak{B}$ preserve $E_{a, b}$ and are therefore $\{a, b\}$-canonical. In the following proof we use the 4 -ary relations that are provided by the second item of the Independence Lemma 4.43 to provide a primitive positive definition of $E_{a, b}$.
4.44 Proposition Let $\mathfrak{B}$ be a normal representation of a finite integral symmetric relation algebra with a flexible atom $s$. Suppose that $\mathfrak{B}$ has a binary injective polymorphism. Let $a \leqslant \operatorname{Id}$ and $b \neq \mathrm{Id}$ be two atoms such that $\mathfrak{B}$ has no $\{a, b\}$-symmetric polymorphism. Then all polymorphisms are canonical on $\{a, b\}$.

Proof: By Corollary 4.34 there exists a canonical binary injective polymorphism of $\mathfrak{B}$. Therefore, for every $a^{\prime} \in A_{0}$ the edge $\left\{a^{\prime}, \mathrm{Id}\right\}$ is red and the maximal symmetric polymorphism $t$ that exists by Lemma 4.39 is symmetric on all these edges. Observation 4.37 implies that $t$ is injective. Note that $t$ behaves like a projection on $\{a, b\}$ since there exists no $\{a, b\}$-symmetric polymorphism.

Let $\psi$ be the formula defined as follows:

$$
\psi\left(x_{1}, x_{2}, y_{1}, y_{2}\right):=\overline{\mathrm{Id}}\left(x_{1}, y_{1}\right) \wedge \overline{\mathrm{Id}}\left(x_{1}, y_{2}\right) \wedge \overline{\mathrm{Id}}\left(x_{2}, y_{1}\right) \wedge \overline{\mathrm{Id}}\left(x_{2}, y_{2}\right)
$$

We use $\psi$ to formulate and prove the following claim:
Claim 1: a) There exists a formula $\varphi_{a}\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$ such that

$$
\begin{aligned}
& \varphi_{a} \wedge \psi\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \wedge a\left(x_{1}, x_{2}\right) \wedge b\left(y_{1}, y_{2}\right) \text { is satisfiable in } \mathfrak{B} \\
& \varphi_{a} \wedge \psi\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \wedge b\left(x_{1}, x_{2}\right) \wedge a\left(y_{1}, y_{2}\right) \text { is satisfiable in } \mathfrak{B} \\
& \varphi_{a} \wedge a\left(x_{1}, x_{2}\right) \wedge a\left(y_{1}, y_{2}\right) \text { is not satisfiable in } \mathfrak{B}
\end{aligned}
$$

b) There exists a formula $\varphi_{b}\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$ that has the same property with $a$ and $b$ in exchanged roles.

Proof. There exists a formula $\varphi_{a}^{\prime \prime}$ that witnesses the negation of (2) in the Independence Lemma (Lemma 4.43) since $\mathfrak{B}$ does not have an $\{a, b\}$-symmetric polymorphism $h$ with $\bar{h}(a, b)=a$. Let $\varphi_{b}^{\prime \prime}$ be the formula that witnesses in the same way the non-existence of an $\{a, b\}$-symmetric polymorphism $h$ of $\mathfrak{B}$ with $\bar{h}(a, b)=b$. We define for $c \in\{a, b\}$ the formula $\varphi_{c}^{\prime}$ as follows:

$$
\begin{equation*}
\varphi_{c}^{\prime}\left(x_{1}, x_{2}, y_{1}, y_{2}\right):=\varphi_{c}^{\prime \prime}\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \wedge(a \cup b)\left(x_{1}, x_{2}\right) \wedge(a \cup b)\left(y_{1}, y_{2}\right) \tag{4.2}
\end{equation*}
$$

If $\varphi_{a}^{\prime}$ and $\varphi_{b}^{\prime}$ witness a) and b) in Claim 1, we are done. So suppose that they do not. Note that if we have $c \in\{a, b\}$ and $d \in\{a, b\} \backslash\{c\}$ such that

$$
\begin{align*}
& \varphi_{c}^{\prime}\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \wedge c\left(x_{1}, x_{2}\right) \wedge d\left(y_{1}, y_{2}\right) \wedge \operatorname{Id}\left(x_{2}, y_{1}\right) \text { is satisfiable in } \mathfrak{B} \text { and }  \tag{4.3}\\
& \varphi_{c}^{\prime}\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \wedge d\left(x_{1}, x_{2}\right) \wedge c\left(y_{1}, y_{2}\right) \wedge \overline{\operatorname{Id}}\left(x_{2}, y_{1}\right) \text { is satisfiable in } \mathfrak{B} \tag{4.4}
\end{align*}
$$

then $\varphi_{c}^{\prime}$ would satisfy the statement about $\varphi_{c}$ in Claim 1, a) or in Claim 1, b$)$. To see this note that we can apply the injective, maximal symmetric polymorphism $t$ that behaves like a


Figure 4.2: Application of the injective operation $t$ on tuples $u$ and $v$. Red and black edges correspond to atoms $c$ and $d$, the dotted edge to atom Id, and the dashed lines denote $\overline{\mathrm{Id}}$.
projection on $\{a, b\}$ to the tuples $u$ and $v$ that witness (4.3) and (4.4). The first tuple satisfies $\overline{\overline{\mathrm{Id}}}\left(x_{1}, y_{1}\right), \overline{\overline{\mathrm{I}}}\left(x_{2}, y_{2}\right)$ and $\overline{\mathrm{Id}}\left(x_{1}, y_{2}\right)$ since $\operatorname{Id}\left(x_{2}, y_{1}\right)$ and $c \neq d$. The second tuple satisfies $\overline{\mathrm{Id}}\left(x_{2}, y_{1}\right)$. Then the injectivity of $t$ ensures that the tuples $t(u, v)$ and $t(v, u)$ witness Claim 1, a) or Claim 1, b). Figure 4.2 illustrates this situation.

By our assumption that Claim 1 is not satisfied by $\varphi_{a}^{\prime}$ and $\varphi_{b}^{\prime}$ we conclude that for at least one $c \in\{a, b\}$ it holds that for $d \in\{a, b\} \backslash\{c\}$

$$
\begin{align*}
& \varphi_{c}^{\prime}\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \wedge c\left(x_{1}, x_{2}\right) \wedge d\left(y_{1}, y_{2}\right) \wedge \operatorname{Id}\left(x_{2}, y_{1}\right) \text { is satisfiable in } \mathfrak{B} \text { and }  \tag{4.5}\\
& \varphi_{c}^{\prime}\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \wedge d\left(x_{1}, x_{2}\right) \wedge c\left(y_{1}, y_{2}\right) \wedge \operatorname{Id}\left(x_{2}, y_{1}\right) \text { is satisfiable in } \mathfrak{B} . \tag{4.6}
\end{align*}
$$

We distinguish the following different cases.

1. $\varphi_{a}^{\prime}$ satisfies a) in Claim 1 and (4.5) and (4.6) hold for $c=b$ and $d=a$.
2. (4.5) and (4.6) hold for $c=a$ and $d=b$ and $\varphi_{b}^{\prime}$ satisfies b ) in Claim 1.
3. (4.5) and (4.6) hold for $c=a$ and $d=b$ as well as for $c=b$ and $d=a$.

Case 1: Consider the following formula $\varphi_{b}$ with

$$
\varphi_{b}\left(x_{1}, x_{2}, y_{1}, y_{2}\right):=\exists z_{1}, z_{2} \cdot\left(\varphi_{b}^{\prime}\left(x_{1}, x_{2}, x_{2}, z_{1}\right) \wedge \varphi_{a}^{\prime}\left(x_{2}, z_{1}, z_{2}, y_{1}\right) \wedge \varphi_{b}^{\prime}\left(z_{2}, y_{1}, y_{1}, y_{2}\right)\right) .
$$

We claim that $\varphi_{b}$ satisfies b) in Claim 1. This proves Claim 1, because $\varphi_{a}^{\prime}$ satisfies a) in Claim 1. To see that $\varphi_{b}$ fulfills the two satisfiability statements in Claim 1,b) we can first amalgamate the structure $\mathfrak{B}_{1}$ induced on the elements of a satisfying tuple for $\varphi_{b}^{\prime}$ with the structure $\mathfrak{B}_{2}$ induced by the elements of a satisfying tuple for $\varphi_{a}^{\prime}$. We amalgamate these two structures over their common substructure $\mathfrak{A}$ induced by the variables $x_{2}$ and $z_{1}$, with the variable names from the definition of $\varphi_{b}$. In this amalgamation step all missing edges are


Figure 4.3: $\varphi_{b}$ build from $\varphi_{b}^{\prime}$ (red), $\varphi_{a}^{\prime}$ (blue), and the flexible atom $s$ (dotted).
filled with the flexible atom $s$. In a second amalgamation step we amalgamate the resulting structure with another copy of the structure $\mathfrak{B}_{1}$, but now with the common substructure on the variables $z_{1}$ and $y_{1}$ (again with refer to the names used in the definition of $\varphi_{b}$ ). As before the missing edges are filled with the flexible atom $s$. Figure 4.3 illustrates the situation. It follows from the choice of $\varphi_{a}^{\prime}$ and $\varphi_{b}^{\prime}$ and the definition of $\varphi_{a}$ that $\varphi_{a} \wedge a\left(x_{1}, x_{2}\right) \wedge a\left(y_{1}, y_{2}\right)$ is not satisfiable in $\mathfrak{B}$.

Case 2: This case is analogous to Case 1.
Case 3: Consider the formula $\varphi_{a}$ with

$$
\varphi_{a}\left(x_{1}, x_{2}, y_{1}, y_{2}\right):=\exists z \cdot\left(\varphi_{a}^{\prime}\left(x_{1}, x_{2}, x_{2}, z\right) \wedge \varphi_{b}^{\prime}\left(x_{2}, z, z, y_{1}\right) \wedge \varphi_{a}^{\prime}\left(z, y_{1}, y_{1}, y_{2}\right)\right)
$$

We show that $\varphi_{a} \wedge \psi\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \wedge a\left(x_{1}, x_{2}\right) \wedge b\left(y_{1}, y_{2}\right)$ is satisfiable in $\mathfrak{B}$. Since (4.5) holds for $c=a$ and $d=b$ and since $a$ and $b$ are distinct, there exists $p_{1} \in A_{0} \backslash\{\operatorname{Id}\}$ such that

$$
\varphi_{a}^{\prime}\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \wedge a\left(x_{1}, x_{2}\right) \wedge b\left(y_{1}, y_{2}\right) \wedge \operatorname{Id}\left(x_{2}, y_{1}\right) \wedge p_{1}\left(x_{1}, y_{2}\right)
$$

is satisfiable in $\mathfrak{B}$. Similarly, since (4.5) holds for $c=b$ and $d=a$, there exists $p_{2} \in A_{0} \backslash\{\operatorname{Id}\}$ such that

$$
\text { and } \varphi_{b}^{\prime}\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \wedge b\left(x_{1}, x_{2}\right) \wedge a\left(y_{1}, y_{2}\right) \wedge \operatorname{Id}\left(x_{2}, y_{1}\right) \wedge p_{2}\left(x_{1}, y_{2}\right)
$$

Note that there are $u_{1}, \ldots, u_{5} \in B$ such that the following atomic formulas hold:

$$
\begin{array}{r}
a\left(u_{1}, u_{2}\right), p_{1}\left(u_{1}, u_{3}\right), s\left(u_{1}, u_{4}\right), s\left(u_{1}, u_{5}\right), \\
b\left(u_{2}, u_{3}\right), p_{2}\left(u_{2}, u_{4}\right), s\left(u_{2}, u_{5}\right),
\end{array}
$$



Figure 4.4: The formula $\delta$ build from $\varphi_{a}^{\prime}$ (red), $\varphi_{b}^{\prime}$ (blue), and the flexible atom $s$ (dotted).

$$
\begin{array}{r}
a\left(u_{3}, u_{4}\right), p_{1}\left(u_{3}, u_{5}\right), \\
b\left(u_{4}, u_{5}\right) .
\end{array}
$$

If we choose for the existentially quantified variable $z$ in the definition of $\varphi_{a}$ the element $u_{3}$ then the tuple $\left(u_{1}, u_{2}, u_{4}, u_{5}\right)$ satisfies the formula

$$
\varphi_{a} \wedge \psi\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \wedge a\left(x_{1}, x_{2}\right) \wedge b\left(y_{1}, y_{2}\right)
$$

By an analogous argument also $\varphi_{a} \wedge \psi\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \wedge b\left(x_{1}, x_{2}\right) \wedge a\left(y_{1}, y_{2}\right)$ is satisfiable. It follows again from the choice of $\varphi_{a}^{\prime}$ and $\varphi_{b}^{\prime}$ and the definition of $\varphi_{a}$ that $\varphi_{a} \wedge a\left(x_{1}, x_{2}\right) \wedge$ $a\left(y_{1}, y_{2}\right)$ is not satisfiable in $\mathfrak{B}$. By an analogous definition we can find a formula $\varphi_{b}$ that satisfies b) in Claim 1. Therefore, we are done with Case 3. Altogether this proves Claim 1.

Let $\varphi_{a}$ and $\varphi_{b}$ be the two formulas that exist by Claim 1 . We define the following formulas

$$
\begin{aligned}
& \varphi_{a}^{\prime}\left(x_{1}, x_{2}, y_{1}, y_{2}\right):=\varphi_{a}\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \wedge(a \cup b)\left(x_{1}, x_{2}\right) \wedge(a \cup b)\left(y_{1}, y_{2}\right) \\
& \varphi_{b}^{\prime}\left(x_{1}, x_{2}, y_{1}, y_{2}\right):=\varphi_{b}\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \wedge(a \cup a)\left(x_{1}, x_{2}\right) \wedge(a \cup b)\left(y_{1}, y_{2}\right) .
\end{aligned}
$$

We also define a formula $\delta$ as follows (see also Figure 4.4):

$$
\begin{aligned}
\delta\left(x_{1}, x_{2}, x_{3}, x_{4}\right):= & s\left(x_{1}, x_{3}\right) \wedge s\left(x_{1}, x_{4}\right) \wedge s\left(x_{2}, x_{3}\right) \wedge s\left(x_{2}, x_{4}\right) \\
& \wedge \exists y_{1}, y_{2}, y_{3}, y_{4} \cdot\left(\varphi_{a}^{\prime}\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \wedge \varphi_{b}^{\prime}\left(y_{1}, y_{2}, y_{3}, y_{4}\right)\right. \\
& \left.\wedge \varphi_{a}^{\prime}\left(y_{3}, y_{4}, x_{3}, x_{4}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& \wedge \exists z_{1}, z_{2}, z_{3}, z_{4} \cdot\left(\varphi_{b}^{\prime}\left(x_{1}, x_{2}, z_{1}, z_{2}\right) \wedge \varphi_{a}^{\prime}\left(z_{1}, z_{2}, z_{3}, z_{4}\right)\right. \\
& \left.\wedge \varphi_{b}^{\prime}\left(z_{3}, z_{4}, x_{3}, x_{4}\right)\right)
\end{aligned}
$$

Analogously to Case 1 , an amalgam of the structures that are induced by tuples that satisfy $\varphi_{a}^{\prime}$ and $\varphi_{b}^{\prime}$ shows that the formulas $\delta \wedge a\left(x_{1}, x_{2}\right) \wedge b\left(x_{3}, x_{4}\right)$ and $\delta \wedge b\left(x_{1}, x_{2}\right) \wedge a\left(x_{3}, x_{4}\right)$ are satisfiable in $\mathfrak{B}$. Note that this is possible since we ensured in Claim 1 that there exist tuples that additionally satisfy $\psi$. It also holds that a tuple $x$ that satisfies $\delta$ also satisfies

$$
\begin{equation*}
\left(a\left(x_{1}, x_{2}\right) \wedge b\left(x_{3}, x_{4}\right)\right) \vee\left(b\left(x_{1}, x_{2}\right) \wedge a\left(x_{3}, x_{4}\right)\right) . \tag{4.7}
\end{equation*}
$$

Assume that for a tuple $x$ that satisfies $\delta$ it holds that $a\left(x_{1}, x_{2}\right) \wedge a\left(x_{3}, x_{4}\right)$. Then there exist $y_{1}, y_{2}, y_{3}, y_{4}$ such that $\varphi_{a}^{\prime}\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \wedge \varphi_{a}^{\prime}\left(y_{3}, y_{4}, x_{3}, x_{4}\right)$ holds. But this is by the definition of $\varphi_{a}^{\prime}$ only possible if $b\left(y_{1}, y_{2}\right)$ and $b\left(y_{3}, y_{4}\right)$ hold, in contradiction to $\varphi_{b}^{\prime}\left(y_{1}, y_{2}, y_{3}, y_{4}\right)$. The same argument works for proving that $\neg\left(b\left(x_{1}, x_{2}\right) \wedge b\left(x_{3}, x_{4}\right)\right)$ holds.
We complete the proof with a primitive positive definition of $E_{a, b}$. We have the following primitive positive formula

$$
\delta^{\prime}\left(x_{1}, x_{2}, x_{3}, x_{4}\right):=\exists y_{1}, y_{2} .\left(\delta\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \wedge \delta\left(y_{1}, y_{2}, x_{3}, x_{4}\right)\right),
$$

and define $E_{a, b}$ by

$$
\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \in E_{a, b} \Leftrightarrow \delta^{\prime}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) .
$$

For the forward direction of this equivalence, let $x$ be a tuple from $E_{a, b}$ such that $c\left(x_{1}, x_{2}\right)$ holds for $c \in\{a, b\}$. Let $d \in\{a, b\} \backslash\{c\}$ and let $y_{1}$ and $y_{2}$ be two elements from $\mathfrak{B}$ such that $d\left(y_{1}, y_{2}\right)$ and $s\left(x_{i}, y_{j}\right)$ for every $i \in\{1, \ldots, 4\}$ and every $j \in\{1,2\}$ holds. Such elements exists since in the substructure of $\mathfrak{B}$ that is induced by $\left\{x_{1}, x_{2}, x_{3}, x_{4}, y_{1}, y_{2}\right\}$ all appearing triangles are allowed by the definition of the flexible atom $s$. The elements $y_{1}$ and $y_{2}$ witness that $x$ satisfies the formula $\delta^{\prime}$.
For the other direction assume that a tuple $x$ satisfies $\delta^{\prime}$. Then there exist $y_{1}$ and $y_{2}$ such that $\delta\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \wedge \delta\left(y_{1}, y_{2}, x_{3}, x_{4}\right)$ is satisfied. Since we observed that the tuples $\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$ and $\left(y_{1}, y_{2}, x_{3}, x_{4}\right)$ both satisfy (4.7) we can assume that $c\left(x_{1}, x_{2}\right)$ holds for $c \in\{a, b\}$. It follows also from (4.7) that $d\left(y_{1}, y_{2}\right)$ holds for $d \in\{a, b\} \backslash\{c\}$ and then (4.7) implies that $c\left(x_{3}, x_{4}\right)$ holds, which proves the backward direction of the stated equivalence.

### 4.8 Proof of the Result

In this section we prove the main results of this article. We first obtain a dichotomy theorem for a class of CSPs (Theorem 4.45). This is used in combination with the observations in Section 4.2 to conclude the proof of Theorem 4.1.
4.45 Theorem Let $\mathbf{A} \in R R A$ be finite integral symmetric and with a flexible atom s and let $A_{0}$ be the set of atoms of $\mathbf{A}$. Then either

- there exists an operation $f: A_{0}^{6} \rightarrow A_{0}$ that preserves the allowed triples of $\mathbf{A}$, satisfies

$$
\forall x_{1}, \ldots, x_{6} \in A_{0} . f\left(x_{1}, \ldots, x_{6}\right) \in\left\{x_{1}, \ldots x_{6}\right\}
$$

and satisfies the Siggers identity

$$
\forall x, y, z \in A_{0} . f(x, x, y, y, z, z)=f(y, z, x, z, x, y)
$$

in this case, $\operatorname{CSP}(\mathfrak{B})$ is in $P$, or

- $\operatorname{HSP}^{\mathrm{fin}}(\{\operatorname{Pol}(\mathfrak{B})\})$ contains a 2-element algebra where all operations are projections; in this case, $\operatorname{CSP}(\mathfrak{B})$ is NP-complete.

Proof: Let $\mathfrak{B}$ be a normal representation of $\mathbf{A}$ that exists by Proposition 4.6. The finite boundedness of $\mathfrak{B}$ implies that $\operatorname{CSP}(\mathfrak{B})$ is in NP. Let $\mathfrak{A}_{0}$ be the atom structure of $\mathbf{A}$. We can assume that $\mathfrak{B}$ has a binary injective polymorphism, because otherwise Proposition 4.24 would directly imply the second item. The existence of a binary injective polymorphism implies by Corollary 4.34 the existence of a canonical binary injective polymorphism $g$.

If the first item of the theorem is satisfied then the operation $f$ is a Siggers polymorphism of $\mathfrak{A}_{0}$ and the statement follows by the Propositions 4.14 and 4.15.

Assume therefore that the first item in the theorem does not hold. By Corollary 4.18 there exist elements $a, b \in A_{0}$ such that the subalgebra of $\operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ on $\{a, b\}$ contains only projections. It holds that $\operatorname{Id} \notin\{a, b\}$, since $g$ is a witness that $\operatorname{Id}$ can not be in the domain of a subalgebra that contains only projections. Since all operations from $\operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ are projections on $\{a, b\}$ there exists no canonical polymorphism of $\mathfrak{B}$ that is $\{a, b\}$-symmetric. By Proposition 4.36 there exists also no $\{a, b\}$-symmetric polymorphism of $\mathfrak{B}$. Since $\mathfrak{B}$ has a binary injective polymorphism we can apply Proposition 4.44 and get that all polymorphisms of $\mathfrak{B}$ are $\{a, b\}$-canonical. The last step is to show that all polymorphisms of $\mathfrak{B}$ behave like projections on $\{a, b\}$.

Assume for contradiction that there exists a ternary, $\{a, b\}$-canonical polymorphism $m$ that behaves on $\{a, b\}$ like a majority or like a minority. By Corollary 4.42 there exists a canonical polymorphism that is also a majority or minority on $\{a, b\}$ (here we use again the existence of an injective polymorphism). This contradicts our assumption that $\operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ is trivial on $\{a, b\}$. We get that every polymorphism of $\mathfrak{B}$ does not behave on $\{a, b\}$ as an
operation from Post's theorem (Theorem 2.40) and therefore must behave as a projection on $\{a, b\}$ by Theorem 2.40. Thus, $\operatorname{HSP}{ }^{\operatorname{fin}}(\{\operatorname{Pol}(\mathfrak{B})\})$ contains a 2-element algebra whose operations are projections and $\operatorname{CSP}(\mathfrak{B})$ is NP-hard, according to Theorem 2.47.

We can prove the main result.
Proof of Theorem 4.1: Let $\mathbf{A}$ be as in the assumptions of the theorem and let $\mathbf{A}^{\prime}$ be the finite symmetric integral representable relation algebra that exists by Proposition 4.4. Suppose that A satisfies the first condition of Theorem 4.1. By Item 3) in Proposition 4.4, we get that then $\mathbf{A}^{\prime}$ satisfies the first condition in Theorem 4.45 and therefore $\operatorname{CSP}(\mathfrak{B})$ for the normal representation $\mathfrak{B}$ of $\mathbf{A}^{\prime}$ is in $P$. By Section 2.3 .5 we know that $\operatorname{NSP}\left(\mathbf{A}^{\prime}\right)$ and $\operatorname{CSP}(\mathfrak{B})$ are polynomial-time equivalent. This, together with the Turing reduction from NSP $(\mathbf{A})$ to $\operatorname{NSP}\left(\mathbf{A}^{\prime}\right)$ by Item 1) in Proposition 4.4 implies that $\operatorname{NSP}(\mathbf{A})$ is in $P$. This proves the first part of the theorem.

Assume that A does not satisfy the first condition of Theorem 4.1. Item 3) in Proposition 4.4 again implies that $\mathbf{A}^{\prime}$ does not satisfy the first condition in Theorem 4.45 and therefore $\operatorname{CSP}(\mathfrak{B})$ for the normal representation $\mathfrak{B}$ of $\mathbf{A}^{\prime}$ is NP-complete. As before we get that $\operatorname{NSP}\left(\mathbf{A}^{\prime}\right)$ is NP-complete and the many-one reduction from $\operatorname{NSP}(\mathbf{A})$ to $\operatorname{NSP}\left(\mathbf{A}^{\prime}\right)$ by Item 2) in Proposition 4.4 implies the NP-hardness of $\operatorname{NSP}(\mathbf{A})$. The containment in NP follows by Item 1) in Proposition 4.4. This concludes the proof of Theorem 4.1.
4.46 Corollary For a given finite, symmetric $\mathbf{A} \in R R A$ with a flexible atom it is decidable which of the two items in Theorem 4.1 holds. In particular, it is decidable whether $\operatorname{NSP}(\mathbf{A})$ is solvable in polynomial time.

Proof: Since $A_{0}$ is a finite set one can go through all possible operations $f: A_{0}^{6} \rightarrow A_{0}$ that preserve all the allowed triples of $\mathbf{A}$ and check whether the Siggers identity is satisfied. If $\mathrm{P} \neq \mathrm{NP}$, it follows from Theorem 4.1 that it is decidable whether $\operatorname{NSP}(\mathbf{A})$ is in P. In the case of $\mathrm{P}=\mathrm{NP}$ this is a trivial task.

The problem of deciding whether certain identities hold in the polymorphism clone of a structure is well known problem in the study of CSPs. The computational complexity is known to be in NP [CL17]. The precise complexity of deciding whether a polymorphism clone of an explicitly given structure has a conservative operation that satisfies the Siggers identity is open [CL17].

### 4.9 Connection to Smooth Approximations

We discuss the relationship of our results to the techniques developed by Mottet and Pinsker [MP22]. The main invention of [MP22] are smooth approximations which are equivalence relations on sets of $n$-tuples. The purpose of these equivalence relations is to approximate the prominent orbit-equivalence relation. We have seen the importance of these relations in the present article: the polymorphisms which preserve the orbit-equivalence relation are precisely the canonical ones and they store the information about possible finite-domain algorithms that can be used to solve the infinite-domain CSP (cf. Section 4.3).

We start by rearranging the results of Section 4.7 such that we get the following theorem. In order to repeat the key steps of our main proof with a focus on the similarities to [MP22] the assumptions in this theorem are a natural starting point.
4.47 Theorem Let $\mathfrak{B}$ be a normal representation of a finite integral symmetric relation algebra with a flexible atom s and let $\mathfrak{A}_{0}$ be the atom structure of $\mathfrak{B}$. Suppose that $\operatorname{Pol}(\mathfrak{B})$ contains a binary injective polymorphism and $\operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ does not have a Siggers operation. Then there exists two atoms $a \$ \operatorname{Id}$ and $b \$ \mathrm{Id}$ such that one of the following holds:

1. The orbit-equivalence relation $E_{a, b}$ is primitively positively definable in $\mathfrak{B}$.
2. For all $x, y \in\{a, b\}$ and every primitive positive formula $\varphi$ such that $\varphi \wedge x\left(x_{1}, x_{2}\right) \wedge$ $y\left(y_{1}, y_{2}\right)$ and $\varphi \wedge y\left(x_{1}, x_{2}\right) \wedge x\left(y_{1}, y_{2}\right)$ are satisfiable over $\mathfrak{B}$, the formula $\varphi \wedge x\left(x_{1}, x_{2}\right) \wedge$ $x\left(y_{1}, y_{2}\right)$ is also satisfiable over $\mathfrak{B}$.

This theorem is similar to the "Loop lemma of approximations", Theorem 10 in [MP22], even though it does not make proper use of the approximation idea ( $E_{a, b}$ approximates itself). The first case in the theorem leads to the hardness condition that $\operatorname{HSP}^{\operatorname{fin}}(\{\operatorname{Pol}(\mathfrak{B})\})$ contains a 2-element algebra whose operations are projections and therefore $\operatorname{CSP}(\mathfrak{B})$ is NP-complete.

However, the second case is "stronger" than the second case in Theorem 10 from [MP22]. The strength in the statement relies on the special class of problems in our article. To see what we mean by this, we continue with the strategy of [MP22]. As a next step we can restrict the "Independence Lemma" (Lemma 4.43) as follows:
4.48 Lemma Let $\mathfrak{B}$ be a homogeneous structure with finite relational signature. Let $a$ and $b$ be 2 -orbits of $\operatorname{Aut}(\mathfrak{B})$ such that $a, b$, and $(a \cup b)$ are primitively positively definable in $\mathfrak{B}$.

Assume that for every primitive positive formula $\varphi$ such that $\varphi \wedge a\left(x_{1}, x_{2}\right) \wedge b\left(y_{1}, y_{2}\right)$ and $\varphi \wedge b\left(x_{1}, x_{2}\right) \wedge a\left(y_{1}, y_{2}\right)$ are satisfiable over $\mathfrak{B}$, the formula $\varphi \wedge a\left(x_{1}, x_{2}\right) \wedge a\left(y_{1}, y_{2}\right)$ is also satisfiable over $\mathfrak{B}$. Then $\mathfrak{B}$ has an $\{a, b\}$-canonical polymorphism $g$ that is $\{a, b\}$-symmetric with $\bar{g}(a, b)=\bar{g}(b, a)=a$.

Note that the assumptions in this lemma are precisely what we get from Case 2) in Theorem 4.47. A lemma of similar style can be also found as Lemma 13 in the article [MP22].

### 4.9 Connection to Smooth Approximations

They obtain in this lemma a weakly commutative operation. The $\{a, b\}$-symmetric operations from our article are a special case of weakly commutative operations. The difference between these two properties seems crucial for the next step of our proof: while $\{a, b\}$ symmetric operations can often be "lifted" to canonical $\{a, b\}$-symmetric operations this seems not clear in general for weakly commutative operations. This last step is necessary in order to obtain a contradiction to our assumption that $\operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ does not have a Siggers operation.
In order to apply the results of [MP22] directly to obtain the dichotomy results of our article one would have to find a way to canonize the weakly commutative operations in a suitable way. It does not seem obvious how to do this and therefore we have to use our variant of a loop lemma (Theorem 4.47) which contains the key technical part of our result.

### 4.10 Conclusion and Discussion

We classified the computational complexity of the network satisfaction problem for finite symmetric $\mathbf{A} \in R R A$ with a flexible atom and obtained a $P$ versus NP-complete dichotomy. We gave a decidable criterion for $\mathbf{A}$ that is a sufficient condition for the membership of $\operatorname{NSP}(\mathbf{A})$ in P , which is also necessary (unless $\mathrm{P}=\mathrm{NP}$ ).

We discuss possible generalizations of this result. Of course, all generalizations go in the direction of a complete classification for NSPs of relation algebras. We give a list of open problems on various aspects of a possible continuation of our work. The first obvious generalizations arise from the omission of the assumptions on the relation algebra in Theorem 4.1.
4.49 Problem Prove Theorem 4.1 without the assumption that the relation algebra $\mathbf{A}$ is symmetric.

Many of the results from this chapter apply even without the assumption that $\mathbf{A}$ is symmetric. By Section 4.2, the relation algebra $\mathbf{A}$ with a flexible atom has a normal representation with a Ramsey expansion. Furthermore, the polynomial-time results from Section 4.3 still hold. Unfortunately, the handling of the canonical functions is more complicated, meaning that it is not clear how to obtain the results of Section 4.6 in this case.

Analogously, we could also drop the assumption that A has a flexible atom.
4.50 Problem Prove that the NSP of a finite symmetric relation algebra $\mathbf{A}$ that does not satisfy the first item in Theorem 4.1 is NP-hard.

A solution of this problem implies the classification result Theorem 4.1 without the assumption that A has a flexible atom, with the small difference that in the second item we get NP-hardness instead of NP-completeness. The reason for this difference is that symmetric relation algebras do not necessarily have normal representations and therefore containment of the NSP in NP is not longer ensured. In fact, we already mentioned examples of symmetric relation algebras with undecidable NSP. This raises the following question.

### 4.51 Problem Which symmetric relation algebras have a normal representation?

It is known that the existence of a normal representation for a finite relation algebra is decidable (see for example [BKS20]). Can this procedure, at least in the case of symmetric relation algebras, be translated into a "compact" criterion on the relation algebra, perhaps in the style of the first item of Theorem 4.1.

The next obstacle on the way to a solution of Problem 4.50 is the following:
4.52 Problem Prove that every normal representation $\mathfrak{B}$ of a symmetric relation algebra $\mathbf{A}$ has a Ramsey expansion.

We have seen the importance of the Ramsey expansion especially in Section 4.6.

The next step on the way to a general classification result would be to drop both assumptions about the relation algebra, the symmetry and the existence of a flexible atom at the same time. We have to remark that in this case the statement of Theorem 4.1 is false. An example for this is the Point Algebra; even though the NSP of this relation algebra is in P [VKv90], the first condition of Theorem 4.1 does not apply.

However, in the case where the relation algebra has a normal representation, there is a general condition that distinguishes the NSPs that are solvable in polynomial time from those that are NP-hard (unless $\mathrm{P}=\mathrm{NP}$ ). This condition is provided by the connection to infinite-domain CSPs and the universal algebraic approach. In the formulation in which we present it here, it is due to [BP20]. For more details and background we refer to the book [Bod21].
4.53 Problem Prove the following:

Let $\mathfrak{B}$ be a normal representation of a finite relation algebra $\mathbf{A}$ such that there exists $f, e_{1}, e_{2} \in$ $\operatorname{Pol}(\mathfrak{B})$ and it holds that

$$
\forall x, y, z \in B \cdot e_{1}(f(x, x, y, y, z, z))=e_{2}(f(y, z, x, z, x, y))
$$

Then $\operatorname{NSP}(\mathbf{A})$ is in $P$.
We discussed in Section 4.9 some new developments in the study of infinite-domain CSPs. It seems very promising to explore the potential of these and other new approaches to classify NSPs and eventually gain a deeper understanding of the computational complexity of network satisfaction problems for finite relation algebras.

## Сhapter 5

## A Datalog-Tractability Criterion

### 5.1 Introduction

Local consistency methods play a crucial role in the study of network satisfaction problems (see e.g. [Dün05,Hir97,LM94]). In particular, the so-called path consistency method is the predominant algorithm for solving NSPs in polynomial time, if this is possible. In terms of Datalog programs, solving a problem by the path consistency method means that the problem can be solved by a Datalog program of width $(2,3)$. We consider an example of a relation algebra A, whose NSP can be solved by a (2,3)-Datalog program.
5.1 Example Let $A_{0}=\{0,1,2,3,4,5\}$ be the atoms of a relation algebra $\mathbf{A}$ and the multiplication table for the atoms is given in Figure 5.1. Note that this multiplication table encodes exactly the allowed triples of triangle inequalities on the distance set $\{0,1,2,3,4,5\}$, i.e., for example $1 \circ 3=\{2,3,4\}$, since $(1,3,2),(1,3,3)$, and $(1,3,4)$ satisfy all instantiations of triangle inequalities and $(1,3,0),(1,3,1)$, and $(1,3,5)$ do not (cf. Example 4.23). We denote the elements of $\mathbf{A}$ by subsets of the set of atoms $A_{0}$. We want to mention that $\mathbf{A}$ has a normal representation according to Lemma 3.1.1 in [PR96] (see also Proposition 2.7.4. in [Con15]).

Consider a copy $\mathbf{A}^{*}$ of the relation angebra $\mathbf{A}$ that behaves exactly in the same way as A, i.e., $a^{*} \circ b^{*}=c^{*}$ holds for $a^{*}, b^{*}, c^{*} \in A^{*}$ if and only if $a \circ b=c$ holds for $a, b, c \in A$. Analogously to $\mathbf{A}$ the elements of $\mathbf{A}^{*}$ are denoted by subsets of $A_{0}^{*}=\left\{0^{*}, \ldots, 5^{*}\right\}$. We use the elements of $\mathbf{A}^{*}$ as IDBs in the following (2,3)-Datalog program $\Pi$ that solves NSP $(\mathbf{A})$.

$$
\begin{array}{rlrl}
\text { For every }\{a, b, c, d\} \subseteq\{0, \ldots, 5\}: & \left\{a^{*}, b^{*}, c^{*}, d^{*}\right\}(x, y) & :-\{a, b, c, d\}(x, y) \\
\text { For every } A, B \subseteq\left\{0^{*}, \ldots, 5^{*}\right\}: & (A \cap B)(x, y) & :-A(x, y), B(x, y) \\
\text { For every } A, B \subseteq\left\{0^{*}, \ldots, 5^{*}\right\}: & (A \circ B)(x, y) & :-A(x, z), B(z, y) \\
& \text { false }:-\{ \}(x, y)
\end{array}
$$

The intuition of this program is that it checks for a given instance network $(V ; f)$ for all elements $x, y, z$ in the domain of $f$ and every atom $a \leqslant f(x, y)$ whether there exist atoms $b \leqslant f(x, z)$ and $c \leqslant f(y, z)$ such that $(a, b, c)$ is an allowed triple, i.e., $a \leqslant b \circ c$ holds.

| $\circ$ | 0 | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 2 | 3 | 4 | 5 |
| 1 | 1 | $\{0,1,2\}$ | $\{1,2,3\}$ | $\{2,3,4\}$ | $\{3,4,5\}$ | $\{4,5\}$ |
| 2 | 2 | $\{1,2,3\}$ | $\{0,1,2,3,4\}$ | $\{1,2,3,4,5\}$ | $\{2,3,4,5\}$ | $\{3,4,5\}$ |
| 3 | 3 | $\{2,3,4\}$ | $\{1,2,3,4,5\}$ | $\{0,1,2,3,4,5\}$ | $\{1,2,3,4,5\}$ | $\{2,3,4,5\}$ |
| 4 | 3 | $\{3,4,5\}$ | $\{2,3,4,5\}$ | $\{1,2,3,4,5\}$ | $\{0,1,2,3,4,5\}$ | $\{1,2,3,4,5\}$ |
| 5 | 3 | $\{4,5\}$ | $\{3,4,5\}$ | $\{2,3,4,5\}$ | $\{1,2,3,4,5\}$ | $\{0,1,2,3,4,5\}$ |

Figure 5.1: Multiplication table of a relation algebra.

If this is not the case $a$ is "removed" from $f(x, y)$. This is done by adding $(x, y)$ to the relation $f(x, z) \circ f(z, y)$. Since we cannot change the EDBs, we do all this with the copies of the relations. The program $\Pi$ continues until nothing changes. If there exists one edge $(x, y)$ where $\}(x, y)$ is derived, then the instance is rejected, otherwise it is accepted. It is clear that every network that is rejected by $\Pi$ is not satisfiable. For an accepted instance we choose for every edge $(x, y)$ the maximal distance from $\left\{0^{*}, \ldots, 5^{*}\right\}$ which is present in all predicates $A \subseteq\left\{0^{*}, \ldots, 5^{*}\right\}$ that hold for $(x, y)$ in $\Pi((V ; f))$. In this way we get an atomic network. With the help of the triangle inequalities it can be checked that this atomic network is even closed and therefore satisfied in the normal representation of $\mathbf{A}$. The Datalog program $\Pi$ solves $\operatorname{NSP}(\mathbf{A})$.

One reason why Datalog programs of width $(2,3)$ are of central interest in the study of network satisfaction problems is that they can be formulated purely in terms of the relation algebra (see, e.g., [BJ17]). In contrast to other consistency notions, such as Datalog programs of arbitrary width, it is not necessary to consider an underlying representation of the relation algebra. The reader may notice in this context how compact the presentation of the ( 2,3 )-Datalog program from the previous example was. For a Datalog program of arbitrary width, we would have to introduce higher-order relation symbols that have no equivalents in the elements of the relation algebra.

It would be of great interest to have a clear picture of which polynomial-time tractable NSPs are also solvable by a Datalog program of width (2,3). However, it is not even known which tractable NSPs can be solved by a Datalog program of arbitrary width. In this chapter, we answer this second question for NSPs of finite symmetric relation algebras with a flexible atom. In fact, we prove something more general.
5.2 Theorem (Datalog Tractability) Let $\mathbf{A}$ be a finite symmetric relation algebra with a normal representation $\mathfrak{B}$ that has an injective polymorphism, and let $A_{0}$ be the set of atoms of $\mathbf{A}$. If there exists an operation $f: A_{0}^{6} \rightarrow A_{0}$ such that

1. f preserves the allowed triples of $\mathbf{A}$,
2. $\forall x_{1}, \ldots, x_{6} \in A_{0} . f\left(x_{1}, \ldots, x_{6}\right) \in\left\{x_{1}, \ldots x_{6}\right\}$,
3. $f$ satisfies the Siggers identity: $\forall x, y, z \in A_{0} . f(x, x, y, y, z, z)=f(y, z, x, z, x, y)$,
then the network satisfaction problem for $\mathbf{A}$ can be solved by a Datalog program.
Note that this theorem does not make the assumption that the relation algebra has a flexible atom. However, with the main result of the previous chapter the following characterization of Datalog solvability for NSPs of finite symmetric integral relation algebras with a flexible atom follows immediately.
5.3 Theorem Let A be a finite symmetric integral relation algebra with a flexible atom and let $A_{0}$ be the set of atoms of $\mathbf{A}$. Then the following are equivalent:

- There exists an operation $f: A_{0}^{6} \rightarrow A_{0}$ such that

1. $f$ preserves the allowed triples of $\mathbf{A}$,
2. $\forall x_{1}, \ldots, x_{6} \in A_{0} . f\left(x_{1}, \ldots, x_{6}\right) \in\left\{x_{1}, \ldots x_{6}\right\}$,
3. $f$ satisfies the Siggers identity: $\forall x, y, z \in A_{0} . f(x, x, y, y, z, z)=f(y, z, x, z, x, y)$,

- $\operatorname{NSP}(\mathbf{A})$ can be solved by a Datalog program.

Proof: The implication from the first item to the second item follows directly from Proposition 4.24 and Theorem 5.2. We prove the second implication by showing the contraposition. Assume that the first item is not satisfied. Let $\mathfrak{B}$ be the normal representation of $\mathbf{A}$. Then Theorem 4.45 implies that $\operatorname{HSP}{ }^{\operatorname{fin}}(\{\operatorname{Pol}(\mathfrak{B})\})$ contains a 2 -element algebra where all operations are projections. By Corollary 2.47 the $\operatorname{clone} \operatorname{Pol}(\mathfrak{B})$ has a uniformly continuous clone homomorphism to Proj. Since Proj is contained in $\operatorname{Pol}(\mathrm{LIN})$, this implies that there exists also a uniformly continuous clone homomorphism from $\operatorname{Pol}(\mathfrak{B})$ to $\operatorname{Pol}(\mathrm{LIN})$. By Corollary 2.58 we get that $\operatorname{CSP}(\mathfrak{B})$ and therefore $\operatorname{NSP}(\mathbf{A})$ cannot be solved by a Datalog program. This proves the second implication.

As another consequence of Theorem 5.2 we get the following strengthening of the complexity dichotomy NSPs of finite symmetric integral relation algebra with a flexible atom.
5.4 Corollary (Complexity Dichotomy) For every finite symmetric integral relation algebra A with a flexible atom, $\operatorname{NSP}(\mathbf{A})$ can be solved by a Datalog program or is NP-complete.

Proof: Suppose the first condition in Theorem 4.45 holds. It follows from Proposition 4.24 that the normal representation $\mathfrak{B}$ of $\mathbf{A}$ has an injective polymorphism and therefore Theorem 5.2 applies and yields the result.

### 5.1.1 Outline of the Proof and Preliminaries

We will outline the proof of Theorem 5.2 in this section and cite some results from the literature that we will use later. Assume that $\mathbf{A}$ is a finite symmetric relation algebra that satisfies the assumptions of Theorem 5.2. From the results in Section 4.3 it follows that the atom structure of $\mathbf{A}$, denoted by $\mathfrak{A}_{0}$, has a polymorphism that is a Siggers operation. Moreover, $\mathfrak{A}_{0}$ is a conservative structure, i.e., $\operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ is a conservative polymorphism clone.

Recall the notion of semilattice, majority, and affine edges for conservative structures (cf. Definition 2.41). The existence of a Siggers operation in $\operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ ensures by Theorem 2.43 that every edge in $\mathfrak{A}_{0}$ is semilattice, majority, or affine. In Section 5.2.1 we analyze the different types of edges in the atom structure $\mathfrak{A}_{0}$ and obtain results about their appearance. Our goal is to show that there are no affine edges in $\mathfrak{A}_{0}$, since we will see that this implies solvability of a Datalog program. Fortunately, there is the following result by Alexandr Kazda about binary conservative structures, i.e., structure where all relations have arity at most two.
5.5 Theorem (Theorem 4.5 in [Kaz15]) If $\mathfrak{A}$ is a finite conservative binary relational structure with a Siggers polymorphism, then $\mathfrak{A}$ has no affine edges.

You will have noticed that we cannot simply apply this theorem to the atom structure $\mathfrak{A}_{0}$, since the maximal arity of its relations is three. We circumvent this obstacle by defining for $\mathfrak{A}_{0}$ a closely related binary structure $\mathfrak{A}_{0}^{\mathrm{b}}$, which we call the "binarisation of $\mathfrak{A}_{0}$ ". In Section 5.2.2 we give the formal definition of $\mathfrak{A}_{0}^{\mathbf{b}}$ and investigate how $\operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ and $\operatorname{Pol}\left(\mathfrak{A}_{0}^{\mathbf{b}}\right)$ relate to each other. It follows from these observations that $\mathfrak{A}_{0}^{\mathfrak{b}}$ does not have an affine edge. In other words, it only has semilattice and majority edges. The crucial step in our proof is to transfer a witness of this fact to $\mathfrak{A}_{0}$ and conclude that $\mathfrak{A}_{0}$ also has no affine edge. This is done in Section 5.2.3.

Having shown that $\mathfrak{A}_{0}$ has no affine edge, we use the fact that this implies Datalog solvability for $\operatorname{CSP}\left(\mathfrak{A}_{0}\right)$, which was obtained in [Bul11]. We present this fact here via a characterization of Datalog solvability for $\operatorname{CSP}\left(\mathfrak{A}_{0}\right)$ in terms of weak near-unanimity polymorphisms from Theorem 2.56.
5.6 Proposition (cf. Corollary 3.2 in [Kaz15]) If $\mathfrak{A}_{0}$ is a finite conservative relational structure with a Siggers polymorphism and no affine edge, then $\mathfrak{A}_{0}$ has a 3 -ary weak near-unanimity polymorphism $f$ and a 4-ary weak near-unanimity polymorphism $g$ such that

$$
\forall x, y, z \in B . f(y, x, x)=g(y, x, x, x) .
$$

Now we have to take the last step and justify that the Datalog solvability of $\operatorname{CSP}\left(\mathfrak{A}_{0}\right)$ (or its characterization in terms of polymorphims from the previous proposition) leads to the Datalog solvability of $\operatorname{CSP}(\mathfrak{B})$ for the normal representation $\mathfrak{B}$ of $\mathbf{A}$ and thus to the Datalog solvability of $\operatorname{NSP}(\mathbf{A})$.

For this reduction we use the following theorem from [BM16]. We present it here in a specific formulation that already incorporates our knowledge about canonical functions and their correspondence to polymorphisms of the atom structure from Section 4.3.
5.7 Theorem (Theorem 8 in [BM16]) Let $\mathfrak{B}$ be a normal representation of a finite relation algebra $\mathbf{A}$ and $\mathfrak{A}_{0}$ the atom structure $\mathbf{A}$. If $\operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ contains a 3 -ary weak near-unanimity polymorphism $f$ and a 4-ary weak near-unanimity polymorphism $g$ such that

$$
\forall x, y, z \in B . f(y, x, x)=g(y, x, x, x)
$$

Then $\operatorname{CSP}(\mathfrak{B})$ is in Datalog.
This concludes the outline of the proof. In Section 5.2 .4 we put things together and conclude the proof of Theorem 5.2. We will finish Chapter 5 in Section 5.3 with examples and a discussion of the result.

### 5.2 Proof of the Datalog Tractability Theorem

### 5.2.1 The Atom Structure

To keep the presentation clear, we will make some global assumptions for Sections 5.2.15.2.3. In the following, let $\mathbf{A}$ be a finite relation algebra that satisfies the assumptions from Theorem 5.2: A has a normal representation $\mathfrak{B}$ with an injective polymorphism and there exists an operation $f^{\prime}: A_{0}^{6} \rightarrow A_{0}$ such that

1. $f^{\prime}$ preserves the allowed triples of $\mathbf{A}$,
2. $\forall x_{1}, \ldots, x_{6} \in A_{0} . f^{\prime}\left(x_{1}, \ldots, x_{6}\right) \in\left\{x_{1}, \ldots x_{6}\right\}$,
3. $f^{\prime}$ satisfies the Siggers identity: $\forall x, y, z \in A_{0} . f^{\prime}(x, x, y, y, z, z)=f^{\prime}(y, z, x, z, x, y)$.

Furthermore, let $\mathfrak{A}_{0}$ be the atom structure of $\mathbf{A}$. Recall the definition of the atom structure in Section 4.3.
5.8 Definition The atom structure $\mathfrak{A}_{0}$ has as its domain the set of atoms $A_{0}$ of $\mathbf{A}$ and it has the following relations:

- unary relation $U_{S}$ for every subset $S$ of $A_{0}$;
- a ternary relation $R \subseteq A^{3}$ that consists of the allowed triples of $\mathbf{A}$.
5.9 Remark Since $\mathbf{A}$ is a symmetric relation algebra, the relation $R$ is totally symmetric. Furthermore, we can drop the binary relation $E$ (cf. Definition 4.12), since it consists only of loops and does not change the set of polymorphisms.

The assumptions on A give us even more: Since A satisfies the assumption from Theorem 5.2 it follows by the results of Section 4.3 that $\operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ contains a Siggers operation. Recall that this implies by Theorem 2.43 that for every $a, b \in A_{0}$ the set $\{a, b\}$ is a majority edge, an affine edge, or there is a semilattice edge on $\{a, b\}$. The different types of edges are witnessed by certain operations that we get from Proposition 2.42: there exist a binary operation $f \in \operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ and ternary operations $g, h \in \operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ such that for every two element subset $C$ of $A_{0}$,

- $\left.f\right|_{C}$ is a semilattice operation whenever $C$ has a semilattice edge, and $\left.f\right|_{C}(x, y)=x$ otherwise;
- $\left.g\right|_{C}$ is a majority operation if $C$ is a majority edge, $\left.g\right|_{C}(x, y, z)=x$ if $C$ is affine and $\left.g\right|_{C}(x, y, z)=\left.f\right|_{C}\left(\left.f\right|_{C}(x, y), z\right)$ if $C$ has a semilattice edge;
- $\left.h\right|_{C}$ is a minority operation if $C$ is an affine edge, $\left.h\right|_{C}(x, y, z)=x$ if $C$ is majority and $\left.h\right|_{B}(x, y, z)=\left.f\right|_{C}\left(\left.f\right|_{C}(x, y), z\right)$ if $C$ has a semilattice edge.


Figure 5.2: The statement of Lemma 5.11. The red shape means $(a, b, c) \notin R$, the black arrow means $(a, a, b) \notin R$.

We will fix these operations and introduce the following terminology. A tuple $(a, b) \in A_{0}$ is called $f$-sl if $f(a, b)=b=f(b, a)$ holds.

The following series of lemmas gives us insights into the constitution of the relation $R$.
5.10 Lemma The relation $R$ of the atom structure $\mathfrak{A}_{0}$ has the following properties:

- for all $a, b \in A_{0}$ we have $(a, a, b) \in R$ or $(a, b, b) \in R$;
- for all $a \in A_{0}$ we have $(a, a, a) \in R$.

Proof: Let $\mathfrak{B}$ be the normal representation of $\mathbf{A}$ and recall that $\mathfrak{B}$ has an injective polymorphism $i$ by the assumptions of Theorem 5.2. Let $x_{1}, x_{2}, y_{1}, y_{2} \in B$ be such that $a^{\mathfrak{B}}\left(x_{1}, x_{2}\right)$ and $b^{\mathfrak{B}}\left(y_{1}, y_{2}\right)$. The application of $i$ on the tuples $\left(x_{1}, x_{1}, x_{2}\right)$ and $\left(y_{1}, y_{2}, y_{2}\right)$ results in a substructure of $\mathfrak{B}$ that witnesses that $(a, a, b)$ or $(a, b, b)$ are allowed triples and therefore $(a, a, b) \in R$ or $(a, b, b) \in R$.
For the second claim consider $x_{1}, x_{2}, y_{1}, y_{2} \in B$ such that $a^{\mathfrak{B}}\left(x_{1}, x_{2}\right)$ and $a^{\mathfrak{B}}\left(y_{1}, y_{2}\right)$. The application of $i$ on the tuples $\left(x_{1}, x_{1}, x_{2}\right)$ and $\left(y_{1}, y_{2}, y_{2}\right)$ results in a substructure of $\mathfrak{B}$ that witnesses that $(a, a, a)$ is an allowed triple and therefore $(a, a, a) \in R$.
5.11 Lemma Let $a, b, c \in A_{0}$ be such that $(a, b, c) \notin R$ and $|\{a, b, c\}|=3$. Then there are $x, y \in\{a, b, c\}$ such that $(x, x, y) \notin R$.

Proof: We first suppose that there is a semilattice edge on $\{a, b, c\}$. Without loss of generality we assume that $(a, b)$ is $f$-sl. If $f(c, a)=c$ then $(a, a, c) \notin R$ or $(b, a, a) \notin R$ because otherwise

$$
f((a, a, c),(b, a, a))=(b, a, c) \in R
$$

contradicting our assumption. If $f(c, a)=a$ then $(b, c, c) \notin R$ or $(a, a, c) \notin R$ because otherwise

$$
f((b, c, c),(a, a, c))=(b, a, c) \in R
$$

which is again a contradiction. Hence, in all the cases we found $x, y \in\{a, b, c\}$ such that $(x, x, y) \notin R$ and are done. In the following we therefore assume that there is no semilattice edge on $\{a, b, c\}$.

Next we suppose that there is an affine edge on $\{a, b, c\}$. Without loss of generality we assume that $\{a, b\}$ is an affine edge. Since there are no semilattice edges on $\{a, b, c\}$ we distinguish the following two cases:

1. $\{a, c\}$ is an affine edge. In this case $(c, a, a) \notin R$ or $(a, b, a) \notin R$ because otherwise

$$
h((c, a, a),(a, a, a),(a, b, a))=(c, b, a) \in R .
$$

2. $\{a, c\}$ is a majority edge. In this case $(a, a, c) \notin R$ or $(a, b, a) \notin R$ or $(b, b, c) \notin R$, because otherwise

$$
h((a, a, c),(a, b, a),(b, b, c))=(b, a, c) \in R .
$$

In both cases we again found $x, y \in\{a, b, c\}$ such that $(x, x, y) \notin R$ and are done. We therefore suppose in the following that there are no affine edges on $\{a, b, c\}$. Hence, all edges on $\{a, b, c\}$ are majority edges. Then $(a, a, c) \notin R$ or $(a, b, a) \notin R$ or $(b, b, c) \notin R$ because otherwise

$$
g((a, a, c),(a, b, a),(b, b, c))=(a, b, c) \in R .
$$

Thus, also in this case we found $x, y \in\{a, b, c\}$ such that $(x, x, y) \notin R$.
The next lemma states that the edge type on $\{a, b\}$ is predetermined whenever a triple ( $a, a, b$ ) is not in $R$.
5.12 Lemma Let $a, b \in A_{0}$ be such that $(a, a, b) \notin R$. Then $(a, b)$ is a semilattice edge in $\mathfrak{A}_{0}$ but $(b, a)$ is not.

Proof: By Lemma 5.10 we know that $(a, b, b) \in R,(a, a, a) \in R$, and $(b, b, b) \in R$. Assume for contradiction that $\{a, b\}$ is a majority edge. Then

$$
g((a, a, a),(a, b, b),(b, b, a))=(a, b, a)
$$

which contradicts the fact that $g$ preserves $R$. Assume next that $\{a, b\}$ is an affine edge. Then

$$
h((a, b, b),(b, a, b),(b, b, b))=(a, a, b)
$$

which again contradicts the fact that $h$ preserves $R$. Finally, if $(b, a)$ is a semilattice edge then

$$
f((a, b, b),(b, a, b))=(a, a, b)
$$

which contradicts the assumption that $f$ preserves $R$. If follows that $(a, b)$ is the only semilattice edge on $\{a, b\}$ and therefore $f(a, b)=b=f(b, a)$ holds.


Figure 5.3: The statement of Lemma 5.13. The blue shape means $\left(a^{\prime}, b, c\right) \in R$, the crossedout red arrow means $\left(a^{\prime}, a\right)$ is not a semilattice edge.
5.13 Lemma Let $a, a^{\prime}, b, c \in A_{0}$ be such that $(a, b, c) \notin R,(a, a, b) \notin R$, and $\left(a^{\prime}, b, c\right) \in R$. Then $\left(a^{\prime}, a\right)$ is not a semilattice edge.

Proof: Assume for contradiction $\left(a^{\prime}, a\right)$ is a semilattice edge, i.e., there exists $p \in \operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ with $p\left(a, a^{\prime}\right)=a=p\left(a^{\prime}, a\right)$. Note that by Lemma 5.10 it follows that $(a, a, a) \in R$ and $(a, b, b) \in R$.

Claim 1: $p(b, a)=a$ implies $p(a, b)=b$. This follows immediately, since otherwise $p((a, b, b),(b, a, b))=(a, a, b) \in R$ is a contradiction.

Claim 2: $(a, a, c) \notin R$. We assume the opposite and consider the only two possible cases for $p(b, a)$.

1. $p(b, a)=b$ : We get a contradiction by $p\left(\left(a^{\prime}, b, c\right),(a, a, c)\right)=(a, b, c) \in R$.
2. $p(b, a)=a$ : By Claim 1 we know that $p(a, b)=b$ follows. Then $p\left((a, a, c),\left(a^{\prime}, b, c\right)\right)=$ $(a, b, c) \in R$ contrary to our assumptions.

This proves Claim 2.
Claim 3: $p(c, a)=a$ implies $p(a, c)=c$. Lemma 5.10 together with Claim 2 implies that $(a, c, c) \in R$. Now Claim 3 follows immediately, since otherwise $p((a, c, c),(c, a, c))=$ $(a, a, c) \in R$, which contradicts Claim 2.

We finally make a case distinction for all possible values of $p$ on $(b, a)$ and $(c, a)$.

1. $p(b, a)=b$ and $p(c, a)=c$ : We get a contradiction by $p\left(\left(a^{\prime}, b, c\right),(a, a, a)\right)=$ $(a, b, c) \in R$.
2. $p(b, a)=b$ and $p(c, a)=a$ : We get a contradiction by $p\left(\left(a^{\prime}, b, c\right),(a, a, a)\right)=$ $(a, b, a) \in R$.
3. $p(b, a)=a$ and $p(c, a)=c: p\left(\left(a^{\prime}, b, c\right),(a, a, a)\right)=(a, a, c) \in R$ contradicts Claim 2.
4. $p(b, a)=a$ and $p(c, a)=a$ : By Claim 1 we get $p(a, b)=b$ and by Claim 3 we get $p(a, c)=c$. This yields a contradiction by $p\left((a, a, a),\left(a^{\prime}, b, c\right)\right)=(a, b, c) \in R$.

This proves the lemma.

### 5.2.2 The Binarisation

We have announced in the introduction that we want to apply Kazda's theorem (Theorem 5.5) for binary conservative structures, but the atom structure $\mathfrak{A}_{0}$ from Section 4.3 has a ternary relation. We therefore associate a certain binary structure $\mathfrak{A}_{0}^{b}$ to $\mathfrak{A}_{0}$ which shares many properties with $\mathfrak{A}_{0}$. (Recall that the fixed atom structure $\mathfrak{A}_{0}$ of the relation algebra $\mathbf{A}$ has all unary relations and the ternary relation $R$ as relations.)
5.14 Definition We denote by $\mathfrak{A}_{0}^{\mathrm{b}}$ the structure with domain $A_{0}$ that contains the following relations:

- a unary relation $U_{S}$ for each subset $S$ of $A_{0}$;
- for every $a \in A_{0}$ the binary relation $R_{a}:=\left\{(x, y) \in A_{0}^{2} \mid(a, x, y) \in R\right\}$;
- arbitrary unions of relations of the form $R_{a}$.

In the following $\mathfrak{A}_{0}^{b}$ denotes the binarisation of $\mathfrak{A}_{0}$ according to Definition 5.14. We obtain the following results about the relationship of $\operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ and $\operatorname{Pol}\left(\mathfrak{A}_{0}^{b}\right)$.
5.15 Lemma $\operatorname{Pol}\left(\mathfrak{A}_{0}\right) \subseteq \operatorname{Pol}\left(\mathfrak{A}_{0}^{b}\right)$.

Proof: Clearly, each relation $R_{a}$ has the primitive positive definition $\exists z\left(U_{\{a\}}(z) \wedge R(z, x, y)\right)$ in $\mathfrak{A}_{0}$. A primitive positive definition of $\cup_{a \in S} R_{a}$ is $\exists z\left(U_{S}(z) \wedge R(z, x, y)\right)$ in $\mathfrak{A}_{0}$. Then the statement of the lemma follows by Theorem 2.32.
5.16 Lemma $\operatorname{Pol}^{(2)}\left(\mathfrak{A}_{0}^{b}\right) \subseteq \operatorname{Pol}^{(2)}\left(\mathfrak{A}_{0}\right)$.

Proof: Let $f \in \operatorname{Pol}^{(2)}\left(\mathfrak{A}_{0}^{\mathrm{b}}\right)$. It suffices to prove that the operation $f$ preserves the relation $R$. Let $\left(a_{1}, b_{1}, c_{1}\right),\left(a_{2}, b_{2}, c_{2}\right) \in R$ be arbitrary. We want to show that the triple $t:=$ $\left(f\left(a_{1}, a_{2}\right), f\left(b_{1}, b_{2}\right), f\left(c_{1}, c_{2}\right)\right)$ is in $R$ as well. If $t \in\left\{\left(a_{1}, b_{1}, c_{1}\right),\left(a_{2}, b_{2}, c_{2}\right)\right\}$ then there is nothing to be shown. Otherwise, since $f$ must preserve $\left\{a_{1}, a_{2}\right\},\left\{b_{1}, b_{2}\right\}$, and $\left\{c_{1}, c_{2}\right\}$, by the symmetry of $R$ and possibly flipping the arguments of $f$ we may assume without loss of generality that $f\left(a_{1}, a_{2}\right)=a_{1}, f\left(b_{1}, b_{2}\right)=b_{1}$, and $f\left(c_{1}, c_{2}\right)=c_{2}$. So we have to show that $t=\left(a_{1}, b_{1}, c_{2}\right) \in R$. Note that $\left(b_{1}, c_{1}\right) \in R_{a_{1}}$ and $\left(b_{2}, c_{2}\right) \in R_{a_{2}}$, and therefore $\left(f\left(b_{1}, b_{2}\right), f\left(c_{1}, c_{2}\right)\right) \in R_{a_{1}} \cup R_{a_{2}}$. In the first case, we obtain that $\left(b_{1}, c_{2}\right) \in R_{a_{1}}$, and hence $\left(a_{1}, b_{1}, c_{2}\right) \in R$ and we are done. In the second case, we obtain that $\left(b_{1}, c_{2}\right) \in R_{a_{2}}$, and hence $\left(a_{2}, b_{1}, c_{2}\right) \in R$. In partciular, $\left(a_{2}, c_{2}\right) \in R_{b_{1}}$. Since $\left(a_{1}, c_{1}\right) \in R_{b_{1}}$ and since $f$ preserves $R_{b_{1}}$ we have that $\left(f\left(a_{1}, a_{2}\right), f\left(c_{1}, c_{2}\right)\right)=\left(a_{1}, c_{2}\right) \in R_{b_{1}}$, and hence $\left(a_{1}, b_{1}, c_{2}\right) \in R$, which concludes the proof.

| $\circ$ | Id | $E$ |
| :---: | :---: | :---: |
| Id | Id | $E$ |
| $E$ | $E$ | 1 |

Figure 5.4: Multiplication table of the relation algebra K.

We want to remark that this implies that $\mathfrak{A}_{0}^{\mathrm{b}}$ and $\mathfrak{A}$ have exactly the same semilatice edges. The following example shows that in general it does not hold that $\operatorname{Pol}\left(\mathfrak{A}_{0}^{b}\right) \subseteq \operatorname{Pol}\left(\mathfrak{A}_{0}\right)$.
5.17 Example Let $K$ be the relation algebra with two atoms $\{I d, E\}$ and the multiplication table given in Figure 5.4. It is easy to see that the expansion of the infinite clique $K_{\omega}$ by all first-order definable binary relations is a normal representation of $\mathbf{K}$. Then $\mathfrak{K}_{0}$ does not have a majority polymorphism, but $\mathfrak{K}_{0}^{b}$ does since every binary relation on a two-element set is preserved by the (unique) majority operation on a two-element set.

### 5.2.3 No Affine Edges in the Atom Structure

We show in this section that under the assumption that $\mathfrak{A}_{0}^{b}$ has a Siggers polymorphism and has no affine edge, $\mathfrak{A}_{0}$ also has no affine edge. So let us assume for the whole section that $\operatorname{Pol}\left(\mathfrak{A}_{0}^{\mathrm{b}}\right)$ contains a Siggers operation and that $\mathfrak{A}_{0}^{\mathrm{b}}$ has no affine edge.

Since $\mathfrak{A}_{0}^{\mathrm{b}}$ is conservative and has no affine edge, there exists according to Proposition 2.42 a binary operation $v \in \operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ and a ternary operation $w \in \operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ such that for every two element subset $C$ of $A_{0}$,

- $\left.v\right|_{C}$ is a semilattice operation whenever $C$ has a semilattice edge, and $\left.v\right|_{C}(x, y)=x$ otherwise;
- $\left.w\right|_{C}$ is a majority operation if $C$ is a majority edge and $\left.w\right|_{C}(x, y, z)=\left.v\right|_{C}\left(\left.v\right|_{C}(x, y), z\right)$ if $C$ has a semilattice edge.

We define

$$
u(x, y, z):=w(v(v(x, y), z), v(v(y, z), x), v(v(z, x), y))
$$

5.18 Lemma The structures $\mathfrak{A}_{0}$ and $\mathfrak{A}_{0}^{\mathrm{b}}$ have exactly the same semilattice edges. Let $a, b \in A_{0}$ be such that $\{a, b\}$ has no semilattice edge in one of the structures. Then the restriction of $u$ to $\{a, b\}$ is a majority operation.

Proof: By Lemma 5.15 and Lemma 5.16 , the structures $\mathfrak{A}_{0}$ and $\mathfrak{A}_{0}^{\mathrm{b}}$ have exactly the same semilattice edges, since they have the same binary polymorphisms. The second statement follows from the definition of $u$ by means of $w$ and $v$.
5.19 Definition Let $f$ be a binary operation on $A_{0}$. Then we say that $\{a, b, c\} \subseteq A_{0}$ has the $f$-cycle $(x, y, z)$ if $\{x, y, z\}=\{a, b, c\}$ and $(x, y),(y, z)$, and $(z, x)$ are $f$-sl.
5.20 Lemma Let $a, b, c \in A_{0}$ be such that $(a, b)$ is $v$-sl but $(a, b, c)$ is not a $v$-cycle. Then $u(r, s, t) \neq a$ for any choice of $r, s, t \in A_{0}$ such that $\{r, s, t\}=\{a, b, c\}$.

Proof: We prove a series of intermediate claims.
Claim 1: If $\{x, y, z\}=\{a, b, c\}$ and $v(v(x, y), z)=a$, then $z=a$. We assume for contradiction that $z \neq a$ and distinguish the following cases.

1. $x=a, y=b, z=c$ : Then $v(v(x, y), z)=v(b, c) \in\{b, c\}$.
2. $x=a, y=c, z=b$ : Then $v(v(x, y), z) \in\{v(a, b), v(c, b)\} \subseteq\{b, c\}$.
3. $x=b, y=a, z=c$ : Then $v(v(x, y), z)=v(b, c) \in\{b, c\}$.
4. $x=c, y=a, z=b$ : Then $v(v(x, y), z) \in\{v(c, b), v(a, b)\} \subseteq\{b, c\}$.

In all four cases we have $v(v(x, y), z) \neq a$, which contradicts our assumption and proves the claim.

Claim 2: If $\{x, y, z\}=\{a, b, c\}$ and $v(v(x, y), z)=a$, then $(c, a)$ is $v$-sl.
By Claim 1 we get that $z=a$ and furthermore we have $v(x, y)=v(b, c)=c$ since otherwise $v(x, y)=v(b, c)=b$ and $v(v(x, y), z)=v(b, a)=b$, which contradicts our assumption. Assume for contradiction that $(c, a)$ is not $v$-sl and therefore one of the following holds:

1. $(a, c)$ is $v$-sl. It follows that $v(v(x, y), z)=v(c, a)=c$ which contradicts our assumption.
2. $\{a, c\}$ is a majority edge of $\mathfrak{A}_{0}^{\mathrm{b}}$. It follows again that $v(v(x, y), z)=v(c, a)=c$, since $v$ behaves like the projection on the first coordinate on majority edges. This contradicts our assumption.

Claim 3: If $\{x, y, z\}=\{a, b, c\}$ and $v(v(x, y), z)=a$, then $\{b, c\}$ is a majority edge of $\mathfrak{A}_{0}^{\mathrm{b}}$.
Assume for contradiction that there is a semilattice edge on $\{b, c\}=\{x, y\}$. By Claim 2 and our assumption that $(a, b, c)$ is not a $v$-cycle, the edge $(b, c)$ is not $v$-sl and therefore $(c, b)$ is $v$-sl. Therefore, we get $v(v(x, y), z)=v(b, a)=b$ which contradicts our assumption.

Claim 4: If $\{x, y, z\}=\{a, b, c\}$ and $v(v(x, y), z)=a$, then $v(v(z, x), y)=b=v(v(y, z), x)$ follows. By Claim 3, $\{b, c\}$ is a majority edge of $\mathfrak{A}_{0}^{\mathrm{b}}$ and it follows that $b=y$ and $c=x$ since otherwise $v(v(x, y), z)=v(b, a)=b$. Now we calculate

$$
v(v(z, x), y))=v(v(a, c), b))=v(a, b)=b=v(b, c)=v(v(b, a), c)=v(v(y, z), x)
$$

which proves the claim.
Now we are able to prove the statement of the lemma. Assume for contradiction that $u(r, s, t)=a$. Since $w$ preserves $U_{A \backslash\{a\}}$ this is only possible if at least one of the terms $v(v(r, s), t), v(v(s, t), r)$, or $v(v(t, r), s))$ evaluates to $a$. By Claim 4 we get that the two other terms evaluate to $b$. Since $(a, b)$ is $v$-sl we get that $w(a, b, b)=w(b, a, b)=w(b, b, a)=b$ which contradicts our assumption $u(r, s, t)=a$.
5.21 Theorem If $u \in \operatorname{Pol}\left(\mathfrak{A}_{0}^{b}\right)$, then $u \in \operatorname{Pol}\left(\mathfrak{A}_{0}\right)$.

Proof: We have to prove that $u$ preserves $R$. Let $\left(a_{1}, b_{1}, c_{1}\right),\left(a_{2}, b_{2}, c_{2}\right),\left(a_{3}, b_{3}, c_{3}\right) \in R$ and let

$$
(a, b, c):=\left(u\left(a_{1}, a_{2}, a_{3}\right), u\left(b_{1}, b_{2}, b_{3}\right), u\left(c_{1}, c_{2}, c_{3}\right)\right)
$$

Assume for contradiction that $(a, b, c) \notin R$. By Lemma 5.11, we may assume without loss of generality that $(a, a, b) \notin R$ and hence by Lemma $5.12(a, b)$ is a semilattice edge in $\mathfrak{A}_{0}$ and $(b, a)$ is not. By Lemma 5.18 the structures $\mathfrak{A}_{0}$ and $\mathfrak{A}_{0}^{b}$ have exactly the same semilattice edges. This implies that $\{a, b\}$ has a semilattice edge; this semilattice edge can only be $(a, b)$ and therefore $(a, b)$ is $v$-sl. Since $u$ preserves $R_{a_{1}} \cup R_{a_{2}} \cup R_{a_{3}}$ there exists $r \in\left\{a_{1}, a_{2}, a_{3}\right\}$ such that $(r, b, c) \in R$. By Lemma 5.13 we get that $(r, a)$ is not a semilattice edge in $\mathfrak{A}_{0}$ and therefore Lemma 5.16 implies that $(r, a)$ is not a semilattice edge in $\mathfrak{A}_{0}^{\mathfrak{b}}$ and we get that $(r, a)$ is not $v$-sl. Let $s \in\left\{a_{1}, a_{2}, a_{3}\right\} \backslash\{a, r\}$.

Claim1: $\{a, r, s\}$ does not have a $v$-cycle. Assume for contradiction that $\{a, r, s\}$ has a $v$-cycle. Since $(r, a)$ is not $v$-sl it follows that $(a, r)$ is $v$-sl and therefore $(s, a)$ is $v$-sl. We consider the following two cases:

1. $(s, b, c) \in R$. Then Lemma 5.13 applied to $a, s, b, c$ implies that $(s, a)$ is not a semilattice edge and therefore by Lemma $5.16(s, a)$ is not $v$-sl, which is a contradiction.
2. $(s, b, c) \notin R$. Note that $(s, s, b) \notin R$ holds, since $(s, a)$ is $v$-sl and $v((s, s, b),(a, a, a))=$ $(a, a, b) \in R$ yields a contradiction to $(a, a, b) \notin R$. Hence, Lemma 5.13 applied to $s, r, b, c$ implies that $(r, s)$ is not a semilattice edge and therefore by Lemma $5.16(r, s)$ is not $v$-sl, which is again a contradiction.

This proves that $\{a, r, s\}$ cannot have a $v$-cycle.
Claim 2: $u(a, a, r)=a$. Assume for contradiction that $u(a, a, r)=r$. Then $\{a, r\}$ is clearly not a majority edge of $\mathfrak{A}_{0}^{\mathrm{b}}$, and since $\mathfrak{A}_{0}^{\mathrm{b}}$ does not have affine edges it follows that $(a, r)$ is $v$-sl. Furthermore, $(a, r, s)$ is not a $v$-cycle and therefore Lemma 5.20 implies that $u\left(a_{1}, a_{2}, a_{3}\right) \neq a$ which contradicts the definition of $a$.

Finally, consider the following application of the polymorphism $u$ :

$$
u((a, a),(a, a),(r, b))=(a, b)
$$

Since $(a, a) \in R_{a}$ and $(r, b) \in R_{c}$ and since $u$ is in $\operatorname{Pol}\left(\mathfrak{A}_{0}^{b}\right)$ we get that $(a, b) \in R_{a} \cup R_{c}$. Hence, $(a, a, b) \in R$ or $(c, a, b) \in R$, which contradicts our assumptions.

### 5.2.4 Final Proof of the Main Result

We can now prove the main result of this chapter.

## Proof of Theorem 5.2:

Let $\mathbf{A}$ be a finite relation algebra that satisfies the assumptions and let $\mathfrak{A}_{0}$ be the atom structure of $\mathbf{A}$. We denote by $\mathfrak{A}_{0}^{\mathrm{b}}$ the binarisation of $\mathfrak{A}_{0}$ according to Definition 5.14 . It follows from the assumptions on $\mathbf{A}$ that $\operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ contains a Siggers operation. By Lemma 5.15 we get that $\operatorname{Pol}\left(\mathfrak{A}_{0}^{\mathrm{b}}\right)$ contains a Siggers operation as well. Note that $\mathfrak{A}_{0}^{\mathrm{b}}$ is a finite binary conservative structure and therefore Theorem 5.5 implies that $\mathfrak{A}_{0}^{\mathrm{b}}$ has no affine edges. Therefore, $\mathfrak{A}_{0}^{\mathrm{b}}$ satisfies the general assumption from Section 5.2 .3 and we can define the operation $u$ as it is done in the beginning of this section. Note that $u$ witnesses by Lemma 5.18 that $\mathfrak{A}_{0}^{\mathrm{b}}$ does not have an affine edge. We can now apply Theorem 5.21 and get that $u$ is also a polymorphism of $\mathfrak{A}_{0}$. Recall that $\mathfrak{A}_{0}$ and $\mathfrak{A}_{0}^{\text {b }}$ have by Lemma 5.16 exactly the same semilattice edges and therefore Lemma 5.18 and the fact that $u$ is a polymorphism of $\mathfrak{A}_{0}$ imply that $\mathfrak{A}_{0}$ does not have an affine edge. By Proposition 5.6 we get that there exists a 3-ary weak near unanimity polymorphism $f \in \operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ and a 4 -ary weak near unanimity polymorphism $g \in \operatorname{Pol}\left(\mathfrak{A}_{0}\right)$ such that

$$
\forall x, y, z \in B . f(y, x, x)=g(y, x, x, x)
$$

holds. Theorem 5.7 implies that $\operatorname{CSP}(\mathfrak{B})$ and thus also $\operatorname{NSP}(\mathbf{A})$ can be solved by a Datalog program.

| $\circ$ | Id | $<$ | $>$ | $\mid$ |
| :---: | :---: | :---: | :---: | :---: |
| Id | Id | $<$ | $>$ | $\mid$ |
| $<$ | $<$ | $<$ | $\{$ Id,$<,>\}$ | $\{<, \mid\}$ |
| $>$ | $>$ | 1 | $>$ | $\mid$ |
| $\mid$ | $\mid$ | $\mid$ | $\{>, \mid\}$ | 1 |

Figure 5.5: Multiplication table of the left-linear point algebra LLP.

### 5.3 Examples and Discussion

As mentioned in the introduction, an important goal in the study of NSPs is to understand which problems can be solved by a Datalog program, in particular by a (2,3)-Datalog program.

Question Which finite relation algebras have a NSP that

- can be solved by a Datalog program?
- can be solved by a Datalog program of width $(2,3)$ ?

We would like to give a brief overview of the state of research, formulate some open problems and discuss our findings. Let us first look at how these questions relate to Hirsch's RBCP. A priori, it could be that every polynomial-time solvable NSP is also solvable by a Datalog program of width $(2,3)$. However, there is an example of a relation algebra whose NSP is in P but cannot be solved by a Datalog program of any width.
5.22 Example The left-linear point algebra LLP (see [Hir97,Dün05]) consists of the atoms $L L P_{0}=\{\mathrm{Id},<,>, \mid\}$ and the composition operation is given by the multiplication table in Figure 5.5. There exist several polynomial-time algorithms that solve the network satisfaction problem of LLP [Hir97, BJ03, BK02]. On the other hand, NSP(LLP) cannot be solved by a Datalog program of any width (see Problem 3.8 in [BM11] and consider [Bod21] for the proof). We would like to note that LLP has a fully universal square representation (Example 5.5.6 in [Bod21]).

As in the case of the RBCP, it might be promising to restrict the Datalog classification task to relation algebras with a normal representation. How is the situation for those relation algebras? The left-linear point algebra has no normal representation (Example 7 in [Bod18]), and we unfortunately lack an example of a polynomial-time tractable NSP for a relation algebra with normal representation that cannot be solved by a Datalog program.
5.23 Problem Find a finite relation algebra with a normal representation that has a polynomial-time tractable NSP which cannot be solved by a Datalog program .

To our knowledge, even the following problem is open.
5.24 Problem Find a finite relation algebra with a normal representation that has a polynomial-time tractable NSP which cannot be solved by a Datalog program of width $(2,3)$.

The main result of this section is that there is no such example in the class of finite symmetric relation algebras with a flexible atom. However, we do not know whether all these problems can be solved by a program of width $(2,3)$. A close inspection of the reduction to the CSP of the atom structure (Section 4.3) yields width $(4,6)$. It might be possible to do a little better (see for example [MNPW21]) but we do not see how width $(2,3)$ can be shown. We are optimistic that an analysis analogous to the recent work [Wro20a, Wro20b] can achieve a solution to the following problem.
5.25 Problem Prove Theorem 5.2 with solvability by a Datalog program of width $(2,3)$ in the conclusion.

As we have seen, the proof of Theorem 5.2 is based on the Datalog solvability of the CSP of the atom structure. This procedure cannot be transferred to relation algebras with normal representations. There are several counterexamples at different levels. The first example is the point algebra.
5.26 Example Recall the point algebra from Example 2.5. This relation algebra has a normal representation and its NSP is solvable by a $(2,3)$-Datalog program. However, $\operatorname{CSP}\left(\mathfrak{A}_{0}\right)$ is NP-hard for its atom structure $\mathfrak{A}_{0}$ and does not serve as a reason for the polynomial-time solvability of the NSP, let alone for its Datalog solvability.

This example raises the question whether, at least under the assumption that $\operatorname{CSP}\left(\mathfrak{A}_{0}\right)$ is in P, the Datalog solvability of the NSP is always determined by the Datalog solvability of $\operatorname{CSP}\left(\mathfrak{A}_{0}\right)$. Surprisingly, this is not the case either, as the following example shows.
5.27 Example Consider the relation algebra $\mathbf{C}$ with atoms $\{\operatorname{Id}, E, N\}$ and the multiplication table in Figure 5.6. This relation algebra has a normal representation, namely the expansion of the infinite disjoint union of the clique $K_{2}$ by all first-order definable binary relations. We denote this structure by $\overline{\omega K_{2}}$. One can observe that CSP $\left(\overline{\omega K_{2}}\right)$ and therefore also the NSP of the relation algebra can be solved by the following ( 2,3 )-Datalog program. Note that we assume that the relations of the instance are symmetric in order to keep the presentation of the following program clear.

$$
\begin{aligned}
D(x, y) & :-E(x, y) \\
D(x, y) & :-(\operatorname{Id} \cup E)(x, y) \\
\text { false } & :-D(x, y), N(x, y) \\
\mathrm{Id}^{*}(x, y) & :-(\operatorname{Id} \cup N)(x, y), D(x, y)
\end{aligned}
$$

$$
D(x, y):-\operatorname{Id}(x, y)
$$

$$
D(x, y):-D(x, z), D(z, y)
$$

| $\circ$ | Id | $E$ | $N$ |
| :---: | :---: | :---: | :---: |
| Id | Id | $E$ | $N$ |
| $E$ | $E$ | Id | $N$ |
| $N$ | $N$ | $N$ | 1 |

Figure 5.6: Multiplication table of the relation algebra C.

$$
\begin{array}{rlrl}
E^{*}(x, y) & :-(E \cup N)(x, y), D(x, y) & \\
\operatorname{Id}^{*}(x, y) & :-\operatorname{Id}(x, y) & \operatorname{Id}^{*}(x, x) & :- \\
\operatorname{Id}^{*}(x, y) & :-\operatorname{Id}^{*}(x, z), \operatorname{Id}^{*}(z, y) & \operatorname{Id}^{*}(x, y) & :-E^{*}(x, z), E^{*}(y, z) \\
E^{*}(x, y) & :-E(x, y) & E^{*}(x, y) & :-E^{*}(x, z), \operatorname{Id}^{*}(y, z) \\
\text { false } & :-\operatorname{Id}^{*}(x, y), E^{*}(x, y) & &
\end{array}
$$

One can check that this program solves $\operatorname{CSP}\left(\overline{\omega K_{2}}\right)$. Let $\mathfrak{C}_{0}$ be the atom structure of the relation algebra. It follows from Proposition 33 in [BMPP19] that $\mathfrak{C}_{0}$ has a Siggers polymorphism and therefore $\operatorname{CSP}\left(\mathfrak{C}_{0}\right)$ is polynomial-time solvable. However, $\operatorname{CSP}\left(\mathfrak{C}_{0}\right)$ is not solvable by a Datalog program. We argue that $\mathfrak{C}_{0}$ has an affine edge on $\{\mathrm{Id}, E\}$ which implies by [Bul11] that CSP $\left(\mathfrak{C}_{0}\right)$ cannot be solved by a Datalog program. Suppose for contradiction that $\mathfrak{C}_{0}$ has a semilattice edge on $\{\operatorname{Id}, E\}$, witnessed by a polymophism $f$. By the definition of the relation algebra the tuples $(E, E, E)$ and $(\mathrm{Id}, \mathrm{Id}, E)$ are not in the relation $R^{\mathfrak{C}_{0}}$, but $(E, E, \mathrm{Id})$ is. This yields a contradiction for $f((E, E, \mathrm{Id}),(E, \mathrm{Id}, E))$ for both possibilities $f(E, \mathrm{Id})=E=f(\mathrm{Id}, E)$ and $f(E, \mathrm{Id})=\mathrm{Id}=f(\mathrm{Id}, E)$. Furthermore, there can also be no majority operation $m$ on $\{\operatorname{Id}, E\}$, since $m((E, E, \operatorname{Id}),(E, \operatorname{Id}, E),(\operatorname{Id}, E, E))=,(E, E, E) \in$ $R^{\mathfrak{C}_{0}}$ is a contradiction. Since $\mathfrak{C}_{0}$ has a Siggers polymorphism, $\{I d, E\}$ is an affine edge.

This example indicates that the Datalog classification question for NSPs of relation algebras with a normal representation cannot be shown by means of polymorphisms of the atom structure, or, in other words, by means of canonical polymorphisms. We want to point out recent results in [MNPW21] and [BR22] concerning these questions in other classes of reducts of finitely bounded homogeneous structures.
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[^0]:    ${ }^{1}$ Formal definitions of all terminology can be found in Chapter 2.

[^1]:    ${ }^{2}$ See Example 5.1.
    ${ }^{3}$ For an introduction to complexity theory see [AB09].

[^2]:    ${ }^{4}$ The answer is yes.
    ${ }^{5}$ The problem is again in $P$.
    ${ }^{6}$ All those problems are in P, see Example 4.23.

[^3]:    ${ }^{7}$ The composition $R \circ D$ of two binary relations is defined as $R \circ D:=\{(x, z) \mid \exists y \cdot((x, y) \in R \wedge(y, z) \in D)\}$.

[^4]:    ${ }^{8}$ See the survey [Mac11].
    ${ }^{9}$ Also known as the Rado graph or Random graph.

[^5]:    ${ }^{10}$ All those problems can be solved by Datalog programs, see Example 5.1.
    ${ }^{11}$ See Example 5.22.

[^6]:    ${ }^{1}$ We recommend $[\mathrm{AB} 09]$ for an introduction to complexity theory.

