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Abstract

Safe and reliable operation of nuclear power plants is the basic requirement for the
utilization of nuclear energy since accidents can release radioactivity and with that
cause irreversible damage to human beings. Reliability and safety of nuclear reac-
tors are highly dependent on the stability of thermal hydraulic processes occurring
in them. Nucleate boiling occurs in Pressurized Water Reactors (PWRs) and Boiling
Water Reactors (BWRs) as well as in their passive safety systems during an accident.
Passive safety systems are solely driven by thermal gradients and gravitational force
removing residual heat from the reactor core independent of any external power
supply in the case of accidents. Instability of flow boiling in these passive circuits
can cause flow oscillations. These oscillations may induce insufficient local cool-
ing and mechanical loads, which threatens the reactors’ safety. Analysis of boiling
two-phase flow and associated heat and mass transfer requires an accurate mod-
eling of flow regime transitions and prediction of boiling parameters such as void
fraction, steam bubble sizes, heat transfer coefficient, etc. Flow boiling has been
intensively investigated through experiments, one-dimensional codes, and Compu-
tational Fluid Dynamics (CFD) methods. Costly hardware and no accessibility to all
locations in complex geometries restrict the experimental investigation of flow boil-
ing. Since one-dimensional codes such as ATHLET, RELAP and TRACE are ”lumped
parameter” codes, they are unable to simulate complex flow boiling transition pat-
terns.

In the last decades, with the development of supercomputers, CFD has been con-
sidered as a useful tool to model heat and mass transfer occurring in flow boiling
regimes. In many industrial applications and system designs, CFD codes and partic-
ularly the Eulerian-Eulerian (E-E) two-fluid model are quickly replacing the experi-
mental and analytical methods. However, the application of this approach for flow
boiling modelling poses a challenge for the development of bubble dynamics and
wall boiling models to predict heat and mass transfer at the heating wall as well as
phase-change mechanism. Many empirical and mechanistic models have been pro-
posed for bubble dynamics modelling. Nevertheless, the validity of these models for
only a narrow range of operating conditions and their uncertainties limit their ap-
plicability and consequently presently necessitate us to calibrate them for a given
boundary condition via calibration factors. For that reason, the first aim of this
thesis is the development of a bubble dynamics model for subcooled boiling flow,
which needs no calibration factor to predict the bubble growth and detachment.
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This mechanistic model is formulated based on the force balance approach, physics
of a single nucleated bubble and several well-developed models to cover the whole
bubble life cycle including formation, growth and departure. This model considers
dynamic inclination angle and contact angles between the bubble and the heating
wall as well as the contribution of microlayer evaporation, thermal diffusion and
condensation around the bubble cap. Validation against four experimental flow
boiling data sets was conducted with no case-dependent recalibration and yielded
good agreement. The second goal is the implementation of the developed bubble
dynamics model in the E-E two-fluid model as a sub-model to improve the accuracy
of boiling flow simulation and reduce the case dependency. This implementation
requires an extension of the nucleation site activation and wall heat-partitioning
models. The bubble dynamics and heat-partitioning models were coupled with the
Population Balance Model (PBM) to handle bubble interactions and predict the Bub-
ble Size Distribution (BSD). In addition, the contribution of bubble sliding to wall
heat transfer, which has been rarely considered in other modelling approaches, is
considered. Validation for model implementation in the E-E two-fluid model was
made with ten experimental cases including R12 and R134a flow boiling in a pipe
and an annulus. These test cases cover a wide range of operating parameters such
as wall heat flux, fluid velocity, subcooling temperature and pressure. The validated
parameters were the bubble diameter, void fraction, bubble velocity, Interfacial Area
Density (IAD), bubble passing frequency, liquid and wall temperatures.

Two-phase flow morphologies for an upward flow in a vertical heating pipe may
change from bubbly to slug, plug, and annular flow. Since these flow patterns
have a great impact on the heat and mass transfer rates, an accurate prediction of
them is critical. The aim of this thesis is the implementation of the developed bub-
ble dynamics and heat-partitioning models in the recently developed GENeralized
TwO-Phase flow (GENTOP) framework for the modelling of these flow patterns
transition as well. An adopted wall heat-partitioning model for high void fractions
is presented and for a generic test case, flow boiling regimes of water in a vertical
heating pipe were modelled using ANSYS CFX 18.2. Moreover, the impacts of wall
superheat, subcooling temperature and fluid velocity on the flow boiling transition
patterns and the effects of these patterns on the wall heat transfer coefficient were
evaluated.

Keywords: subcooled flow boiling, passive safety systems, bubble dynamics, CFD
simulation, flow boiling transition patterns, GENTOP



Zusammenfassung

Der sichere und zuverlässige Betrieb von Kernkraftwerken ist Voraussetzung für die
Nutzung der Kernenergie, weil es bei Unfällen zur Freisetzung von Radioaktivität
und damit zur irreversiblen Schädigung von Menschen kommen kann. Die Zuverläs-
sigkeit und Sicherheit von Kernreaktoren hängt in hohem Maße von der Stabilität
der in ihnen ablaufenden thermohydraulischen Prozesse ab. Siedevorgänge treten
in Druckwasserreaktoren (DWR) und Siedewasserreaktoren (SWR) sowie in ihren
passiven Sicherheitssystemen während eines Unfalls auf. Passive Sicherheitssys-
teme werden ausschließlich durch thermische Gradienten und die Schwerkraft
angetrieben, die bei Unfällen unabhängig von einer externen Energieversorgung
Restwärme aus dem Reaktorkern abführen. Die Instabilität des Strömungssiedens
in diesen passiven Kreisläufen kann zu Strömungsoszillationen führen. Diese Os-
zillationen können zu einer unzureichenden lokalen Kühlung und mechanischen
Lasten führen, die die Sicherheit des Reaktors gefährden. Die Analyse der sieden-
den Zweiphasenströmung und des damit verbundenen Wärme- und Stofftransfers
erfordert eine genaue Modellierung der Übergänge zwischen den Strömungszustän-
den und die Vorhersage von Siedeparametern wie Gasvolumenanteil, Blasengrößen,
Wärmeübergangskoeffizient usw. Das Strömungssieden wurde mit Hilfe von Ex-
perimenten, eindimensionalen Codes und Methoden der numerischen Fluiddy-
namik (CFD) eingehend untersucht. Kostspielige Versuchsstände und fehlende
Zugänglichkeit zu allen Stellen in komplexen Geometrien schränken die experi-
mentelle Untersuchung des Strömungssiedens ein. Da es sich bei eindimension-
alen Codes wie ATHLET, RELAP und TRACE um "lumped parameter"-Codes han-
delt, sind sie nicht in der Lage, komplexe instationäre Strömungsmusterübergänge
zu simulieren.

Mit der Entwicklung der Rechentechik in den letzten Jahrzehnten, hat sich CFD
zunehmend als nützliches Werkzeug für die Simulation des Wärme- und Stofftrans-
fers in siedenden Strömungsregimen entwickelt. In vielen industriellen Anwendun-
gen und Systemdesigns ersetzen CFD-Simulationen die experimentellen und ana-
lytischen Methoden. Für Mehrphasenströmungen in mittleren und großen Skalen
wird dabei meist das Euler-Euler (E-E)-Zwei-Fluid-Modell genutzt. Die Anwen-
dung dieses Ansatzes für die Modellierung des Strömungssiedens erfordert jedoch
die Entwicklung von Modellen für die Blasendynamik und das Wandsieden, um
den Wärme- und Stoffübergang an der beheizten Wand sowie den Phasenwech-
selmechanismus vorherzusagen. Für die Modellierung der Blasendynamik sind
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viele verschiedene empirische und mechanistische Modelle vorgeschlagen worden.
Die begrenzte Gültigkeit dieser Modelle für einen engen Bereich von Betriebsbe-
dingungen und ihre Unsicherheiten schränken jedoch ihre Anwendbarkeit ein und
machen es bisher erforderlich, sie über Kalibrierungsfaktoren für eine bestimmte
Randbedingung zu kalibrieren. Aus diesem Grund ist das erste Ziel dieser Disserta-
tion die Entwicklung eines Modells für die Blasendynamik im Fall von Strömungen
mit unterkühltem Sieden, das keinen Kalibrierungsfaktor für die Vorhersage des
Blasenwachstums und der Ablösung benötigt. Dieses mechanistische Modell basiert
auf dem Ansatz des Kräftegleichgewichts, der Physik einer einzelnen an einem Keim
gebildeten Blase und mehreren Modellen, die den gesamten Lebenszyklus einer
Blase, einschließlich Bildung, Wachstum und Zerfall, abdecken. Dieses Modell
berücksichtigt die dynamischen Neigungwinkel und den Kontaktwinkel zwischen
der Blase und der beheizten Wand sowie den Beitrag der Verdampfung der dünnen
Flüssigkeitsschicht unterhalb der Blase, die thermische Diffusion und die Kondensa-
tion um die Blasenkappe. Die Validierung anhand von vier experimentellen Daten-
sätzen zum Strömungssieden wurde ohne fallabhängige Rekalibrierung durchge-
führt und ergab eine gute Übereinstimmung. Das zweite Ziel ist die Implemen-
tierung des entwickelten Blasendynamikmodells in das E-E-Zwei-Fluid-Modell, um
die Genauigkeit der Simulation von siedenden Strömungen zu verbessern und die
Fallabhängigkeit zu verringern. Diese Implementierung erfordert eine Erweiterung
der Modelle für die Aktivierung der Siedekeime und die Wandwärmeverteilung.
Die Modelle für die Blasendynamik und die Aufteilung des Wandwämestroms wur-
den mit dem Populationsbilanzmodell (PBM) gekoppelt, um Blaseninteraktionen
zu berücksichtigen und die Blasengrößenverteilung (BSD) vorherzusagen. Darüber
hinaus wird der Beitrag des Gleitens von Blasen an der Wand auf den Wand-
wärmeübergang berücksichtigt, der in anderen Modellierungsansätzen nur selten
in Betracht gezogen wurde. Die Validierung der Modellimplementierung im E-E-
Zwei-Fluid-Modell erfolgte anhand von zehn experimentellen Fällen, bei denen
R12 und R134a in einem Rohr und einem Ringraum sieden. Diese Testfälle decken
eine breite Palette von Betriebsparametern ab, wie z. B. den Wandwärmestrom,
die Flüssigkeitsgeschwindigkeit, die Unterkühlungstemperatur und den Druck. Die
validierten Parameter waren der Blasendurchmesser, der Gasvolumenanteil, die
Blasengeschwindigkeit, die Grenzflächendichte (IAD), die Blasenfrequenz sowie die
Flüssigkeits- und Wandtemperatur.

Die Morphologie der Zweiphasenströmung bei einer Aufwärtsströmung in einem
vertikalen beheizten Rohr kann von einer Blasenströmung bis zu Schwallströ-
mung, Pfropfenströmung und Ringströmung variieren. Da diese Strömungsmuster
einen großen Einfluss auf die Wärme- und Stoffübergangsraten haben, ist eine
genaue Vorhersage von entscheidender Bedeutung. Das Ziel dieser Disserta-
tion ist die Implementierung der entwickelten Blasendynamikmodelle und der



Modelle für die Aufteilung des Wärmestroms in das kürzlich entwickelte GEN-
eralized TwO-Phase flow (GENTOP) Framework zur Modellierung solcher Strö-
mungsmusterübergänge. Es wird ein adaptiertes Modell für die Aufteilung des
Wärmestroms im Fall hoher Gasvolumenanteile vorgestellt und für einen gener-
ischen Testfall das Strömungssieden von Wasser in einem vertikalen Heizungsrohr
mit ANSYS CFX 18.2 modelliert. Darüber hinaus wurden die Auswirkungen der
Wandüberhitzung, der Unterkühlungstemperatur und der Fluidgeschwindigkeit
auf die Strömungsregimeübergänge beim Strömungssieden und die Auswirkungen
dieser Übergänge auf den Wandwärmeübergangskoeffizienten untersucht.

Schlüsselwörter: Unterkühltes Strömungssieden, passive Sicherheitssysteme,
Blasendynamik, CFD-Simulation, Strömungsregimeübergänge beim Sieden, GEN-
TOP
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Nomenclature

Abbreviations
AIAD Algebraic Interfacial Area Density
BIT Bubble Induced Turbulence
BSD Bubble Size Distribution
BWR Boiling Water Reactor
CCC Containment Cooling Condenser
CFD Computational Fluid Dynamics
CHF Critical Heat Flux
EC Emergency Condenser
E-E Eulerian-Eulerian
E-L Eulerian-Lagrangian
GasD Dispersed Gas
GasC Continuous Gas
GasT Total Gas (GasD plus GasC)
GENTOP GENeralized TwO-Phase flow
iMUSIG Inhomogeneous MUltiple SIze Group
IAD Interfacial Area Density
LWR Light Water Reactor
MUSIG MUltiple SIze Group
NVG Net Vapor Generation
ONB Onset of Nucleate Boiling
PBM Population Balance Model
PPPT Passive Pressure Pulse Transmitter
PWR Pressurized Water Reactor
RPI Rensselaer Polytechnic Institute
RPV Reactor Pressure Vessel
SWR ”SiedeWasserReaktor”-German word for BWR

Latin symbols
Aif Interfacial area density, ( 1

m)
Ac,g Wall area fraction influenced by continuous gas, (−)
Ac,l Wall area fraction influenced by liquid, (−)
Aq Bubble influence area fraction, (−)
Ab Heating wall area fraction influenced by dispersed bubbles, (−)
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C2 Microlayer constant, (−)
CL Lift force coefficient, (−)
Cp Specific heat capacity, ( J

kg.K)
db Bubble diameter, (m)
dcr Bubble critical diameter, (m)
dd Bubble departure diameter, (m)
dl Bubble lift-off diameter, (m)
dSM Bubble Sauter mean diameter, (m)
dw Bubble base diameter, (m)
Dh Hydrodynamic diameter of channel, (m)
Eö Eötvös number, (−)
f Bubble occupation number, (−)
fb Bubble blending function, (−)
fd Droplet blending function, (−)
fr Bubble departure frequency, (1s )
fsub Portion of bubble surface in contact with subcooled liquid, (−)
F Force, (N)
F b Buoyancy force, (N)
FB Breakup coefficient, (−)
FC Coalescence coefficient, (−)
F cp Contact pressure force, (N)
F drag Drag force, (N)
F growth Bubble growth force, (N)
F L Lift force, (N)
FW Wall lubrication force, (N)
F sl Shear lift force, (N)
F surf Surface tension force, (N)
F TD Turbulent dispersion force, (N)
F VM Virtual mass force, (N)
g Gravity, (ms2 )
G Mass flux, ( kg

m2.s)
h Specific enthalpy, ( J

kg)
hbt Bubble bottleneck height, (m)
hc Height of bubble without bottleneck, (m)
hfc Forced-convection heat transfer coefficient, ( W

m2.K)
hfg Latent heat, ( J

kg)
Ht Total enthalpy, ( J

kg)
Ja Jakob number, (−)
k Turbulent kinetic energy, (m

2

s2 )
kint Interface curvature, (−)



K Bubble influence area factor, (−)
k Mass, (kg)
ṁ Mass transfer rate, (kgs )
n Unit normal vector, (−)
N Nucleation site density, (m−2)
Nref Reference nucleation site density, (m−2)
Nu Nusselt number, (−)
P Pressure, (Pa)
Q Heat flux, ( W

m2 )
Q̇ Heat transfer rate, (W)
Qc Single-phase convection heat flux, ( W

m2 )
Qe Evaporation heat flux, ( W

m2 )
Ql Heat flux to liquid, ( W

m2 )
Qq Quenching heat flux, ( W

m2 )
Qw Wall heat flux, ( W

m2 )
rb Bubble radius, (m)
rc Radius of curvature, (m)
rdo Dryout radius, (m)
rw Bubble contact radius (base radius), (m)
Ri Outer diameter of inner pipe in an annulus, (m)
Ro Inner diameter of outer pipe in an annulus, (m)
Rp Pipe radius, (m)
Re Reynolds number, (−)
Sd Bubble sliding length, (m)
Sn Distance between two neighboring nucleation sites, (m)
Tw,ac Cavity activation temperature, (K)
Tb Fluid bulk temperature, (K)
Tin Inlet liquid temperature, (K)
Tl Liquid temperature, (K)
Tsat Saturation temperature, (K)
Tw Heating wall temperature, (K)
t Time, (s)
td Bubble departure time, (s)
tw Bubble waiting time, (s)
u Velocity in x-direction, (ms )
v Velocity in y-direction, (ms )
w Velocity in z-direction, (ms )
U Fluid velocity, (ms )
U τ Friction velocity, (ms )
∆t Time step, (s)



∆T ca Average wall superheat of a cavity, (K)
∆T sup Wall superheat (Tw − Tsat), (K)
∆T sub Subcooling temperature (Tsat − Tl), (K)
∆x Grid size, (m)
z Axial position, (m)

Greek symbols
τ Shear stress, (Pa)
τg Maximal inertia-controlled growth time, (s)
α Void fraction, (−)
αC GasC void fraction, (−)
αD GasD void fraction, (−)
αT GasT void fraction, (−)
α′ Thermal diffusivity, (m

2

s )
δ Dirac delta function, (−)
δmi Microlayer thickness, (m)
δth Thermal layer thickness, (m)
δtl Thickness of turbulent hydrodynamic layer, (m)
δw Wall thickness, (m)
φsurf Interface blending function, (−)
β Bubble contact angle, (rad)
βad Advancing contact angle of macrolayer, (rad)
βre Receding contact angle of macrolayer, (rad)
βs Bubble expected contact angle, (rad)
θb Bubble inclination angle, (rad)
θw Wall orientation angle, (rad)
σ Surface tension, (Nm)
Γ Torque of force, (N.m)
ρ Density, ( kg

m3 )
λ Thermal conductivity, ( W

m.K)
ϵ Turbulence dissipation rate, (m

2

s3 )
ω Specific dissipation rate, (1s )
γ Interface surface tension, (Nm)
ν Kinematic viscosity, (m

2

s )
µ Dynamic viscosity, (Pa.s)

Subscripts
b Bubble
c Convection
cond Condensation
clust Cluster



dg Dispersed gas
drop Droplet
cg Continuous gas
e Evaporation
Ent Entrainment
fc Forced-convection
fs Interface
g Gas phase
in Inlet (input)
int Interface
j Velocity group indicator in the iMUSIG model
l Liquid phase
m Mixture
ma Macrolayer
mi Microlayer
n Surface normal direction
q Quenching
sat Saturation
sta Static
t Surface tangential direction
td Thermal diffusion
w Heating wall

Superscripts
eff Effective
turb Turbulence





Introduction 1
1.1 Background and motivation

Resource scarcity and environmental problems related to fossil fuels have made
nuclear energy production a good alternative to meet the growing global energy
demand [1]. At present, nuclear reactors generate about 15% of the world’s elec-
tricity [2] and approximately 80% of nuclear power is generated by Pressurized
Water Reactors (PWRs) and Boiling Water Reactors (BWRs) [3]. Despite the sig-
nificance of nuclear energy for generating electricity, one of the most significant
concerns about nuclear reactors has always been their safety since accidents like
coolant leakage can release radioactive materials into the environment and cause
an irreversible damage to living beings [4]. Therefore, safety and reliability of nu-
clear reactors have been under continuous development since the first commercial
exploitation of a civil nuclear power plant in the 1950s [5].

In a BWR water as a coolant is evaporated in the reactor core with the nuclear fis-
sion heat generated in the fuel rods. The produced steam is then dried by a dryer
and used to drive a turbine. It is then condensed and recycled back to the reactor
core. In a PWR, the heat generated in the reactor core is transferred to the coolant
flow in the primary loop. The secondary circuit then uses this heat to convert water
into steam for turbine rotation and the steam is later condensed and recycled. High
heat fluxes for the operation of both BWRs and PWRs are achieved by nucleate boil-
ing under a high-pressure subcooled liquid flow condition [6]. Flow boiling occurs
when a liquid flow is brought into contact with a heating wall at a temperature that
exceeds the Onset of Nucleate Boiling (ONB) temperature. The ONB point refers
to the primary formation of bubbles at the heating wall. At the beginning of nu-
cleation, bubbles leave the heating wall and condense in the bulk since the bulk
liquid temperature is below its saturation one. They heat the subcooled liquid and
when the bulk liquid approaches the saturation temperature the void fraction in-
creases. Further downstream, the two-phase flow morphologies may change from
bubbly to slug, plug, and annular flow sequentially dependent on the boundary
condition and channel geometry as shown in Figure 1.1 [7]. These two-phase flow
regimes have a great impact on the heat and mass transfer rates. Further increase
in void fraction develops annular flow in which the vapor phase accelerates and
forms a "chimney" with a continuous liquid film on the heating wall. After some
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distance, the liquid film on the heating wall may deplete. This liquid depletion,
which leads to a dryout at a moderate wall heat flux and Departure from Nucleate
Boiling (DNB) at a high heat flux, is named Critical Heat Flux (CHF) as shown in
Figure 1.1 [8]. CHF sharply decreases the heat transfer coefficient with a rapid
wall temperature excursion and burnout may occur due to the overheating of the
heating surface [8]. Therefore, boiling crises such as dryout in BWRs and DNB in
PWRs may have disastrous consequences and must be avoided.

Single-phase liquid

Bubbly flow

Slug flow

Dispersed droplet flow

Annular flow

Dryout

ONB

Liquid

Vapor Single-phase liquid

Bubbly flow

Inverted annular flow

Dispersed droplet flow

DNB

ONB

(a) (b)

Subcooled liquidSubcooled liquid

Figure 1.1: Two-phase flow regimes in a vertical heating pipe with a) moderate and b) high
heat flux.

Nowadays one of the major research directions in reactors safety systems is sta-
bility analyses of two-phase flows occurring in passive safety systems of the third
generation of BWRs. Passive safety systems remove the decay heat from the reac-
tor core by taking advantage of gravitational force and thermal gradients in the
event of an accident [9]. They operate without using active components such as
pumps and emergency electrical supplies as well as manual intervention. These nat-
ural circulation loops eliminate the costs associated with installation, maintenance
and operation of active safety systems like multiple pumps. However, they are sus-
ceptible to thermal-hydraulic instabilities. Although instabilities can occur in both
forced and natural circulation loops, the latter is inherently more unstable than
the former due to the relatively low driving force in natural systems (buoyancy)
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compared to forced convection [10]. Instabilities of flow boiling in passive safety
systems of nuclear reactors may cause flow oscillations [11]. These oscillations af-
fect the local heat transfer characteristics and may induce insufficient local cooling
and mechanical vibrations which threatens reactor’s safety [10]. As a result, the
parameters such as bubble size, void fraction, heat transfer coefficient as well as
flow transition patterns play an important role in the stability of natural circulation
flows in passive systems [10, 12]. Therefore, thermal-hydraulic parameters of flow
boiling occurring in passive safety systems of nuclear reactors need to be accurately
predicted.

An innovative BWR, the so-called KERENA (formerly called SWR-1000) was devel-
oped by Framatome [9] to meet the highest safety standards including control of
core accidents by supplementing active safety systems with passive safety equip-
ment [13]. The major parts of KERENA’s passive systems include containment
cooling condensers (CCCs), emergency condensers (ECs), passive pressure pulse
transmitters (PPTs) and passive flooding lines as shown in Figure 1.2 [14].
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1- Containment cooling condenser (CCC)
2- Emergency condenser (EC)
3- Passive flooding lines
4- Passive pressure pulse transmitter (PPPT) 

𝐇𝟐𝐎

5- Storage pool
6- Overflow pipe
7- Core flooding pool

5

67

Figure 1.2: KERENA concept and the major parts of its passive safety system.

The function of the CCC is to transfer the residual heat from the containment to
the storage pool located above it upon the failure of active residual heat removal
system in the event of system malfunction [14]. The CCC system comprises of four
heat exchangers hanged at the top of the containment vessel as shown in Figure 1.2.
During normal operation mode, the condenser tubes are filled with subcooled water
from the storage pool vessel and the CCC is not actuated [15]. Decay heat removal
from the containment occurs by temperature rise in the containment (number 1 in
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Figure 1.2) [9]. The temperature increases occurs due to two causes: firstly, the
safety relief valve is opened and steam is simultaneously released and secondly, the
flooding pool is heated up by the EC (number 2 in Figure 1.2) [9]. Due to a temper-
ature difference between water inside the CCC tubes and steam in the containment,
the heat transfer from the containment to the water in the tubes is initiated [15].
The surplus steam in containment condenses on the outer surface of tubes as shown
in Figure 1.2. The heat released during the condensation is transferred by heat con-
duction through the tubes wall to the subcooled water inside the CCC. It leads to
initiate subcooled boiling in the CCC [14–17] and drives another passive heat trans-
fer to the storage pool through a natural circulation [16]. Different flow regimes,
which are show in Figure 1.1 are formed in the CCC. These complex flow morpholo-
gies are prone to thermal hydraulic instabilities caused by the excursion of flow due
to differences in the pressure drop characteristics of different flow patterns [10, 12,
18, 19]. Therefore, in order to avoid the occurrence of instabilities in the CCCs
of KERENA it is required to accurately predict the thermal-hydraulic parameters of
flow boiling regimes.

Flashing is another type of instability which may occur in the passive cooling loops
of the KERENA concept [20]. During the naturally driven circulation loop, warm
water coming from the CCC goes up through a long adiabatic rising pipe (discharge
line in the storage pool). It is cooled in the storage pool vessel at the top of the
circuit (number 5 in Figure 1.2) and then goes down back to the CCC again. If
the water temperature entering the adiabatic rising pipe is high enough flashing
boiling could occur there due to a reduction in hydrostatic pressure [20]. Steam
formation increases circulation flow rates and causes a subsequent decrease of the
water temperature. Consequently, flashing may eventually stop and the flow rate
will be low again, so that the water temperature will raise leading to a new flashing
cycle.

Another part of the KERENRA’s passive cooling system is the ECs. They are tabu-
lar heat exchangers, which are designed for passive heat removal from the Reactor
Pressure Vessel (RPV) to the core flooding pools in the event of an accident as
shown in Figure 1.3. They remove heat from the core and thereby depressurize the
reactor system after a scram with a heat-removal capacity of approximately 240
MW at a pressure of 71 bar [14]. The ECs consist of a steam line from the RPV, a
condensate return line equipped with an anti-circulation loop back to the RPV and
the condenser tubes as shown in Figure 1.3. They are connected to the RPV with
no isolation pipes and are actuated when the level of water inside the RPV drops.
Figure 1.3 shows the normal operation mode where the water level in the RPV is
higher than in the EC (left side) and an accident mode where the water level in
the RPV is lower than the one in the EC (right side). If the water level in the RPV
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drops to a certain level due to an accident, steam from the RPV will flow into the
condenser tubes. The steam then condenses inside the EC and the resulting con-
densate returns to the RPV due to gravity. Consequently, a passive heat removal
loop is sustained and the heat released during the condensation is transferred by
heat conduction through the EC tube wall. This heat transfer leads to initiate sub-
cooled boiling on the outer surface of ECs’ tubes as shown in Figure 1.3 [16]. The
assessment of boiling heat transfer to determine the heat removal capacity of ECs
is crucial.

Core

Core flooding pool

Emergency condenser

Accident scenario
(drop of water level 
in the RPV)

Operation mode

Anti-circulation loop

RPV

Subcooled 
boiling

Figure 1.3: Schematic of the EC of the KERENA concept in the case of accident and opera-
tion mode.

Due to the passive and active safety systems, the core damage frequency of the KER-
ENA concept is extremely low [13]. Nevertheless, to mitigate the consequence of a
postulated core melt accident, the lower part of the RPV can be flooded with water
coming from the core flooding pools via a drywell flooding line as shown in Fig-
ure 1.4 [21]. The water levels in the drywell and the core flooding pools equalize
at a point well above the top edge of the reactor core and the RPV exterior surface
is cooled by water [21]. Boiling occurs on the exterior surface of the RPV and the
generated steam is condensed by the CCC as shown in Figure 1.4 [21]. The oc-
currence of CHF may result in the RPV overheating and consequently melting [13].
Therefore, an accurate prediction of boiling heat transfer prior to the CHF point is
of a significant interest in the safety analysis of nuclear reactors in the event of a
core melt.
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Figure 1.4: Control of the core melt in the KERENA concept.

Boiling occurs in nuclear reactors in normal operation condition as well as passive
safety systems in the event of accidents as explained above. Therefore, it needs to
be accurately modelled. Nucleate boiling is characterized by a higher heat trans-
fer rate compared to single-phase convection due to the formation, growth, and
detachment of bubbles from a heating wall. Its heat transfer is substantially more
complex than single-phase convection because in addition to all of the variables
associated with convection, those relevant to phase change and heating wall char-
acteristics are also involved. Therefore, due to the large number of parameters
involved in boiling, neither general analytical solutions nor general correlations for
boiling heat transfer coefficient are available. The prediction of flow boiling heat
transfer in nuclear reactors has been intensively investigated through experimental
measurements, scale-down experimental models, one-dimensional codes, and CFD
methods. Flow boiling modelling and the elucidation of boiling physics through
experimental measurements require cost and time and accessibility to all locations
in complex geometries may not be possible. Alternatively, scale-down experimen-
tal models can be employed. This method still needs expensive infrastructures as
well and the obtained results have to be extrapolated to the full-size prototype and
general rules to do this are often unavailable. One-dimensional system codes such
as TRACE, ATHLET and RELAP have been widely employed to model the operation
of thermal hydraulic circuits on the nuclear power plant scale [17]. Since these
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codes are lumped parameter, which solve the balance equations on a rather coarse
grid, they have limitations for the modelling of complex flow boiling regimes and
heat transfer mechanisms [17]. Therefore, CFD methods are being considered as a
helpful tool to provide a detailed view on the heat and mass transfer in flow boiling
regimes.

CFD is a branch of fluid mechanics research that uses numerical methods to ana-
lyze and solve fluid flow problems. The most straightforward CFD technique is Di-
rect Numerical Simulation (DNS), which involves the direct solution of the Navier-
Stokes equations. Although the DNS method does not require any additional clo-
sure equations, very fine grids and small time steps need to be used in order to ob-
tain accurate solutions. Boiling flows generally contain a large number of dispersed
bubbles and involve many simultaneous physical processes taking place on widely
different time and length scales. Therefore, the utilization of the DNS method in
resolving such complex flows is computationally expensive and far beyond the ca-
pacity of computer resources [22]. Another CFD technique for multi-phase flows
modelling is the Eulerian-Lagrangian (E-L) method. This model is based on a sta-
tistical description of the dispersed phase in terms of a stochastic point. It divides
the fluid flow into a continuous phase and particles (dispersed phase) which are
tracked individually in terms of a stochastic process. The trajectory of each parti-
cle is computed based on the Newton’s second law and allows particle-particle and
particle-fluid interactions modelling. It is evident that this model needs a lot of com-
putational effort to keep track of large numbers of particles in a flow field. Another
CFD method which has been widely employed to model two-phase flow with signifi-
cant volume fractions of both phases is the Eulerian-Eulerian (E-E) two-fluid model.
In the E-E two-fluid model, both dispersed and continuous phases are treated as in-
terpenetrating continua and the balance equations of momentum, mass, and energy
are separately solved for each phase based on the ensemble-averaged probability
of occurrence for each phase in an Eulerian reference frame. In this model, the av-
erage behavior of particles is investigated instead of the behavior of each particle,
which is being considered in the E-L model. Therefore, the E-E two-fluid model
needs less computational effort. However, this model is not yet mature since it
requires closure models for modelling mass, momentum, and energy exchanges be-
tween phases. The exchange terms are functions of average flow parameters and
are expressed by analytical or empirical correlations. Moreover, in this model due
to the averaged probability of occurrence for each phase in time and space all the
information about the interfacial structures gets lost [23].

The E-E two-fluid model needs wall boiling and bubble dynamics models to describe
the phase-change process as well as the partitioning of the wall heat flux between
liquid and vapor phases at the heating wall. Many empirical correlations have
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been proposed for the prediction of bubble dynamics parameters in flow boiling to
be implemented in the E-E framework [24–26]. These parameters include bubble
departure and lift-off diameters, waiting and lift-off times, sliding length, and gen-
eration frequency. The empirical correlations are only valid for specific conditions
and the geometries applied in the experiments. Consequently, the uncertainties of
these models limit their applicability. Mechanistic methods have been recently de-
veloped and employed for the prediction of bubble dynamics parameters. However,
this methodology could not also be considered as a mature tool as none of the pre-
sented models are free of empirical parameters such as bubble inclination angle,
contact angle, and base diameter. Therefore, the implementation of these models
into the E-E model is debatable as they have to be calibrated for a given boundary
condition via calibration factors.

1.2 Objectives

The application of the E-E two-fluid model for simulation of flow boiling in boiling
systems is affected by closure models to describe the nucleate boiling process at the
heating wall. Nucleate boiling is a complex process involving mass, momentum,
and energy transfer at the liquid-vapor interface and frequently involves interaction
with the heating wall. The physics of the phase-change process at the heating
wall as well as the partitioning of wall heat flux between liquid and vapor phases
are highly dependent on the bubble dynamics. The recently proposed empirical
and mechanistic models for bubble dynamics need a recalibration of parameters.
Therefore, this research aims to develop the E-E two-fluid approach for simulation
of boiling flows by introducing improved mechanistic bubble dynamics and heat-
partitioning models. The major objectives are summarized as follows:

− Prediction of bubble dynamics parameters with a mechanistic model that con-
siders dynamic contact angle and base expansion and requires no calibration
factors.

− Implementation of this mechanistic model in the E-E CFD framework as a
sub-model to improve the accuracy of flow boiling simulations and reduce
the case dependency.

− Analyzing the contribution of bubble sliding on the wall heat transfer mecha-
nisms by introducing a new wall heat-partitioning model.

− Implementation of these bubble dynamics and heat-partitioning models in the
GENTOP framework [27] for the modelling of flow boiling transition patterns
in a vertical heating pipe.
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− Investigation of the effects of flow boiling patterns on the wall heat transfer
coefficient.

1.3 Outline of the thesis

The current thesis consists of 6 chapters and is structured as follows:

In Chapter 2, bubble formation mechanisms in nucleate boiling and a comprehen-
sive review on the bubble growth modelling are presented. Moreover, CFD simu-
lation of boiling flows with E-E two-fluid model and the governing equations are
discussed. Then, the physical characteristics of flow boiling regimes including bub-
bly, slug, plug and annular flows in a vertical heating pipe are provided. Eventually,
the application of the GENTOP concept and the Algebraic Interfacial Area Density
(AIAD) model for simulation of flow boiling transition patterns are introduced.

Chapter 3 includes the introduction of a new mechanistic bubble dynamics model
which is based on the force balance approach for a growing bubble in boiling flows.
The governing equations of bubble dynamics model including applied forces on a
growing bubble as well as the bubble departure and lift-off criteria are presented.
Afterward, model validation against four experiments is discussed. Eventually, a
model sensitivity analysis to evaluate the dependency of bubble departure and lift-
off diameters on different parameters such as heat flux, subcooling temperature,
pressure, heating wall inclination angle and mass flow rate are provided.

In Chapter 4, the implementation of the introduced bubble dynamics model in the
E-E framework for simulating boiling flows is presented. This implementation in-
troduces an activated temperature-dependent heat-partitioning model in which the
contribution of bubble sliding to wall heat transfer is investigated. In addition, val-
idation against two experimental cases including the subcooled boiling flow of R12
refrigerant in a vertical pipe and R134a in an annulus is given. These experimental
tests include 10 experiments that cover a wide range of operating conditions includ-
ing various heat flux, inlet subcooling, mass flow rate and pressure. The validated
parameters are void fraction, vapor velocity, wall temperature, liquid temperature,
bubble diameter, IAD and bubble passing frequency. Eventually, comparisons be-
tween the results of the conventional Rensselaer Polytechnic Institute (RPI) wall
boiling model and the present model are provided.

Chapter 5 presents the implementation of the introduced bubble dynamics model
in Chapter 3 in the GENTOP framework for simulation of flow boiling transition
patterns in a vertical pipe. An adopted heat-partitioning model to consider the ef-
fect of continuous gas structures formation on the wall heat transfer is introduced
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in this chapter. The test case is the water subcooled flow in a vertical heating pipe
at ambient pressure. The impacts of wall temperature, velocity and subcooling
temperature on the flow transition patterns are then investigated. Moreover, com-
parisons between the result of GENTOP and E-E two-fluid models are carried out.
Eventually, the effects of flow morphologies on the wall heat transfer coefficient
are discussed. Chapter 6 briefly summarizes this research outcomes and findings.
Some recommendations for future works are also provided in this chapter.
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State-of-the-art in modelling
of subcooled flow boiling

2

Subcooled ow boiling occurs when a subcooled liquid enters a heating pipe and
its temperature near the heating wall exceeds the Onset of Nucleate Boiling (ONB)
temperature. Small bubbles are formed on the heating wall and condense in the
bulk since the bulk liquid temperature is below its saturation point. They heat
the subcooled liquid, causing the bulk liquid to reach saturation temperature. It in-
creases the void fraction and further downstream, the two-phase flowmorphologies
may change from bubbly to slug, plug, and annular flow sequentially dependent on
the boundary condition and channel. Since these flow patterns have a significant
impact on the heat and mass transfer rates, an accurate prediction of them becomes
critical. Figure 2.1 schematically illustrates the flow boiling regimes and heat trans-
fer mechanisms occurring in a vertical heating pipe with an upward flow.

Single phase liquid

Bubbly flow

Annular flow

Slug flow

Vapor

Liquid

Subcooled liquid

Convective heat transfer to liquid

ONB

Subcooled boiling

Saturated nucleate boiling

Forced convection through liquid film

Figure 2.1: Flow boiling regimes in a vertical heating pipe.
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This chapter will provide detailed information about the state-of-the-art related to
the modelling of subcooled flow boiling. It consists of bubble dynamics modelling,
CFD simulation of bubbly flow using E-E two-fluid model and pattern transition
modelling in flow boiling using the GENTOP concept.

The following Section 2.1 introduces the bubble formation mechanism in nucleate
boiling. In Section 2.2, the recently developed bubble growth models are reviewed.
Physical characteristics and simulation of subcooled flow boiling by using the E-E
two-fluid model are outlined in Section 2.3. The Population Balance Method (PBM)
for bubble size distributions, the governing equations of the E-E two-fluid model,
descriptions of the interfacial heat, mass and momentum transfers, the Rensselaer
Polytechnic Institute (RPI) wall boiling model and its closure correlations are ex-
plained and discussed in this section as well. Section 2.4 gives an introduction to
flow boiling regimes in a vertical heating pipe. The recently developed GENTOP
concept and its application for the simulation of flow regimes are presented in Sec-
tion 2.5. The interface detection using the Algebraic Interfacial Area Density (AIAD)
model and handling of the potentially continuous gas phase is then explained. The
interfacial exchange terms of continuous gas structures are reviewed in Section 2.6.
Finally, a summary of this chapter is given in Section 2.7.

2.1 Physics of boiling

The enhancement of heat transfer during nucleate boiling compared to single-phase
convection is determined by vapor bubbles, which grow and detach from the heat-
ing surface. Energy is transferred from the heating wall into the liquid layer ad-
jacent to the wall, the so-called thermal boundary layer, by transient conduction.
This stored energy is ultimately used to vaporize the liquid during the bubble in-
ception, growth and decay. In addition, fluid motions induced by bubbles disrupt
the thermal boundary layer, which results in enhancing the local heat transfer as
well. Consequently, insight into responsible mechanisms for transporting energy
away from the heating wall requires understanding the nature of bubble growth
and detachment.

When a heating surface is submerged in a liquid, pockets of air are trapped into cav-
ities, which create a gas-liquid interfacial area and can act as an embryo for bubble
inception. The propagation, size, and geometric shapes of these cavities depend on
the surface finishing methods and level of oxidation. These cavities are named nu-
cleation sites and when the heating wall temperature (liquid layer adjacent to the
heating wall) exceeds the ONB temperature, bubbles are initially formed in these
crevices due to the expansion of entrapped gas as shown in Figure 2.2.
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Figure 2.2: A cavity on the heating wall acts as a nucleation site.

Figure 2.3 illustrates the bubble growth on a heating wall in a sequence of
stages [28]. After the bubble departure, the bulk liquid with temperature Tb, is
brought into contact with the heating wall with Tw > Tsat, which results in the
thermal boundary layer disruption as shown in Figure 2.3a. Afterward, a time pe-
riod elapses at which transient conduction into the liquid adjacent layer takes place,
but no bubble incepts. This time is referred to as waiting time, tw, as depicted in
Figure 2.3b.
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Figure 2.3: Bubble growth stages in nucleate boiling.

Bubble nucleation occurs when a microbubble, which resides inside or over the
crevice grows from evaporation. At the beginning of bubble formation, its growth
is primarily resisted by the inertia of liquid. In other words, the inertia-controlled
growth is the initial stage of bubble formation at which the rate of bubble expansion
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is primarily determined by its ability to push the surrounding liquid back. During
this period, the bubble grows rapidly in nearly hemispherical shape and a thin liq-
uid layer is left between the lower portion of bubble and the heating wall as shown
in Figure 2.3c. This film is referred to as microlayer and its thickness varies from
nearly zero in the nucleation site to a value at the edge of the hemispherical bubble.
Due to the high pressure beneath the bubble induced by the bubble expansion at the
early stage, the microlayer will not be evaporated until Tw > Tsat (PV ). Afterward,
heat is transferred across the microlayer from the heating wall to the interface,
which results in vaporizing the liquid at the surface and consequently contributing
to the bubble growth. After a while, the heat transfer controlled period begins at
which the heat flux supports the evaporation through the vapor-liquid interface.
During this period, which is referred to as the thermal diffusion-controlled growth
period, liquid inertia and pressure forces become smaller and the surface tension
tends to pull the bubble into more spherical shape as shown in Figure 2.3d. When
the bubble grows and its height becomes larger than the thermal layer thickness,
condensation, which reduces the bubble size, occurs at the bubble surface (Fig-
ure 2.3d). Throughout the bubble growth process, interfacial tension acting along
the contact line, where the solid wall meets the interface, tends to hold the bubble
in place on the wall. On the opposite side, drag, lift, buoyancy, inertial forces as-
sociated with the motion of the surrounding fluid tend to pull the bubble away. As
the bubble grows more, these detaching forces become stronger and eventually the
bubble departures at td as depicted in Figure 2.3e. The thermal boundary layer is
disrupted and cold liquid touches the heating wall and the cycle is repeated.

Figure 2.4 illustrates the principle of heat transfer mechanisms occurring in nu-
cleate boiling [29]. As shown in Figure 2.4a, evaporation of superheated liquid
surrounding the bubble and thin liquid film trapped beneath the bubble (micro-
layer) contribute to the bubble growth. Figure 2.4b shows a periodically disrupted
thermal boundary layer and its later recovery due to the transient heat conduction
to the liquid in the vicinity of the heating wall. Heat is transferred in a sensible
form in the superheated liquid layer. The last heat transfer mechanism in boiling
is the liquid motion induced by the growing and departing bubble, which enhances
the convection heat transfer (Figure 2.4c).
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Figure 2.4: Different heat transfer mechanisms during bubble formation in the nucleate
boiling.
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2.2 Bubble growth modelling

The progression towards an accurate prediction of bubble dynamics is hampered by
developing a solution method, which takes into account all parameters contributing
to bubble growth and detachment. Nevertheless, recent theories for the prediction
of bubble growth have significantly progressed and substantial insight into nucleate
boiling has been provided by exploring the fundamental nature of bubble growth.
In the early stage, the theoretical works on the bubble growth model was based on
the idea of spherically symmetric bubble growth in a uniformly superheated pool
of liquid. Nevertheless, these simplifications could not provide an exact solution to
predict bubble dynamics parameters due to the complicated thermal and hydrody-
namic interaction of vapor bubble and liquid.

In 1917, Rayleigh proposed the following equation for bubble growth rate in the
inertia-controlled period [30].

rb(t) =
(2
3
[Tb − Tsat

Tsat
]hfgρg
ρl

) 1
2
t, (2.1)

with Tb, Tsat, hfg, ρg , ρl and t being the bulk liquid temperature, saturation temper-
ature, latent heat, vapor density, liquid density and time. This model for the bubble
inertia-controlled growth period was validated by the low pressure experiments of
Lien [31] as well as numerical simulations of Robinson [32] and Lee [33]. Almost
four decades later, Plesset and Zwick modelled the bubble growth in a uniform
superheated liquid for the heat diffusion-controlled period in pool boiling [34].
The bubble growth modelling in the heat diffusion-controlled growth period was
later extended to non-uniform temperature fields by others, such as Forster and Zu-
ber [35], Grift [36], Savic [37] and Zuber [25]. A complete description of the bub-
ble growth process represents a transition connecting the inertia-controlled growth
and the later diffusion-controlled one. In 1970, Mikic et al. proposed the fol-
lowing equation for a growing bubble in a uniformly superheated liquid, which is
applicable for the entire range of inertia-controlled and diffusion-controlled growth
periods [38]. They [38] assumed that the bubble growth rate was bounded by the
Rayleigh’s analytical solutions [30] for inertia-controlled period and the model of
Plesset and Zwick [34] for thermal diffusion-controlled one as:

R+ = 2
3

[(
t+ + 1

) 3
2 −

(
t+
) 3

2 − 1
]

(2.2)

with

R+ = rb(t)A
B2 , t+ = tA2

B2 , (2.3)
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and

A =
√
b
(Tw − Tsat)hfgρg

Tsatρl
, B = Ja

√
12α′

l

π
. (2.4)

In Eq. (2.4), b is a constant with the values of 2
3 and π

7 for the bubble growth in an
infinite medium and on a surface. The term α′

l is the thermal diffusivity of liquid
and Ja denotes the Jakob number defined as:

Ja = ρlCpl (Tw − Tsat)
ρghfg

, (2.5)

with Cpl being the liquid specific heat capacity.

In 1978, Prosperetti and Plesset derived dimensionless relations valid throughout
both inertia controlled and diffusion-controlled growth [39]. Labuntsov further
developed a model for bubble growth rate in the thermal diffusion-controlled pe-
riod [40]. During the inertia-controlled period, the bubble growth is rapid and
dominated by the inertia of the liquid being displaced due to the bubble formation.
A microlayer postulated and proven by Cooper and Loyd in 1969 is formed under-
neath the bubble as illustrated in Figure 2.5 [41]. Then, Van Stralen et al. deter-
mined the initial thickness of the evaporating microlayer beneath a hemispherical
vapor bubble on a horizontal heating wall and derived a heat and mass diffusion-
type solution accounting for the contribution of relaxation microlayer and evapora-
tion microlayer to the bubble growth [42]. Once the thermal-diffusion controlled
period of bubble growth begins, the microlayer formed in the inertia-controlled pe-
riod contributes to the bubble growth as it extends during the expansion of bubble
base diameter (see Figure 2.6).
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Figure 2.5: Illustration of the microlayer formation underneath a bubble.
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Figure 2.6: Schematic of bubble base diameter expansion during a) inertia and b) thermal-
diffusion controlled period.

More recently, Klausner et al. developed a bubble growth model for the prediction
of bubble departure and lift-off based on the balance of forces acting on a growing
bubble [43]. They used the model of Mikic et al. [38] to predict the bubble growth
rate and obtained a satisfactory predictive accuracy against their own experimental
data for the refrigerant R113 flow boiling [43]. However, they considered a con-
stant bubble base diameter (contact diameter), recommended as dw = 0.09 mm
and constant advancing and receding contact angles, βad = π

4 rad and βre = π
5 rad

which are shown in Figure 2.7. In reality, however, these parameters are not con-
stant. In flow boiling, departure means that a bubble leaves the originating cavity
and lift-off means that the bubble releases into bulk fluid. In other words, when a
bubble does not slide on the heating wall, the departure means lift-off.

𝜃𝑤

Liquid flow

Heating wall

𝛽𝑟𝑒

C 𝛽𝑎𝑑

𝜃𝑏

Figure 2.7: Schematic of a bubble formation in flow boiling. βad, βre, θb and θw are the
bubble advancing, receding, inclination and heating wall orientation angles. rw and rdo
denote the bubble base and dryout radii as well.
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Thorncroft et al. [44], Situ et al. [45], Yeoh et al. [46], Wu et al. [47] and Sugrue
and Buongiorno [48] coupled the force balance model of Klausner et al. [43] with
the Zuber’s bubble growth model [25] for prediction of bubble lift-off. The Zuber’s
bubble growth model is given as [25]:

rb (t) =
2b√
π
Ja
√
α′

lt. (2.6)

The parameter b is used to account for the sphericity of the bubble and different
values have been proposed based on the experimental data. The parameters b, βad
and βre were calibrated in these models as given in Table 2.1.

Yun et al. [49] improved the force balance model of Klausner et al. [43] by consider-
ing a bubble condensation and evaluating the model for a wider range of pressure,
temperature, and low rates for water as well.

Table 2.1: Calibrated parameters in bubble dynamics models.

Reference b βad βre

Thorncroft et al. [44] 0.9 23.2◦ 8.4◦

Situ et al. [45] 1.73 55◦ 35◦

Yeoh et al. [46] 0.21 45◦ 35◦

Wu et al. [47] 1.2 35◦ 45◦

Sugrue and Buongiorno [48] 1.56 91◦ 8◦

Chen et al. [50] coupled the following bubble growth rate model with the force bal-
ance model of Klausner et al. [43] for the prediction of bubble departure diameter.
Their model is given as [50]:

rb(t) = K × tn. (2.7)

They [50] calibrated the values of K and n for different experimental conditions
and proposed the ranges of 0.987-1.028 and 0.176-0.262 respectively. They also
used the constant values of 130◦ and 65◦ for βad and βre.

Recently Colombo and Fairweather presented the following equation for the bubble
growth in flow boiling as [51]:
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drb
dt

= 1
C2
Prl

−0.5Ja

(
λl

ρlCpl

)0.5

t−0.5

+
√

3
π
λl (Tl − Tsat)

(
λl

ρlCpl

)0.5

t−0.5 (1− fsub)

−λl(2 + 0.6Reb0.5Pr0.3l )(Tsat − Tb)
dbρghfg

fsub,

(2.8)

with Prl, db and λl being the liquid Prandtl number, bubble diameter and liquid
thermal conductivity. The terms fsub and Reb denote the portion of the bubble sur-
face in contact with the subcooled liquid and the bubble Reynolds number. Tl is the
liquid temperature distribution in the superheated layer and C2 is the microlayer
constant which determined as C2 = 1.78 [51]. Following the model of Klausner et
al. [43] they set βad = π

4 rad and βre = π
5 rad [51]. In addition, for the bubble

base diameter they applied the model of Yun et al., that is, dw = db
15 [49].

Raj et al. [52] employed Eq. (2.8) for bubble growth model prediction in flow
boiling, but with the values of βad = 89◦, βre = 9◦, dw = db

15 and the bubble
inclination angle of θb = 10◦. Most recently, Mazzocco et al. used this model with
the values of βad = π

4 rad, βre = π
5 rad and dw = 0.09 mm as well [53]. In addition,

they introduced and optimized a correlation factor to account for the effects of
saturated and subcooled flows [53].

Many of the introduced bubble dynamics models consider constant values for bub-
ble geometry parameters such as advancing, receding and inclination angles and
base diameter as well. However, in reality, they are not constant. They contain
parameters, which have to be calibrated for a given boundary condition. Table 2.2
gives a summary of proposed models for bubble growth and departure.
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2.3 CFD simulation of boiling flows

Figure 2.8 shows subcooled flow boiling in a vertical heating pipe along with a
typical curve describing the void fraction distribution.

Subcooled liquid

Onset of Nucleate Boiling (ONB) 

Distorted bubble

1.0

Single phase

Subcooled
boiling

Void fraction

Highly subcooled

Slightly subcooled

Net Vapor Generation (NVG) 

Coalescence (bigger size)

Break-up (smaller size)

Condensation (smaller size)

Figure 2.8: A phenomenological illustration of bubbly flow in subcooled flow boiling with
a typical void fraction curve.

Bubble nucleation occurs at the ONB point. The subcooled boiling continues down-
stream of this point, but the void fraction can not significantly increase due to the
high rate of condensation. Due to the increased bulk liquid temperature down-
stream, larger bubbles’ departure size sharply enhances the void fraction at the
location called Net Vapor Generation (NVG). This point indicates the transition
between two regions: low void fraction with high subcooling and high void frac-
tion region with slight subcooling. When bubbles leave the heating wall and move
through the subcooled bulk liquid, where condensation happens, they shrink and
sometimes disappear because of a high rate of condensation. Moreover, break-up
and coalescence mechanisms can decrease or increase the size of bubbles and con-
sequently the void fraction is affected. Normally, the big distorted bubbles move in
the center of the pipe and small ones move near the heating walls.

2.3.1 The Eulerian-Eulerian two-fluid model

CFD simulation of subcooled flow boiling consists of two categories as shown in
Figure 2.9. The first category is the wall heat transfer mechanism, which is pre-
dicted by bubble dynamics, nucleation site density and heat-partitioning models.
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The second one involves two-phase flow and bubble interactions with other bub-
bles and liquid in the bulk flow away from the heating wall and is discussed in this
chapter.

Eulerian-Eulerian two-fluid 

model for subcooled flow 

boiling modelling

Wall heat transfer

Two-phase flow in bulk

Bubble dynamics

Wall heat-partitioning

Drag and non-drag forces

Turbulence interaction

Coalescence and break-up

Condensation and evaporation

Nucleation site density

Figure 2.9: Schematic of CFD simulation of subcooled flow boiling including sub-models.

The two-fluid model based on the E-E framework represents a detailed macroscopic
formulation of the thermal and hydrodynamic characteristics of two-phase systems.
In this approach, the liquid and vapor phases are treated as interpenetrating con-
tinua. The equations of mass, momentum and energy are solved for each phase
individually. The interaction terms including interfacial forces and heat and mass
transfers are considered by adopting the additional sink/source terms for each of
the governing equations. These terms are implemented by analytical or empirical
models, which depend on average flow parameters. They are rather important as
they determine the degree of thermal and mechanical non-equilibrium between liq-
uid and vapor phases and the rate of phase change as well. The interfacial heat
and mass transfers due to the condensation and evaporation are accounted in the
governing equations. In the momentum conservation equation, the momentum ex-
change between phases due to the drag force and non-drag forces including the
wall lubrication, turbulent dispersion, lift and virtual forces are incorporated.

2.3.2 The Population Balance Model (PBM)

In the E-E model, an accurate prediction of local bubble Sauter diameter is critical
as it determines the interfacial area and further affects heat, mass and momentum
transfers. The prediction of local bubble size is strongly influenced by the complex
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bubble behaviors in two-phase flows. In the E-E framework, there are three main
approaches in bubbly flow modelling. In the mono-disperse approach, it is assumed
that all bubbles have the same size and move with a common velocity. In bi-disperse
model, bubbles are divided into two velocity groups. The criterion for division is
the critical bubble diameter, dcr, where the lift force coefficient sign changes from
positive to negative for small and large bubbles respectively (positive direction is
assigned towards the wall). Two mean bubble diameters are allocated to small
and large groups and two velocity groups are defined as well. For each distinct
velocity group a set of conservation equations is solved. However, in reality, the
BSD is neither mono-disperse nor bi-disperse. It is poly-disperse which is affected
by other complex phenomena such as coalescence and breakup. Therefore, in order
to take the effects of these phenomena on the BSD into account in CFD simulations
a Population Balance Model (PBM) is employed. Two approaches are employed in
ANSYS CFX 18.2 to use the PBM model. The first one is the homogenous Multiple
Size Group (MUSIG) originally developed by Lo [54]. In this model, the BSD is
divided into different size groups and it is assumed that all bubbles with different
sizes move with a common velocity as shown in Figure 2.10.

𝑑𝑖

𝑛(𝑑𝑖)

𝑼𝑔,𝐼𝐼

𝑼𝑔

iMUSIG

MUSIG

𝑑1 𝑑𝑚𝐼 𝑑𝑚𝐼+𝑚𝐼𝐼

Breakup Coalescence

BSD

Conden-
sation

Evapo-
ration

𝑼𝑔,𝐼
𝑑𝑐𝑟

Figure 2.10: An illustration of a BSD with the MUSIG and iMUSIG models including phase
transfer.

In the MUSIG model, the BSD is divided into different size groups, k = 1 . . . .m,
which represent the bubbles of size dk. The void fraction of vapor phase in each
size group is αg,k and the total void fraction is calculated as:

αg =
m∑
k=1

αg,k. (2.9)
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fk = αg,k

αg
,

m∑
k=1

fk = 1. (2.10)

The bubble Sauter mean diameter, dSM , is calculated as:

dSM = 1∑m
k=1

fk
dk

. (2.11)

The IAD is defined as the total interfacial surface between the phases per unit vol-
ume of mixture and is dominated by the number and size of vapor bubbles. Assum-
ing spherical bubbles, the IAD is given as:

Aif = 6αg

dSM
. (2.12)

The MUSIG model is unable to predict the separation of small and large bubbles
due to non-drag forces particularly for a heterogeneous bubble motion. In other
words, the relation between the change of lift force coefficient sign and the BSD
is not rightly modelled in this approach. The inhomogeneous Multiple Size Group
(iMUSIG) model was developed by Krepper et al. to overcome the limitations of the
MUSIG model [55]. In the iMUSIG model, bubbles are divided into two velocity
groups and the dcr is the criterion for division [55]. For each of small bubbles group
(d < dcr) and large one (d > dcr) the MUSIG model is employed. In addition, each
velocity group has its own common velocity and the conservation equations are
solved for each of them separately. Figure 2.10 exhibits a discrete BSD including
breakup, coalescence and phase transfer due to evaporation and condensation in
the MUSIG and iMUSIG models. In the iMUSIG model, the total void fraction, αg,

and the equivalent dSM are calculated as:

αg,I =
mI∑
k=1

αk, fk = αg,k

αg,I
(k = 1, .., mI) ,

mI∑
k=1

fk = 1, dSM,I = 1∑mI
k=1

fk
dk

, (2.13)

αg,II =
mI+mII∑
k=mI

αk, fk = αg,k

αgII
(k = mI + 1, .., mI +mII) ,

mI+mII∑
k=mI+1

fk = 1, dSM,II = 1∑mI+mII
k=mI+1

fk
dk

,

(2.14)

αg = αg,I + αg,II , (2.15)
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dSM = αg,I + αg,II
αg,I

dSM,I
+ αg,II

dSM,II

, (2.16)

with mI and mII being the size group numbers of small (d < dcr ) and large
(d > dcr) bubbles. The αg,I and αg,II terms denote the total void fraction of first
and second velocity groups as well. The IAD for each velocity group is given as:

Aif,I = 6αg,I

dSM,I
, (2.17)

Aif,II = 6αg,II

dSM,II
. (2.18)

2.3.3 Governing equations of the two-fluid model

In the E-E two-fluid model the liquid and vapor phases are treated as continuous
and dispersed phases respectively. In this thesis, the vapor phase is assumed to
be at saturation temperature corresponding to local pressure and the temperature
distribution inside vapor bubbles is assumed to be uniform. In addition, as the in-
terface is assumed to be at saturation temperature, the heat flux from the interface
to the vapor phase is zero. Therefore, there is no need to solve the energy equation
for the vapor phase. For the MUSIG model one set of conservation equations are
solved for the vapor phase. The conservation equations of continuous liquid phase
and vapor phase in the iMUSIG framework including two velocity groups (small
and large bubbles) are given below [56].

Continuity equation of vapor phase:

∂

∂t
(αg,jρg,j) +∇. (αg,jρg,jUg,j) = −ṁl↔g,j + Sj . (2.19)

Momentum equation of vapor phase:

∂

∂t
(αg,jρg,jUg,j) +∇. (αg,jρg,jU g,j ×U g,j) = −αg,j∇P + αg,j ρgg

+∇. (αg,jτ g,j) + F g,j − (ṁg,j↔lU l − ṁl↔g,jU g,j) + SM,j

(2.20)

Continuity equation of liquid phase:

∂

∂t
(αlρl) +∇. (αlρlU l) =

II∑
j=I

ṁl↔g,j (2.21)
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Momentum equation of liquid phase:

∂

∂t
(αlρlU l) +∇. (αlρlU l ×U l) =− αl∇P + αlρlg +∇.(αlτ l) + F l

+
II∑
j=I

(ṁg,j↔lU l − ṁl↔g,jU g,j)
(2.22)

Energy equation of liquid phase:

∂

∂t
(αlρlHt,l) +∇. (αlρlHt,lU l) =αl

∂P

∂t
+∇.(αlλl∇Tl) + αl∇. (U l.τ l)

+
II∑
j=I

(ṁg,j↔lHt,sat,l − ṁl↔g,jHt,sat,g) +Qint

(2.23)

In the given equations, g and l subscripts indicate vapor and liquid phases. The
subscript j is the indicator of two velocity groups in the iMUSIG model (for the
MUSIG model, j = 1). In Eq. (2.19) the source or sink term ṁl↔g,j represents
the interfacial mass transfer due to the evaporation or condensation process and is
expressed as:

ṁl↔g,j =
hif,jAif,j(Tsat − Tl)

hfg
. (2.24)

The term hif is the interfacial heat transfer coefficient, which is commonly calcu-
lated by the model of Ranz-Marshal as [57]:

hif,j =
λl

dSM,j

(
2 + 0.6 Re0.5g,jPr

1
3
l

)
, (2.25)

with Reg,j being the bubble Reynolds number given as:

Reg,j =
ρl|U g,j −U l|dSM,j

µl
. (2.26)

In this equation, U and µl are fluid velocity and the dynamic viscosity of liquid
phase. Hughmark presented another equation for hif,j as [58]:

NuD,j =
{

2 + 0.6Re0.5g,jPr
0.33
l 1 < Reg,j < 450

2 + 0.27Re0.62g,j Pr
0.33
l Reg,j > 450,

(2.27)

with NuD,j being the Nusselt number defined as:

NuD,j =
hif,jdSM,j

λl
. (2.28)

The term Aif,j in Eq. (2.24) denotes the IAD calculated by Eqs. (2.17) and (2.18).
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In Eq. (2.23) the term Qint is the heat flux from interface to liquid which is calcu-
lated as:

Qint =
II∑
j=I

hif,jAif,j (Tsat − Tl). (2.29)

In Eqs. (2.20), (2.22) and (2.23) the terms τ g and τ l indicate the shear stress vector
acting on the vapor and liquid phases. They are given as:

τ g,j = µg

[
(∇U g,j) + (∇U g,j)T − 2

3
δ ∇.U g,j

]
, (2.30)

τ l = µeffl

[
(∇U l) + (∇U l)T − 2

3
δ ∇.U l

]
, (2.31)

with µg and δ being the vapor molecular viscosity and Dirac delta function. The
term µeffl is the liquid effective viscosity, which is defined as the sum of molecular
and turbulent viscosity, i.e.:

µeffl = µl + µturbl . (2.32)

The liquid turbulent viscosity, µturbl , is calculated as:

µturbl = ρlCµ
k2l
ϵl
, (2.33)

with Cµ being a constant with the value of 0.09. The terms kl and ϵl are liquid
turbulent kinetic energy and dissipation rate. The term Ht in Eq. (2.23) is the total
enthalpy, which is given as:

Ht = hsta +
1
2
U2, (2.34)

with hsta being the static enthalpy.

The term F g,j in Eq. (2.20) denotes the forces acting on the vapor bubbles. Due to
conservation of momentum the net force between vapor and liquid phase is equal
to zero, i.e.:

F l = − (F g,I + F g,II) . (2.35)

Mass transfer between velocity groups caused by breakup and coalescence is mod-
elled by the source terms Sj and SM,j in Eqs. (2.19) and (2.20) respectively.
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The total mass source for all velocity groups is equal to zero due to the mass con-
servation, i.e.:

SI + SII = 0. (2.36)

The momentum source, SM,j , in Eq. (2.20) is calculated according to the default
upwind scheme, which means that the interphase mass flux is assumed to have the
velocity of the outgoing phase [59]. Therefore, they are given as:

SM,I = max (SI , 0) U g,II −max (SII , 0) U g,I , (2.37)

and

SM,II = max (SII , 0) U g,I −max (SI , 0) U g,II . (2.38)

The mass source term, Sj , in Eq. (2.19) for a velocity group is equal to the sum of
that for all size groups that belong to it, i.e.:

SI =
mI∑
k=1

Sk, SII =
mI+mII∑
k=mI+1

Sk. (2.39)

2.3.4 Closure models for adiabatic bubbly flow

Closure models are applied to model bubble break-up and coalescence, bubble in-
teraction forces and turbulence. These models have been developed for adiabatic
bubbly flow and are used for simulation of boiling flows.

Break-up and coalescence

The source term, Sk, in Eq. (2.39) denotes the mass transfer between bubble size
groups due to coalescence and breakup which is expressed via the population bal-
ance equation as:

Sk = BB,k −DB,k +BC,k −DC,k. (2.40)

The terms BB,k and BC,k represent the birth rates of bubbles in size group k due to
breakup of bubbles of larger size and the coalescence of smaller bubbles respectively.
The terms, DB,k and DC,k denote the death rates of bubbles in size group k due to
breakup into smaller bubbles and coalescence with other bubbles to form a larger
one. These bubble birth and death rates are depicted in Figure 2.11.
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𝐵𝐵,𝑘
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Breakup
Size group k Coalescence

Breakup Coalescence

Figure 2.11: Schematic of bubble breakup and coalescence.

The birth and death rates are given as:

BB,k = ρgαg,j

∑
i>k

Ω(mi,mk) fi, (2.41)

DB,k = ρgαg,jfk
∑
i<k

Ω(mk,mi) , (2.42)

BC,k = 1
2
(ρgαg,j)2

∑
l<k

∑
i<k

Γ (ml,mi)Xilkflfi
ml +mi

mlmi
, (2.43)

DC,k = (ρgαg,j)2fk
∑
n

Γ (mk,mi)fi
1
mi
, (2.44)

with Ω(mk,mi) being the frequency of a bubble from size group, i breaking up into
a daughter bubble in group k and its counterpart. The term Γ (ml,mi) is the fre-
quency of coalescence between two bubbles from size groups l and i respectively.
The term f denotes the distribution of the size fraction of a certain velocity group
calculated by Eqs. (2.13) and (2.14). The coalescence mass matrix, Xilk, deter-
mines the mass fraction due to coalescence between group i and l going into group
k and is given as:

Xilk =


(ml+mi)−mk−1

mk−mk−1
if mk−1 < (ml +mi) < mk

mk+1−(mi+ml)
mk+1−mk

if mk < (ml +mi) < mk+1

0 Otherwise.

(2.45)
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The terms Γ (ml,mi) and Ω(mk,mi) in Eqs. (2.41)-(2.44) should be provided by the
coalescence and breakup models. Due to the availability of theses kernels in ANSYS
CFX 18.2, the coalescence and breakup rates proposed by Prince and Blanch [60]
and Luo and Svendsen [61] were adopted for the PBM source terms calculation in
this thesis. In the Prince and Blanch model, it is assumed that the coalescence of two
bubbles occurs at three stages [60]. First, two bubbles trap a small amount of liquid
between them. Second, the trapped liquid film drains out until its thickness reaches
a critical thickness. Finally, the bubbles rupture and coalesce together. Finally, the
film ruptures and the bubbles coalesce together. Therefore, the coalescence kernel
is modelled by a collision rate of two bubbles from size group i and j and a collision
efficiency relating to the time required for coalescence. The equations of this model
are given as:

Γ (mi,mj) = (θTij + θBij )ηij , (2.46)

ηij = exp
(
− tij
τij

)
, (2.47)

tij =
(
ρlr

3
ij

16σ

)0.5

. ln
(
h0
hf

)
, (2.48)

τij =
r

2
3
ij

ϵl
1
3

(2.49)

rij =
(
1
2

(
1
ri

+ 1
rj

))−1

, (2.50)

θTij = FCSij
(
u2
ti + u2

tj

)0.5
, (2.51)

Sij =
π

4
(di + dj)2, (2.52)

uti =
√
2ϵ

1
3
l d

1
3
i , (2.53)

θBij = FCBSij (U rj −U ri) , (2.54)
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U ri =
(2.14σ
ρldi

+ 0.505gdi
)0.5

. (2.55)

In the given equations, the terms θTij and θ
B
ij represent the turbulent and buoyancy

contribution to the collision frequency with the efficiency of ηij . This efficiency
is modelled by comparing the time required for coalescence, tij , with the contact
time during the collision, τij . The terms h0, hf and rij denote the initial liquid
film thickness, h0 = 1 × 10−4 m, critical film thickness when rupture happens,
hf = 1 × 10−8 m, and the equivalent radius respectively. The cross-sectional area
of the colliding bubbles and liquid eddy dissipation are given by Sij and ϵl. The
constant terms FC and FCB are coalescence and buoyancy calibration factors.

Luo and Svendsen developed a theoretical model for the breakup of drops and
bubbles in turbulent suspensions based on the theory of isotropic turbulence and
probability [61]. The formulations of this model are given as:

Ω(mi,mj) = 0.923FB (1− αg)
(
ϵl
d2i

) 1
3 ∫ 1

ζmin

(1 + ζ)2

ζ
11
3

e−ℵdζ, (2.56)

ℵ =
12
(
f

2
3
BV + (1− fBV )

2
3 − 1

)
σ

2ρlϵ
2
3
l d

5
3
i ζ

11
3

, (2.57)

fBV = mj

mi
, (2.58)

ζmin = ERmin

di
, (2.59)

ERmin = 11.4η, (2.60)

η =
(
ν3l
ϵl

)0.25

. (2.61)

In these equations, the terms σ and FB denote surface tension and breakup cali-
bration coefficient. The term ζ is the dimensionless size of eddies in the inertial
subrange of isotropic turbulence.
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After the solution of conservation Eqs. (2.19)-(2.23), an additional transport equa-
tion is solved for the determination of bubble occupation number, fk, i.e.:

∂

∂t
(αg,jρg,jfk) +∇. (αg,jρg,jfkU g,j) = Sk + Sk

EC , (2.62)

with Sk being the mass transfer due to breakup and coalescence calculated by
Eq. (2.40). The term Sk

EC is the mass transfer due to evaporation and conden-
sation given in Section 2.3.5.

Interaction forces modelling

For momentum exchange, the F g,j term in Eq. (2.20), the forces of drag, lift, wall
lubrication and turbulent dispersion and virtual mass are taken into account. Forces
exerting on bubbles in group, j, are given as:

F g,j = F g,D,j + F g,L,j + F g,W,j + F g,TD,j + F g,V M,j . (2.63)

There are no neither analytical nor theoretical expressions for the forces modelling,
but experimental correlations are widely employed. In the present thesis, the selec-
tion of these models was based on the definition of the Helmholtz-Zentrum Dresden-
Rossendorf (HZDR) baseline model. It was mainly based on experimental data for
bubbly pipe flows in bubble columns [62].

The drag force reflects the resistance caused by the relative motion of bubbles to
the surrounding liquid, which is calculated according to

F g,D,j = − 3
4dSM,j

CD,jρlαg,j |U g,j −U l|(U g,j −U l), (2.64)

with CD,j being the drag force coefficient. For this coefficient calculation, the Ishii
and Zuber model, which takes into account different bubble shapes was used [63].
It is given as:

CD,j = max
{
CD,j(sphere), min

[
CD,j(ellipse), CD,j(cap)

]}
, (2.65)

CD,j(sphere) =
24
Re, j

(
1 + 0.1Re0.687g,j

)
, (2.66)

CD,j(ellipse) =
2
3

√
Eöj , (2.67)
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CD,j(cap) =
8
3
, (2.68)

with Eöj being the Eötvös number defined as:

Eöj =
g(ρl − ρg)d2SM,j

σ
. (2.69)

When a bubble moves in an unbounded shear flow it experiences a force perpen-
dicular to the direction of its motion. The momentum source corresponding to this
interaction of bubbles with the shear field of the liquid phase can be calculated as:

F g,L,j = −CL,jρlαg,j (U g,j −U l)× rot (U l) , (2.70)

with CL,j being the lift force coefficient calculated by the model of Tomiyama et al.
as [64]

CL,j =


min [0.288 tanh (0.121Reg,j) , f (Eö⊥)] Eö⊥,j < 4
f (Eö⊥) 4 < Eö⊥,j < 10
−0.27 Eö⊥,j > 10,

(2.71)

f (Eö⊥,j) = 0.00105Eö3⊥,j − 0.0159Eö2⊥,j − 0.0204Eö⊥,j + 0.474, (2.72)

with Eö⊥,j being the modified Eötvös number given as:

Eö⊥,j =
g (ρl − ρg) d2⊥,j

σ
. (2.73)

The d⊥,j term is the maximum horizontal dimension of the bubble (major axis)
given as:

d⊥,j = dSM,j
3
√
1 + 0.163Eö0.757j . (2.74)

According to the proposed model, the lift coefficient sign changes when the bub-
ble deforms substantially. The bubble diameter at which the lift force coefficient
changes is referred to as critical diameter, dcr. Small bubbles with a diameter
smaller than the dcr, have a positive lift coefficient and the lift force direction is
in direction of the negative velocity gradient (towards the wall). For large bubbles
the lift force coefficient is opposite as shown in Figure 2.12.
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Figure 2.12: Schematic of lift force coefficient in the presence of a wall and velocity gradi-
ent.

In the bubbly upward flow in a vertical pipe, the dispersed phase is observed to
concentrate in a region close to the wall, but not immediately adjacent to the wall.
This effect may be modeled by the wall lubrication force, which prevents bubbles
from penetrating the solid wall. For this force modelling, the model of Hosokawa
et al. was employed [65]. It is given as:

F g,W,j = −CW,jρlαg,j
2

dSM,j
|U g,j −U l|2(

dSM,j

2x
)
2
nW , (2.75)

with x and nW being the distance to the wall and the unit normal pointing away
from the wall. The wall force coefficient, CW,j , depends on the Eötvös number and
is given as:

CW,j = 0.0217Eöj . (2.76)

The turbulent dispersion force is due to the turbulent fluctuations of liquid and
the interaction between bubbles and eddies. It is computed according to the Favre
Average Drag (FAD) model proposed by Burns et al. as [66]:

F g,TD,j = −3
4
CD,j

αg,j

dSM,j
|U g −U l|

µturbl

σTD
( 1
αl

+ 1
αg,j

)∇αg,j , (2.77)

with being σTD the Schmidt number and a value of 0.9 is typically used.
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The virtual mass force is the inertia of the surrounding fluid that has to be taken
into account when a bubble is accelerated relative to the surrounding continuous
liquid phase. This force is modelled as:

F g,V M,j = −CVMρlαg,j

(
DU g,j

Dt
− DU l

Dt

)
, (2.78)

with D
Dt being the material derivatives. For the virtual mass coefficient, a value of

CVM = 0.5 is frequently used.

Turbulence modelling

A rising bubble agitates the liquid along its path and creates turbulence, which is
called Bubble-Induced Turbulence (BIT). There are two approaches to account the
liquid turbulence. The first one, which was proposed by Sato et al. adds an extra
contribution to the effective viscosity [67]. Another approach is using the Shear
Stress Transport (SST) k − ω model with additional bubble induced source terms.
This approach considers the k−ω model for near the wall region and the k− ϵ one
for the bulk flow [68, 69]. The conservation equations for k and ω including the
BIT source terms are given as [62]:

∂

∂t
(αlρlkl) +∇ (αlρlU lkl) =∇

(
αl

(
µl +

µtl
σk

)
∇kl

)
+αl

(
Pk − ρlβ́ωl

)
+ P γ

k + Sk
l ,

(2.79)

∂

∂t
(αlρlωl) +∇ (αlρlU lωl) = ∇

(
αl

(
µ+ µtl

σω

)
∇ωl

)
+2αlρl (1− F1)

1
σ́ωωl

∇ωl∇kl + αl

(
AωlPk

kl
− βρlω

2
l

)
+ P γ

ω + Sω
l ,

(2.80)

with constant parameters,

β́ = 0.09, β = 0.075, σk = 1, σω = 2 A = 5
9
, σ́ω = 1

0.856
. (2.81)

The term µtl is turbulent viscosity which is linked to the turbulence kinetic energy
and turbulent frequency via the equation as:

µtl =
ρlkl
ωl

. (2.82)

The term Pk is the turbulence generated due to the viscous force and is determined
as:
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Pk = µtl∇U l.
(
∇U l +∇UT

l

)
− 2

3
∇.U l (3µtl∇.U l + ρlkl) . (2.83)

The source terms P γ
k and P γ

ω represent the buoyancy production turbulence which
are defined as:

P γ
k = −µtgi

ρl
.∇ρl, (2.84)

P γ
ω = ωl

kl

[
(A+ 1)max

(
0, P γ

k

)
− P γ

k

]
. (2.85)

In Eq. (2.80), the blending function, F1, is defined as:

F1 = tanh
(
arg41

)
, (2.86)

arg1 = min
[
max

( √
kl

β́ωlx
,
500νl
x2ωl

)
,

4αlkl
CDkωx2

]
, (2.87)

CDkω = max
(
2αlρl

1
σ́ωωl

∇ωl∇kl, 1.0× 10−10
)
, (2.88)

with x being the distance to the wall.

For the k-source, Sk
l , it is assumed that all energy lost by the bubble due to drag

is converted into turbulence kinetic energy of the liquid in the wake of the bubble.
Hence, it is calculated as:

Sk
l =

II∑
j=I

|F g,D,j · (U g,j −U l)| , (2.89)

with F g,D,j being the drag force given by Eq. (2.64).

The ϵ-source term, Sϵ
l , denotes the additional dissipation of turbulent kinetic energy

due to the bubbles and is postulated to be proportional to the source in the k-
equation divided by a time scale, τ , as:

Sϵ
l = CϵB

Sk
l

τ
. (2.90)

The term CϵB is a constant with the value of 1 and the time scale is calculated as:

τ = kl
ϵl
. (2.91)
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The equivalent ω-source term is calculated as:

Sω
l = 1

Cµkl
Sϵ
l −

ωl

kl
Sk
l . (2.92)

For vapor bubbles, a dispersed phase zero equation model is generally used. The
turbulent viscosity of the vapor phase as a function of the turbulent viscosity of the
continuous liquid phase is modelled as:

µg = ρg
ρl

µl
turb

Prt
, (2.93)

with Prt being the turbulent Prandtl number relating the dispersed phase kinematic
eddy viscosity to the continuous phase kinematic eddy viscosity which is considered
Prt = 1 by default.

2.3.5 Phase transfer models

In addition to break-up and coalescence, direct mass transfer between bubbles and
liquid due to evaporation and condensation changes the bubble size and conse-
quently the size group. According to Lucas et al. [70] the total source term in
the continuity equation, SEC

k , due to evaporation (ṁl↔g> 0) and condensation
(ṁl↔g< 0) is given as:

SEC
k =


mk

mk−mk−1
ṁl↔g,k − mk

mk+1−mk
ṁl↔g,k+1 for condensation

mk
mk−mk−1

ṁl↔g,k−1 − mk
mk+1−mk

ṁl↔g,k for evaporation,
(2.94)

with mk = ρgπd3k
6 being the mass of each bubble in k size group. The volumetric

condensation and evaporation mass transfer rate of size group k, ṁl↔g,k, is given
as:

ṁl↔g,k = fk
dSM,j

dk
ṁl↔g,j , (2.95)

with j = I or II depending on which velocity group the bubble group k belongs to
and ṁl↔g,j is calculated by Eq. (2.24).

2.3.6 The Rensselaer Polytechnic Institute (RPI) wall boiling model

A number of wall boiling models have been developed to describe the phase-change
process at the heating wall as well as the partitioning of the wall heat flux between
the liquid and vapor phases. Among them, the RPI model developed by Kural and
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Podowski [71] and adapted by Judd and Hwang [72] has been widely employed
in CFD codes [73, 74]. In essence, this model entails the partitioning of applied
wall heat flux into three components. They are: the heat fluxes owing to single-
phase convection, Qc, the evaporation heat flux, Qe, and transient conduction due
to quenching, Qq, as shown in Figure 2.13a. The wall heat flux can be written as:

Qw = Qc +Qe +Qq. (2.96)

This model divides the whole heating wall surface into two fractions: a fraction,
which is influenced by the formed vapor bubbles on the wall, Aq, and the remaining
wall surface, 1−Aq as shown in Figure 2.13.

U(x)

𝑄𝑤

Single-phase
convection

Departing bubble

Quenching

Evaporation

Growing bubble

Nucleation site

Trapped air

Bulk liquid

U(x)

𝑄𝑤

Single-phase
convection

Evaporation
+

Quenching

Bulk liquid

𝐴𝑞1 − 𝐴𝑞

(a) (b)

Figure 2.13: Schematic of a) heat transfer mechanisms in the RPI wall boiling model b)
bubble influence area fraction.

The term Qc in Eq. (2.96) is given as:

Qc = (1−Aq)hc,l (Tw − Tl) , (2.97)

with Tl being the liquid temperature adjacent to the heating wall and hc,l is the
liquid heat transfer coefficient given as:

hc,l =
ρlCp,lU τ

Tl
+ . (2.98)

The term Tl
+ is the temperature wall function calculated by Kader’s model [75]

and U τ is the friction velocity given as:

U τ =
√

τw

ρ
, (2.99)

with τw being the wall shear stress.

38 Chapter 2 State-of-the-art in modelling of subcooled flow boiling



The evaporation heat flux in Eq. (2.96), Qe, can be calculated as:

Qe = ṁg (hg,sat − hl) , (2.100)

with hg,sat and hl being the specific enthalpies of the saturated vapor and subcooled
liquid. The term ṁg denotes the generated vapor mass at the heating wall and is
expressed in terms of bubble departure diameter, dd, bubble generation frequency,
fr, and nucleation site density, N , as:

ṁg = ρg
π

6
d3dfrN. (2.101)

The quenching heat flux in Eq. (2.96), Qq, is determined through the correlation
as:

Qq =
2fr√
π

√
ρlλlCpltw Aq (Tw − Tl) , (2.102)

with tw being the bubble waiting time and is given by a simple assumption of Kural
and Podowski [71]. It takes a fixed fraction of bubble departure period as:

tw = 0.8
fr
. (2.103)

The bubble influence area fraction in Eq. (2.102), Aq, is given in terms of dd and N
as:

Aq =
(
K
πdd
2

)2
N, (2.104)

withK being the empirical constant used to account for the area of the heating wall
influenced by the vapor bubbles and the value ofK = 2 is often recommended [71].
However, Kenning specified ranging between 2 and 5 for it [76]. Judd and Hwang
ascertained the value of K = 1.8 based on their experimental data [72].

In order to determine each term of the right-hand side of Eq. (2.96) an iterative
procedure is normally employed to evaluate the wall superheat that fulfills the ap-
plied wall heat flux [56]. This algorithm starts with a guess of the wall superheat
and then each component of the heat flux is calculated. The difference between the
actual and the computed total applied wall heat flux provides a new wall superheat
estimation for the next iteration procedure. The iteration continues until the differ-
ence between the applied and calculated wall heat flux falls below a predetermined
value [56]. For the modelling of N , dd and fr many empirical correlations have
been proposed. Some of the most employed ones are summarized in Table 2.3,
Table 2.4 and Table 2.5.
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Table 2.3: Proposed correlations for nucleation site density, N .

Reference Correlation

Gaertner [77] N = Q
1
m
w , m = 0.48

Kirby and Westwater [78] N = Q
1
m
w , m = 0.73 for glass

and 0.48 < m < 1 for metal.

Lemmert and Chawla [79] N = Nref

(
∆Tsup

∆Tref

)m
,

Nref = 7.94× 10+5 m−2, m = 1.805.

Kocamustafaogullari and Ishii [80] N = 1
d2
l

[
2σTsat

∆T effρgHlg

]−4.4
f (ρ∗) ,

ρ∗ = (ρl−ρg)
ρg

,

f (ρ∗) = 2.157× 10−7(ρ∗)−3.2(1 + 0.0049ρ∗)4.13.

Basu et al. [81] N = 0.34× 10+4 (1− cos θb) (∆Tsup)2,

∆TONB < ∆Tsup < 15 K,

N = 0.34× 10−1 (1− cos θb) (∆Tsup)5.3,

∆Tsup ≥ 15 K.
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Table 2.4: Proposed correlations for bubble departure diameter, dd.

Reference Correlation

Fritz [24] dd = 0.0208θb
(

σ
g(ρl−ρg)

)0.5
Zuber [82] dd =

(
6σ

g(ρl−ρg)
K∆Tsup

Qw

) 1
3

Chi-Yeh and Griffth [83] dd = 0.843θb
(

σ
g(ρl−ρg)

)0.5
Tolubinsky and Kostanchuk [26] dd = min

(
dref . exp(−∆T sub

∆T ref
), dmax

)
,

dref = 0.6 mm , ∆T ref = 45 K,

dmax = 1.4 mm.

Farajisarir [84] dd = 10.02× 10+9Ja−1.65T ∗−1.65,

T ∗ = Tw−Tb
∆T sub

.

Table 2.5: Proposed correlations for bubble generation frequency, fr.

Reference Correlation

Cole [85] fr =
[
4g(ρl−ρg)

3ddρl

]0.5
Zuber [82] fr = 1.18

2dd

[
σg(ρl−ρg)

ρ2
l

]0.25
Stephan [86] fr = 1

π

√
g

2dd

[
1 + 4σ

d2
l
ρg

]0.5
Kocamustafaogullari and Ishii [87] fr = 1.18

dd

[
σg(ρl−ρg)

ρ2
l

]0.25

These correlations have been calibrated for different operating conditions. For ex-
ample, Krepper et al. [88] employed the Tolubinsky and Kostanchuk [26] model for
bubble departure diameter for simulation of DEBORA experiments [89]. They [88]
calibrated the bubble reference diameter, dref , in the model of Tolubinsky and
Kostanchuk [26] using 0.24 mm and 0.35 mm for DEBORA1-2 and DEBORA3-
7 respectively. They [88] also used the model of Lemmert and Chawla [79] for
nucleation site density modelling with the values of Nref = 3× 10+7 m−2 and
5 × 10+6 m−2 for DEBORA1-2 and DEBORA3-7 respectively. More calibration of
these parameters for different operating conditions can be found in [90, 91].
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2.4 Flow boiling transition patterns in vertical pipes

In flow boiling applications, a wide range of interfacial scales between phases simul-
taneously occurs. The local hydrodynamic and heat transfer rate is related to the
distribution of liquid and vapor phases, referred to as flow patterns or morpholo-
gies. The two-phase flow in a vertical heating pipe depicts different flow boiling
regimes, depending on the void fraction and phases’ velocities. Flow morphologies
during upward flow boiling in a vertical heating pipe is shown in Figure 2.14.

Single phase liquid

Bubbly flow

Annular flow

Slug flow

Heating

Subcooled liquid

Vapor

Liquid

ONB

Figure 2.14: Flow boiling regimes in a vertical heating pipe.

A subcooled liquid flow enters the pipe from below and there is a single-phase con-
vection as long as the liquid temperature near the heating wall stays below the ONB
temperature. The ONB point refers to the primary formation of bubbles at the heat-
ing wall as shown in Figure 2.14. At the beginning, bubbles leave the heating wall
and condense in the bulk since the bulk liquid temperature is below its saturation
one. That is, they heat the subcooled liquid. Further along the pipe, the bulk liquid
approaches the saturation temperature resulting in void fraction increases and bub-
bles agglomerate into larger slugs and plugs. These slugs may occupy nearly the
whole pipe cross-section leaving only a thin liquid film on the heating wall. Further
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increase in void fraction develops annular flow in which the vapor phase accelerates
and forms a "chimney" with a continuous liquid film on the heating wall. The liquid
film thickness usually varies with time and the continuous steam core may contain
entrained liquid droplets and their evaporation provides a rather high heat transfer
coefficient. In some cases, the annular flow regime is considered as a desired and
specifically stable regime for heat transfer applications with high fluid velocity and
steam quality. However, after some distance, the gradual depletion of liquid film
due to the evaporation may cause dryout. At this liquid deficient point, the wall
temperature sharply rises to dissipate the applied heat flux.

In order to determine these flow patterns, many flow regime maps have been de-
veloped based on the absolute or dimensionless mass flow rates of the gas and
liquid phases. However, most such maps were presented for adiabatic two-phase
flow [92, 93] and it can not be accurate for extrapolation to diabatic flow. Cheng et
al. did a thorough review about the fundamentals and applications of flow pattern
maps [93]. In general, different flow regime maps were developed depending on
the operating conditions [94]. Thus, there is no universal flow regime map for all
flow boiling problems. Besides the flow-patterns map, many numerical studies have
been utilized for the flow boiling patterns modelling. Among them, the E-E two-
fluid model has been extensively used to describe small-scale dispersed flows such
as droplets and bubbles [95]. However, due to the averaging probability of each
phase in time and space when their length scales are smaller than the grid cell size,
the information about gas-liquid interface structure gets lost. Another model, so-
called Volume of Fluid (VOF), has been introduced for the flow patterns modelling.
However, this model is applicable for interfacial length scales several times larger
than the grid size and requires phase-resolving approaches, with yet large compu-
tational costs [96]. Selecting the suitable CFD method for flow patterns modelling
depends on its ability to resolve the wide range of interfacial scales between phases
as illustrated in Figure 2.14 [97]. Cerne et al. coupled an interface-capturing model
to the VOF method in order to deal with these multi-scale flow patterns and to elim-
inate the modelling restriction imposed by the grid density [98]. They defined a
criterion according to the estimation of the local interface dispersion in each cell
to switch between various models to simulate the Rayleigh-Taylor instability and a
vortex flow [98]. Their modelling revealed a successful switch from the VOF model
for initially stratified flow to the fully dispersed two-fluid model. Nevertheless, the
reverse scheme for switching from the dispersed two-fluid model to the VOF model
was not investigated.

Tomiyama and Shimada developed an (N+2)-field model including two continu-
ous gas and liquid phases and N dispersed bubble fields [99]. They also com-
bined a level-set approach for the interface capturing model and a multi-field
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method for bubbly flow modelling [99]. Nevertheless, they employed a one-field
formulation for the mixture velocity and an adjustable spatial resolution to the
desired scale [99]. Maekawa et al. developed the (N+2)-field model for poly-
dispersed bubble plumes modelling without considering bubble coalescence and
break-up in their calculations [100]. Yan and Che introduced a model based on
coupling the two-fluid model for the simulation of gas-liquid flow and the VOF
method [101]. Their computational domain included liquid phase, large-length-
scale-interface, small-length-scale-interface and a treatment called "Volume Frac-
tion Redistribution", which was introduced for the momentum exchange modelling
in the grid cells occupied by these three phases [101]. However, they only applied
the coalescence of the small-scale-interface to the large one without considering
the large-scale break-up to the small-scale [101].

The Standard Free Surface (SFS) is another model for simulation of flow morpholo-
gies in the E-E two-fluid framework [102]. In this model, liquid and gas are treated
as two continuous phases and an advection discretization scheme is applied to the
volume fraction equation [103]. Moonesi et al. used this model for simulation
of flow morphologies (annular and stratified flows) occurring during high-pressure
steam condensation in inclined pipes [104].

Höhne and Vallée proposed the Algebraic Interfacial Area Density (AIAD) model
to distinguish between bubbles, droplets and the free surface based on the liquid
volume fraction value in the computational domain [105]. This model allows the
corresponding switching between these morphologies via a blending function and
defines different IAD and momentum transfer models depending on the local flow
morphologies. The AIAD has been widely employed for the detection of interfa-
cial structures in different two-phase flows types such as stratified gas-liquid and
counter-current flows [106, 107].

In 2012, Hänsch et al. introduced a new two-phase flow strategy, the so-called
GENTOP, for the modelling of flow patterns transitions including the segregated
and dispersed flow structures [27]. The GENTOP concept was mainly developed
based on the extension of the iMUSIG model by adding an additional continuous
gas phase to the computational domain in the E-E framework. They compared the
simulation results obtained from the GENTOP concept with the experimental data
for two test cases: the impingement of a liquid jet on a free surface and a vertical
bubble column, which include a wide range of bubble sizes [27]. In 2014, Montoya
et al. employed the GENTOP for modelling the flow patterns in an adiabatic co-
current vertical gas-water pipe and compared with experimental data [108]. In
2017, Höhne et al. coupled the GENTOP and the conventional RPI wall boiling
models for simulation of flow boiling morphologies in a vertical heating pipe [109].
Their simulation included evaporation, condensation, coalescence, break-up and

44 Chapter 2 State-of-the-art in modelling of subcooled flow boiling



the small steam bubbles were handled as dispersed phases while the large interface
structures were statistically resolved. However, they did not consider entrainment
between dispersed bubbles and continuous gas structures.

2.5 The GENeralized TwO-Phase flow (GENTOP)
concept

The GENTOP concept is defined based on the iMUSIG model in the E-E framework.
The dispersed bubbles (GasD) is divided into two velocity groups based on the
iMUSIG model [88]. One velocity group for small bubbles (GasD1) (d < dcr)
and one for large ones (GasD2) (d > dcr) as shown in Figure 2.15. The exchange
terms between GasD and liquid are modelled in the E-E two-fluid framework as
described in Section 2.3.1. Then, a continuous gas (GasC) phase is added, i.e.,
the fluid flow domain is divided into phases including GasD, GasC and continuous
liquid. The GasC velocity group includes only one size fraction and represents all
gas structures larger than the maximum diameter of GasD, ddg,max. This maximum
diameter has to be selected according to the grid size using ddg,max = Z∆x. The
gas-liquid interface can be resolved only if the GasC structures occupy several grid
cells and for this reason, z = 5 was recommended [109]. Moreover, the mass
transfer between GasD and GasC is modelled based on the PBM described in Section
2.3.2.

GasD1 GasD2 GasC

𝑼𝑔𝐼 𝑼𝑔𝐼𝐼 𝑼𝑐𝑔

𝑑1 𝑑2 𝑑𝑚1
.  .  .  . 𝑑𝑚1+1

.  .  .  .  .  .  .  .  .   .      𝑑𝑚1+𝑚2

Break-up Coalescence

EvaporationCondensation

𝒅𝒄𝒓 𝒅𝒅𝒈,𝒎𝒂𝒙

Dispersed gas LiquidContinuous gas  

Transfer into GasC

Breakup to GasD

Figure 2.15: Schematic of extended iMUSIG model in GENTOP including phase transfers.
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2.5.1 Treatment of the continuous gas

Large interfaces can be established between GasC and liquid phases and have to
be localized in order to model the interface and interfacial mass and momentum
exchanges. In the past, due to the lack of appropriate models, the developed correla-
tions for 1D codes were mostly used to model the interfacial momentum transfer at
the free surface, which do not properly reflect the physics of the phenomena. In the
two-fluid approach, the detection of interfacial structure can only be determined
by limited local information like void fraction, IAD or void fraction gradients [95].
An appropriate interface blending function based on the volume fraction gradient
can realise the algebraic identification of the local interfacial structure. The GEN-
TOP concept uses this function, ψsurf , based on the volume fraction gradient of
GasC, |∇αcg|, to detect the interface. The variation of ∇αcg from 0 to 1 over the
number of n grid cells with the size of ∆x which leads to the critical value of
|∇αcg| crit = 1

n∆x allows the interface definition [27]. One issue in the GENTOP
concept is that the GasC may locally occur with low void fraction, e.g. in cases
where GasC is generated out of GasD by coalescence. The ψsurf function is given
as [109]:

ψsurf = φsurf (fb − fd) , (2.105)

which reveals the information about the morphology by:

ψsurf =


1 Bubble region
0 Inteface
−1 Droplet region.

(2.106)

2.5.2 The Algebraic Interfacial Area Density (AIAD) model

The AIAD model provides the blending functions given in Eq. (2.105) for the bubbly
regime, fb, and droplet, fd, as [109]:

fb =
1
2

[
1 + cos(π α̃

G − (αb,crit − δα)
2δα

)
]
, (2.107)

fd = 1
2

[
1 + cos(π α̃

L − (αd,crit − δα)
2δα

)
]
. (2.108)

The terms α̃G and α̃L are defined as:

α̃G = min (max [αcg, αb,crit − δα] , αb,crit + δα) , (2.109)
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α̃L = min (max [αl, αd,crit − δα] , αd,crit + δα) , (2.110)

with αcg and αl being the GasC and liquid volume fraction. The critical gas phase
fraction of the bubbles at the transition area, αb,crit, the critical liquid void frac-
tion of the droplets at the transition area, αd,crit , and δα are given 0.3, 0.3 and
0.05 respectively [110]. The interface blending function, φsurf , in Eq. (2.105) is
calculated as [110]:

φsurf = 1
2

[
1 + cos(π ∇̃αcg − (∇αcg,crit − δ∇)

2δ∇
)
]
. (2.111)

Similar to fb and fd blending functions, the transition range of the void fraction
gradient is [∇αcg,crit − δ∇,∇αcg,crit + δ∇], where ∇αcg,crit denotes the value of
critical void fraction gradient defined as 1

n∆x , n ≥ 5 [110]. Therefore, the term
∇̃αcg is given as:

∇̃αcg = min (max [|∇αcg| , ∇αcg,crit − δ∇] , ∇αcg,crit + δ∇) , (2.112)

with δ∇ being δ∇=0.1×∇αcg,crit [110].

2.6 Interfacial transfers of continuous gas

The AIAD model detects flow morphologies and distinguishes them as bubbles,
droplets or the interface through the above blending functions. The interfacial
mass and momentum transfers such as drag, lift, cluster and surface tension forces
are modelled accordingly. These interfacial terms will be introduced in the next
sections. Based on the values of ψsurf function in Eq. (2.106), the IAD, Ai, is given
as [110]:

Ai = (1− |ψsurf |)Ai,fs + asign |ψsurf |Ai,b + (1− asign) |ψsurf |Ai,d, (2.113)

with

asign =
{

1 if sign (ψsurf ) = 1
0 else.

(2.114)

The Ai corresponding models for three different regimes including: bubble, droplet
and interface in the AIAD model are given in Table 2.6.
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Table 2.6: Interfacial area density for different flow morphologies in the AIAD model [110].

Regime IAD

Bubble Ai,b = 6αg

db

Droplet Ai,d = 6 αl
ddrop

Interface Ai,fs = |∇αcg|

2.6.1 Drag and lift forces

For the modelling of drag force coefficient, CD, it can be given based on the values
of ψsurf function as [110]:

CD = (1− |ψsurf |)CD,fs + asign |ψsurf |CD,b + (1− asign) |ψsurf |CD,d. (2.115)

Three different drag coefficients, CD, are applied dependent on the flow regimes.
For calculation of bubble drag force coefficient, CD,b, Eq. (2.65) is used and assum-
ing the droplets are spherical, a constant value of CD,d = 0.44 is employed [110].
The interface drag coefficient, CD,fs, is calculated based on the tangential fraction
of the stress vector, tfs, at the phase boundary as:

CD,fs = max
(
0.01, αl |tfs,l|+ αg |tfs,g|

1
2ρm|U slip|2

)
, (2.116)

with tfs being the free surface stress vector calculated by the model of Porombka
and Höhne [111] as:

tfs = t− (n.t)n, (2.117)

with n being the unit normal vector at the interface defined as:

nk = − ∇αk

|∇αk|
, k = g, l (2.118)

The term t in Eq. (2.117) is the stress vector given as:

t = µ

|∇α|


2∂u

∂x
∂α
∂x +

(
∂u
∂y + ∂v

∂x

)
∂α
∂y +

(
∂u
∂z + ∂w

∂x

)
∂α
∂z(

∂v
∂x + ∂u

∂y

)
∂α
∂x + 2∂v

∂y
∂α
∂y +

(
∂v
∂z + ∂w

∂y

)
∂α
∂z(

∂w
∂x + ∂u

∂z

)
∂α
∂x +

(
∂w
∂y + ∂v

∂z

)
∂α
∂y + 2∂w

∂z
∂α
∂z .

(2.119)
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The components of tfs in Eq. (2.117) are given as:

tfs,x = tx
(
1− n2

x

)
− tynxny − tznxnz

tfs,y = −txnxny + ty
(
1− n2

y

)
− tznzny

tfs,z = −txnxnz − tynynz + tz
(
1− n2

z

)
.

(2.120)

In Eq. (2.116) the term ρm is the mixture density calculated by ρm = ρlαl + ρgαg

and U slip denotes the slip velocity vector given by U slip = U l −U g.

Montoya et al. proposed a correlation to take into account the lift force of bubbles,
which are larger than the maximum diameter of GasD, ddg,max but still have not
reached the critical void fraction (αcg,crit < 0.3) [108]. Their lift force coefficient is
given as:

CL,cg = (1− φmorph) . (−0.27) , (2.121)

with φmorph being a blending function given as [27]:

φmorph = 0.5× tanh
[
100(αcg − αcg,crit)

]
+ 0.5. (2.122)

2.6.2 Cluster and surface tension forces

In order to minimize the occurrence of continuous gas with low volume fraction
and to counteract the smearing of the resolved interfaces by numerical diffusion, a
cluster force is modelled [27]. It acts between liquid and GasC in the opposition to
the liquid volume fraction gradient. It supports the transition from the dispersed
into the continuous gaseous morphology by causing aggregation of the continuous
gas volume fraction as well. This force is given as [109]:

Fl,clust = −F cg,clust = max(0, ψsurf ) Cclust.ρl∇αl, (2.123)

with Cclust = 1 for GENTOP application [109].

Brackbill et al. proposed a model for surface tension force [112]. For a curved
surface, this force is separated into normal and tangential components as [112]:

F surf = F surf,n + F surf,t. (2.124)

The normal component is given as:

F surf,n = −σkintn, (2.125)
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with σ being the surface tension coefficient. The term kint is the curvature of inter-
face, which is calculated as:

kint = ∇.n, (2.126)

with n being the interface normal vector calculated based on the void fraction of
primary phase, i.e.:

n = ∇αcg

|∇αcg|
. (2.127)

From Eqs. (2.125)-(2.127), the normal component, F surf,n, is given as:

F surf,n = −σ ×∇.
(

∇αcg

|∇αcg|

)
× ∇αcg

|∇αcg|
. (2.128)

The tangential component of surface tension force, which is known as the
Marangoni effect acts exclusively when the surface tension varies along the sur-
face [112]. It is given as:

F surf,t = ∇.σ. (2.129)

For a constant value of σ, the tangential component is zero and the surface tension
force acts only at the normal direction of interface.

2.6.3 Complete coalescence

In the GENTOP concept, when the critical void fraction of GasC is reached, a com-
plete gaseous mass transfer to the GasC replaces the coalescence due to the aver-
aged coalescence model. The complete coalescence avoids that GasD is present in
regions occupied by GasC with a minimum volume fraction of 0.3 [27]. The mass
transfer due to the complete coalescence is given as [109]:

ṁGasD→GasC = (1− |ψsurf |)
ρg.αGasD

τGasD→GasC
, (2.130)

with τGasD→GasC being the time constant to regulate the mechanism rate and was
recommended 20∆t [109].
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2.6.4 Entrainment modelling

Entrainment, that is carry over of gas from GasC to GasD occurs when they are in a
relative motion as shown in Figure 2.16.

GasD

GasC Liquid

Figure 2.16: Schematic of entrainment phenomenon between GasC and GasD in the GEN-
TOP concept.

Some models have been proposed for entrainment simulation [113, 114]. As an
example, Ma et al. developed a model based on a simple argument that the tur-
bulent kinetic energy, k(x), near the liquid-gas interface with the velocity of Un(x)
causes the interface to develop air cavities [113]. The entrainment rate per unit
volume and time, ṁEnt, occurs in a layer lies between the gas-liquid interface with
the thickness of ∅Ent = C1a and is given as:

ṁEnt = (1− |ψsurf |)
C1C2
g∅Ent

k (x) ∂Un (x)
∂n

, (2.131)

with C1 being a non-dimensional constant. It is assumed that the interface is rough
with the roughness of a = C2k(x)

g due to turbulence in the liquid and C2 is the
non-dimensional constant recommended to be 0.01 [115]. In the two-fluid model,
the thickness of smeared interface, ∅Ent, has to be determined by the user and
recommended as ∅Ent = C1a = 4∆x [113–115].

2.6.5 Turbulence modelling

The effect of small waves created by Kelvin-Helmholtz instabilities on the turbu-
lence kinetic energy of liquid phase needs to be modelled. Where the gradients of
the local velocities and the liquid density are present, the specific turbulent kinetic
energy is prescribed as a source term and added to the liquid total turbulent kinetic
energym, k. This source term is given as [107]:

Sk,SWT = (1− |ψsurf |)
2
3
∂U l

∂x
ρlkl, (2.132)
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kl = 0.5
(
q2u − q2l

)
, (2.133)

q2u = π

24
gnL+ πσ

2Lρl
, (2.134)

q2l =
(5
3
− π

2

)
gnL

125
+ (π − 2)σ

5Lρl
, (2.135)

with L being the length scale. The term gn denotes the gravity vector defined as:

gn = g.nfs, (2.136)

with nfs being the interface normal vector calculated as:

nfs =
∇αl

|∇αl|
. (2.137)

The high-velocity gradients at the GasC and liquid interface generate levels of tur-
bulence that are high especially in the gaseous phase when using eddy viscosity
models like k − ϵ or k − ω [115]. The model of Egorov and Menter, which is based
on a symmetric damping procedure, provides a solid wall-like damping of turbu-
lence in both gas and liquid phases. It can be used for modelling the source term in
the turbulence eddy frequency, ω equation as [116]:

Sω,D = Ai.∆x.β.ρl.ω2
D, (2.138)

with β = 0.075 being a constant and ωD is given as:

ωD = B.
6µl

β.ρl.∆x2
, (2.139)

with B = 100 being a constant.

2.7 Summary

The state-of-the-art of the related topics of current research was reviewed in this
chapter. First, the bubble formation mechanism in nucleate boiling and the recently
developed bubble dynamics models were given. Then, CFD simulation of subcooled
flow boiling using the E-E two-fluid model was provided. Afterward, the governing
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equations of this model and closure models for interfacial heat, mass, and momen-
tum transfers were given. Thereafter, the RPI wall boiling model and its closure
models were reviewed. In the end, the GENTOP concept, its governing equations
and application in the simulation of flow patterns transition were provided.
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An improved bubble dynamics
model for flow boiling

3

In this chapter, a mechanistic bubble dynamics model for flow boiling which re-
quires no recalibration of parameters to predict the bubble growth and detachment
is introduced [117]. This model is based on the force balance approach for a single
growing bubble. Section 3.1.1 provides the bubble growth rate, which considers
the evaporation of microlayer underneath the bubble, thermal diffusion and con-
densation around the bubble cap as well as dynamic inclination and contact angles.
In Section 3.1.2, the force balance model for the prediction of bubble detachment
is presented and Section 3.1.3 explains the bubble detachment criteria. In Section
3.1.4, the wall heat flux calculation during the formation of a single bubble for
both constant heat flux and wall temperature is given. Section 3.1.5 provides the
calculation of heating wall heat transfer. In Section 3.2, the discretization depen-
dency, model validation against four experimental cases and sensitivity analysis are
provided. Finally, Section 3.3 gives a short summary of this chapter.

3.1 Modelling of the bubble formation

The bubble growth is divided into two periods: the inertia-controlled and the ther-
mal diffusion-controlled period [38]. In the inertia-controlled growth, a microlayer
is formed underneath of the bubble and the bubble diameter evolution is given by
a Rayleigh-type equation [41]. It is followed by the thermal diffusion-controlled
growth for which the Labuntsov’s model is used [40]. The evaporation of the mi-
crolayer is considered as an additional contribution of heat transfer in addition to
the thermal-diffusion from the surrounding liquid. The microlayer depletion causes
a dryout on the heating wall and its effect on the surface tension force will also be
considered (see Section 3.1.1). During the thermal diffusion-controlled growth, the
microlayer is expanded due to the expansion of the gas-liquid interface on the heat-
ing wall. The force acting on a growing bubble is taken from the work of Chen et
al. [50] who developed it from the model of Klausner et al. [43] (see Section 3.1.2).
Unlike the previous departure models, the bubble in the present model will not im-
mediately depart from the heating wall when the force in perpendicular direction
of the wall is balanced, but instead the formation of a bottleneck is considered. The
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bottleneck connects the bubble’s main body with the heating wall and enlarges un-
til the bubble base diameter, rw, becomes zero or the length of bottleneck becomes
larger than what the internal pressure difference allows. With the occurrence of
any of these conditions, the bubble lifts off (see Section 3.1.3). When the total
height of the bubble (diameter of main body plus the bottleneck) becomes larger
than the thermal layer thickness (Figure 3.1), condensation at the surface of the
bubble occurs. For condensation, the model of Ranz and Marshall is used [57].

𝛽𝑎𝑑

𝛽𝑟𝑒

𝜃𝑏

𝜃𝑤

g

Liquid flow

Heating wall

Bulk liquid

C

Figure 3.1: Schematic of the contributions of superheated liquid evaporation, microlayer
evaporation and condensation to bubble growth during flow boiling.

The bubble starts sliding when the force in the tangential direction of the heating
wall is balanced and the bubble inclination angle reaches its maximum value. This
is called departure (see Section 3.1.3). Similar to the bottleneck formation that
delays the bubble lift-off after the balance of forces in the perpendicular direction,
the bubble inclination that comes from balanced forces in the tangential direction
can also delay the bubble sliding. To calculate the expansion of the bubble base
diameter, a hypothesis based on the work of Thorncroft et al. is adopted [44].
According to their hypothesis, the relation between bubble radius and bubble base
radius is given as (see Section 3.1.3):

rw = rb × sin β. (3.1)
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3.1.1 Bubble growth rate

For bubble growth during flow boiling the correlations of two inertia-controlled and
the thermal diffusion-controlled periods that have been proposed by Ding et al. for
pool boiling are used [118]. Bubble growth in the inertia-controlled growth period
is given as [38]:

rb (t) =
{
π

7

(
Tw − Tsat
Tsat

)
hfgρg
ρl

} 1
2
t. (3.2)

In this model, the maximum bubble radius in the inertia-controlled period is calcu-
lated by the model of Mikic et al. as [38]:

rmax,g = B2

A
, (3.3)

with B and A given by Eq. (2.4). The bubble growth rate in the thermal diffusion-
controlled growth period is calculated as [117]:

drb
dt

∣∣∣∣
td

= V̇mi,g

Ab
+ drb

dt

∣∣∣∣
ma

(1− fsub) , (3.4)

with Ab being bubble surface area. The term V̇mi,g denote the total volume of gen-
erated gas underneath of the bubble that by considering the mass balance between
the generated gas and the evaporated liquid is given as [117]:

V̇mi,g = 2 ρl
ρg
π

∫ rw

0

dδmi

dt
rdr. (3.5)

The microlayer evaporation rate, dδmi
dt , is given by considering the heat balance

between conductive heat transfer through the microlayer with the thickness of δmi

and the latent heat going into the bubble. It is given as [117]:

ρlhfg
dδmi

dt
= λl∆Tsup

δmi
, (3.6)

with ∆Tsup = Tw − Tsat being the wall superheat.

Bubble growth rate due to the thermal layer in Eq. (3.4) is calculated by the model
of Labuntsov as [40]:

drb
dt

∣∣∣∣
ma

= 1
2

Ja
√√√√(12α′

l

π

)[
1 + 1

2

(
π

6Ja

)2/3
+ π

6Ja

]  t− 1
2 . (3.7)
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The contribution of condensation to the bubble growth when the bubble’s height
becomes larger than the thermal layer thickness is calculated by the model of Ranz
and Marshal (Eq. (2.25)) [57].

According to the model of Cooper and Loyd, the initial microlayer thickness (see
Figure 2.5) is given as [41]:

δ0mi (t) = Cmi

√
νl.t =

√
Cα′

l.t 0 ≤ t ≤ τg, (3.8)

with Cmi = 0.8 and C = C2
mi = 0.64×Pr and t is the time in the inertia-controlled

period. The terms νl and τg are the liquid kinematic viscosity and the maximal
inertia-controlled growth time which is given by the model of Zhao and Tsuruta
as [119]:

τg = Cα′
l

[
ρghfg.rmax,g

2λl∆Tsup

]2
, (3.9)

with rmax,g being the maximum bubble radius in the inertia-controlled period cal-
culated by Eq. (3.3). Zhao and Tsuruta calculated the initial microlayer thickness
as [119]:

δ0mi (r) =
Cα′

lρghfg
2λl∆Tsup

r, (3.10)

with r being the distance from the cavity. Recently, based on experimental obser-
vation, Utaka et al. proposed the initial microlayer thickness for water based on a
linear slope to the bubble base diameter as [120]:

δ0mi (r) = 4.46× 10−3 × r. (3.11)

In the thermal diffusion-controlled growth period, the microlayer will be extended
with the expansion of the bubble contact base (Figure 2.6b). Therefore, it is better
to adapt the formula of Cooper and Loyd [41](Eq. (3.8)) with the data of Utaka et
al. [120] and a new constant C = 0.075×Pr is given. During the inertia-controlled
growth, the bubble has a semi-spherical shape and the conductive heat flux from
the heating wall through the microlayer is calculated as [117]:

Q = λl
∆Tsup
δ0mi

. (3.12)

Based on the Eqs. (3.2)-(3.12), the bubble growth rate is given as [117]:
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drb
dt

=


{
π
7

(
Tw−Tsat

Tsat

)
hfgρg
ρl

} 1
2 r ≤ rmax,g

V̇mi,g

Ab
+ drb

dt

∣∣∣
ma

(1− fsub)− drb
dt

∣∣∣
cond

fsub r > rmax,g.
(3.13)

When the bubble radius reaches the maximum inertia-controlled bubble radius,
rmax,g, the thermal diffusion-controlled growth period starts. During this period,
the bubble growth is mainly caused by the evaporation of the microlayer under-
neath and superheated liquid around the bubble. The consumption of liquid in the
microlayer determines the growth rate of the bubble during microlayer evapora-
tion. In the present work, the effect of surface tension and inertia effect on the
pressure of the bubble is neglected. In order to simplify the model, the concept of
a fixed saturation thermal layer thickness, δth,sat between Tw and Tsat is employed
(Figure 3.2). Condensation on the bubble cap starts when the height of bubble
becomes larger than the saturation thermal layer thickness, δth,sat (Figure 3.2).

Bulk liquid

𝑇𝑠𝑎𝑡

𝑇𝑏

𝑇𝑤

𝛿𝑡ℎ

𝛿𝑡ℎ,𝑠𝑎𝑡
ℎ𝑐

𝑟𝑤

𝑟𝑏𝐿𝑏

𝑟𝑏

Figure 3.2: Temperature distribution in the thermal layer (left) and bubble geometry with-
out bottleneck (right).

The total thermal layer thickness, δth, is defined as δtl
δth

= Pr
1
3 for flow boiling [121].

Assuming a linear distribution of temperature in the thermal layer (Figure 3.2) one
gets:

δth,sat =
Tw − Tsat
Tw − Tsub

δth. (3.14)

The turbulent hydrodynamic layer thickness, δtl, which is defined when U = 0.99×
Umax, can be calculated from the one-seventh power law for pipes, that is [121],

U

Umax
=
(
1− Rp − δtl

Rp

) 1
7 def=0.99, (3.15)
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withUmax and Rp being the centerline velocity and the pipe’s radius. The turbulent
hydrodynamic layer thickness is also dependent on the distance to the inlet, that
is [121],

δtl (x) ∼= 0.37x
(
Umax × x

νl

)− 1
5
. (3.16)

The height of the bubble without bottleneck (Figure 3.2) is calculated as:

hc =
√
r2b − r2w + rb, (3.17)

and the bubble growth velocity in the perpendicular direction is given as:

vb,n = dhc
dt
. (3.18)

3.1.2 Force balance

The force balance analysis for a bubble growing on a superheated wall was taken
from the models of Klausner et al. [43] and Chen et al. [50] as depicted in Fig-
ure 3.3.
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𝐹𝑑𝑟𝑎𝑔

𝐹𝑔𝑟𝑜𝑤𝑡ℎ

Figure 3.3: Schematic diagram of forces on a growing bubble in flow boiling.

Based on the conservation of momentum, the forces acting on the bubble in per-
pendicular (normal: n) and parallel (tangential: t) directions of the heating wall
are balanced according to:

F total,n = F growth,n + F drag,n + F surf,n + F b,n + F cp,n + F sl,n (3.19)
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F total,t = F growth,t + F drag,t + F surf,t + F b,t + F growth,b. (3.20)

F growth is the bubble growth force, F drag is the quasi-steady drag force due to the
viscous fluid flow around the bubble. F cp is the contact pressure force due to the
effect of the heating wall and F b is the buoyancy force. F sl is the shear lift force
resulting from the asymmetrical flow distribution in the tangential direction of the
heating wall, and F surf is the surface tension force due to the contact surface on
the heating wall. F growth,b is added mass force due to bubble growth in the bulk
liquid velocity field.

The bubble growth force due to an asymmetrical growing bubble on a heating wall
can be evaluated by integrating the pressure distribution over the bubble surface.
It is expressed in both heating wall directions as [50]:

F growth,n = −ρlπrw2
(
rbr̈b +

3ṙ2b
2

)
cos (θb) (3.21)

F growth,t = −ρlπrw2
(
rbr̈b +

3ṙ2b
2

)
sin (θb) . (3.22)

Due to the relative motion between liquid flow and bubble, the drag force on the
bubble in perpendicular direction can be evaluated as [117]:

F drag,n = 1
2
ρ
l
vb

2πrb
2CD, (3.23)

with vb being the velocity of the bubble in perpendicular direction of the heating
wall. The term CD is the drag force coefficient, which is dependent on turbulence in-
tensity, bubble Reynolds number and bubble shape. Because of the pre-assumption
of spherical bubble shape, CD, is simplified with the models of Clift et al. [122] and
Moore as [123]:

CD = 16
Reb

(
1 + 0.15Reb0.5

)
. (3.24)

The drag force in the tangential direction is calculated by the same equation as per-
pendicular direction. The difference is only vb that is replaced by relative velocity
vre = vsl − vf with vsl being the sliding velocity of bubble and vf is the velocity
of the supposed stream line through the mass center of the bubble. The term vsl

is calculated by the tangential forces applied on the bubble and vf is computed
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by the one-seventh power law of the turbulent flow. The tangential drag force is
calculated as:

F drag,t =
1
2
ρl(vsl − vf )2πrb2CD. (3.25)

The surface tension force, which originates from bubble contact with the heating
wall can be expressed according to the models of Klausner et al. [43] and Chen et
al. [50]. This force in the perpendicular and tangential directions of heating wall
can be expressed as [50]:

F surf,n = −2× rdoσ
π

(βad − βre)
(cosβre − cosβad ) , (3.26)

F surf,t = −1.25× 2× rdoσ
π (βad − βre)

π2 − (βad − βre)2
(sin βad + sin βre) , (3.27)

with σ being the surface tension. The buoyancy force acts on the bubble in the
opposite direction of gravitational acceleration and it can be defined in the perpen-
dicular and tangential direction of heating wall as [50]:

F b,n = (ρl − ρg) gVbcos(θw), (3.28)

F b,t = (ρl − ρg) gVbsin(θw). (3.29)

The contact pressure force, which acts only perpendicular to the heating wall is
calculated by the model of Thorncroft et al. as [44]:

F cp =
1
2
πdw

2 σ

rc
, (3.30)

with rc being the radius of curvature at the reference point and rc = 5 × rb was
recommended by Klausner et al. [43]. The shear lift force, F sl, acts only in per-
pendicular direction of the heating wall and is partially due to Bernoulli suction
and vortices in the approaching flow. It is given by the models of Van Helden et
al. [124] and Chen et al. [50] as:

F sl =
1
2
CL1

0.5dw
R

AρlU cên + CL2ρlVb |(U c −U b)× ω| ên, (3.31)

with U c being the velocity of the supposed streamline through the mass center
of the bubble. U b is the bubble sliding velocity in the mass center and CL1 is a
constant of Bernoulli suction, which is equal to 11

8 according to the model of Van
Helden et al. [124] , A is the bubble cross-section area perpendicular to the flow
and Vb is the bubble volume. The term CL2 is an empirical constant, which was

62 Chapter 3 An improved bubble dynamics model for flow boiling



recommended as 0.53 by Auton [125] and ω = U (n)
n is the vorticity effective only

in perpendicular direction of the wall.

Chen et al. [50] and Thorncroft et al. [44] considered an additional growth force,
which is referred as growth force bulk, F growth,b. It acts in the wall tangential
direction due to bubble growth in a bulk liquid velocity field and is given as [50]:

F growth,b = 2πρlrb2 (U c −U b) ṙb. (3.32)

3.1.3 Detachment criteria

Though the bubble contact angle plays a key role in the calculation of acting forces,
experimental data and reliable models are rather scarce. Mukherjee and Kandlikar
proved that the contact angle does vary during the ebullition cycle and it depends
on the heating wall material and liquid and vapor properties as well [126]. The
contact angle is not constant even in equilibrium conditions. However, it is possible
to calculate the value based on the analysis of acting forces on the bubble. Ding et
al. investigated the bubble growth for horizontal pool boiling by using a mechanis-
tic model based on the force balance and considered the dynamic contact angle and
bubble base diameter [118]. In this bubble dynamics model, the dynamic deforma-
tion of the bubble is considered. At the transition from the inertia-controlled period
to thermal diffusion-controlled one the contact angle is π

2 rad and the surface ten-
sion force is zero because the dryout radius, rdo, is zero (Eqs. (3.26) and (3.27)).
If in this period, the mass center velocity of the bubble is larger than the expansion
speed of bubble radius the bubble will detach from the surface. However, in most
cases this will not happen due to the fast expansion of bubble. In this period the
dryout radius, rdo, increases when sum of the negative forces that point toward
the heating wall (mainly surface tension force and sometimes also growth force) is
much higher than the sum of positive forces. The resulting net negative force leads
to a deformation of the bubble and determines the contact angle and curvature.
This in turn reduces the surface tension force in the negative direction until the
acting forces are balanced. From the force calculation, the expected contact angle
(see Figure 3.4) is given as:

βs = 2× arcsin
(

F growth,n + F drag,n + F cp,n + F sl,n + F b,n

F surf

)
. (3.33)

The constant 2 in this equation means that the contact angle, β, is twice the micro-
layer contact angle, θ, which is used to calculate the surface tension force. In this
thesis, the force in perpendicular direction is considered as the dominant force that
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effectively determines the contact angle. The effect of tangential forces which are
influenced by roughness and wettability on the contact angle is still not clear and
more investigations are needed. The expected contact angle, βs, is changing with
time due to the continued changing of forces during the bubble growth.

𝛽𝑟𝑒

𝜃𝑏

𝜃𝑤

g

𝛽𝑠

𝐹𝑠𝑢𝑟𝑓,𝑛 = 𝐹𝑠𝑢𝑟𝑓 𝑠𝑖𝑛(𝛽𝑠)

𝛽𝑎𝑑Heating wall

Figure 3.4: Schematic of a growing bubble on an inclined heating wall with dynamic con-
tact angle, β, and expected contact angle, βs, during flow boiling.

The bubble deformation causes an expansion of the base radius, rw, so that its
growth becomes different from the growth rate of the bubble radius, ṙb. Klausner
et al. [43] considered dw = 0.09 mm as being constant and later Thorncroft et al.
adopted dw = db × sin(βre) with the receding side contact angle, βre, to improve
the modelling prediction accuracy [44].

Due to the consideration of a dynamic contact angle a correlation between the ex-
pansion rate of base radius, ṙw and bubble radius, ṙb, instead of their fixed values is
proposed. During the bubble growth, when the contact angle, β, is π

2 rad, the differ-
ence between ṙw and ṙb should be largest. Later, with decreasing β, this difference
should become smaller and smaller as the value of driving force becomes smaller
and smaller. The applied approach in this work is based on the work of Thorncroft
et al. [44] and so the expansion rate of rw is given as:

ṙw = ṙb × sin
(
π

2
− β

)
. (3.34)

During the bubble deformation the contact angle, β, decreases until it becomes
equal to the expected contact angle, βs, and after that it will increase with the
increase of βs. When the net force in perpendicular direction becomes positive, the
bubble starts departing and a bottleneck is formed.
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Figure 3.5: a) Bubble with dynamic inclination angle, θb, and expected inclination angle,
θb,s, for an upward flow boiling in a vertical pipe b) torques due to the acting forces on the
bubble.

During the bubble growth the bubble inclination angle, θb, is also here considered
as being dynamic, depending, however, not on force but on torque (see Figure 3.5).
The fulcrum of the torque is the center of the contact surface on the heating wall
(point F in Figure 3.5) and the expected inclination angle, θb,s, is calculated as:

θb,s = arctan
(

Γ b,t + Γ drag,t + Γ growth,t

Γ b,n + Γ drag,n + Γ growth,n + Γ cp,n + Γ sl,n

)
+ π

2
− βw. (3.35)

The terms Γ b, Γ growth, Γ cp and Γ sl are the torques of buoyancy, growth, contact
pressure and shear lift forces that act at the mass center of the bubble (point O in
Figure 3.5b). Γ drag is the torque of drag force that acts at the bubble surface which
contacts with the fluid and the part in contact with the heating wall. The torque is
computed from the acting forces as Γ x = F x×rx, where x stands for the respective
type of forces/torque (see Figure 3.5b), and r is the radius vector, that is, r = OF

except for the tangential drag force/torque, for which r = FH .

The influence of surface roughness is neglected and βw is the liquid contact angle
in equilibrium state [127] (see Figure 3.6). Both horizontal and vertical forces
are balanced at the contact point, which is known as equilibrium. The horizontal
component of the gas-liquid surface tension force is balanced by the adhesive force
and the vertical one is balanced by the difference of the forces along the heating
wall as:

γgl cosβw = γsg − γsl, (3.36)
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with γgl , γsg and γsl being the interphase gas-liquid, solid-gas and solid-liquid
surface tension.

g

Heating wall

t

n
U(x)

𝛽𝑤 Fgas−liquid

Fsolid−gas
Fadhesive

Fsolid−liquid

Figure 3.6: Acting forces at the contact point.

The drag force acting on the top of the bubble causes the formation of bubble incli-
nation angle, θb. It is calculated by using the Newton’s law with the displacement
of the top part of the bubble as:

θb = arctan( Ltop

hbubble
), (3.37)

with Ltop being the movement of the bubble top side with respect to its horizontal
position and hbubble is the bubble’s height (see Figure 3.5a).

The bubble will not detach from the heating wall until θb ≥ θb,s, even when the
force in the tangential direction becomes positive. In this work, the calculation
of advancing and receding contact angles is based on the contact angle, β, for
horizontal pool boiling and an additional bubble inclination for flow boiling. As
during the formation of inclination angle the bubble shape in the model is assumed
to be hemispherical or perfectly spherical, the impact of buoyancy force, F b,n, is
neglected when F b,n < 0, βad = β and βre = β − θb, which is restricted by βad ≤
π
2 rad and βre ≥ 0.

The contact angle changes due to the force balance and when the force in perpen-
dicular direction, F total,n, becomes positive, the contact angle becomes π

2 rad at
both sides during horizontal pool boiling, while for flow boiling it occurs only at
the advancing side. The reason is the dominance of the force in perpendicular di-
rection at both bubble’s sides in horizontal pool boiling while for flow boiling it is
only at the advancing one. At the same time, the bottleneck is formed due to the
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microlayer evaporation and the bubble is stretched by adhesion force on the heat-
ing wall. For flow boiling, the bubble contact angle at the advancing side, βad, can
also reach π

2 rad when the total force along the tangential direction is large enough,
F total,t > 0.

Due to the difference between βad and βre, the bubble has different base diameter
expansion velocities at both bubble sides based on the Eq. (3.34). The dynamic
bubble shape is considered as close to the observed physics as possible in order to
avoid the case-dependent parameter tuning. The bubble starts with a hemispherical
shape during the inertia-controlled growth, and then changes from hemispherical
to spherical one during the thermal diffusion-controlled period. It continues with
an inclined bubble to end in a sphere plus a bottleneck as depicted in Figure 3.7
and eventually after lift-off it becomes spherical. The force balance in perpendicu-
lar direction leads to the bottleneck formation. At this moment, the bubble can still
be in contact with the heating wall if the velocity of bubble’s main body, vb, is less
than the bubble expansion velocity, which comes from the microlayer evaporation.
The bottleneck formation occurs only when the bubble moves faster in perpendic-
ular direction. When the evaporation of microlayer becomes less, the bubble base
diameter (now it is that of the bottleneck) starts to shrink. Unlike in the conven-
tional bubble dynamics model that the criterion of lift-off is the force balance in
perpendicular direction, here, the bubble lifts off when the bottleneck breakage or
the base diameter shrinks to zero.
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𝑑𝑤 𝐹𝑛

𝐹𝑡

A
𝑟𝑏

U(x)

𝐁′ 𝐁

(a) (b) (c)

Figure 3.7: Bubble bottleneck formation in a vertical subcooled boiling flow a) bubble in
the inertia-controlled growth period b) a moment after the force balance c) after bottleneck
formation and before departure.

The bubble base radius, rw, shrinks when vbπr
2
w > V̇mi,g and the volume conserva-

tion gives:

d(πr2whbt)
dt

= V̇mi,g − vbπr
2
w, (3.38)
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with hbt being the bottleneck’s height (Figure 3.8). It is calculated from the velocity
of bubble mass center, vb, and the time difference between the time when force in
perpendicular direction becomes positive, tfp, and the time from this moment, t as:

hbt = vb(t− tfp). (3.39)

n

t

ℎ𝑏𝑡

𝑑𝑤

ሶ𝑉𝑚𝑖,𝑔

𝑣𝑏𝜋𝑟𝑏
2

Figure 3.8: Bottleneck shrinkage after the moment of force balance in perpendicular direc-
tion.

Ding et al. claimed that in pool boiling the bottleneck breaks when the microlayer
underneath the bubble is completely consumed or the pressure difference along
the bottleneck reaches its limit [118]. Here also, this methodology for bottleneck
breakage is applied. The required pressure to hold up the bubble on the heating
wall, PB′ differs from the pressure inside the bubble on the heating wall, PB (Fig-
ure 3.7) which is strongly dependent on the base radius, rw, and decreases with its
shrinkage. The pressure difference is estimated as [118]:

∆PB′B = 2σ
( 1
rw

− 1
rb

)
. (3.40)

When ∆PB′B is larger than the pressure due to acting total force in the perpendic-
ular direction on the bubble base area, that is:

∆PB′B ≥
|F total,n|
Abase

, (3.41)

the bubble will return back to a spherical shape and detach from the heating wall.
Of course, if the bubble base radius shrinks to zero before ∆PB′B reaches the limit,
the bubble will also depart. The chart of bubble formation and detachment models
for subcooled flow boiling is summarized in Figure 3.9.
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Figure 3.9: Schematics of the bubble growth model for flow boiling including sub-models.

3.1.4 Wall heat flux model

In this model, it is not necessary to calculate the heat flux as it will be calculated
in the CFD simulation directly. However, it is required for validation against exper-
imental data, for which only heat fluxes but no wall superheat are available. It is
necessary to calculate the wall superheat under different heat fluxes as the bubble
growth rate is strongly dependent on the wall superheat. The heat flux is divided
into different terms similar to the heat-partitioning model: evaporation of micro-
layer (Figure 3.10a), evaporation of thermal layer (macrolayer) (Figure 3.10b),
heat transfer from the heating wall to vapor in the dryout region (Figure 3.10c),
quenching (Figure 3.10d) and forced-convection (Figure 3.10e). Quantitatively, it
is given as:

Qout =



Qe,mi = ṁmihfg = kl∆Tsup

δmi
rd < r < rw

Qe,ma = ṁmahfg rw < r < rb

Qdryout = λg∆Tsup√
πα

′
gτd

r < rd

Qq = λl∆Tsup√
πα

′
lτq

t > td (uniform Tw) or

Qq = λl∆Tsup
√
π

2
√

α
′
lτq

t > td (uniform Qin)

Qfc = hfc(Tw − Tb) r > rb


. (3.42)

Here, ṁmi and ṁma are mass rates of evaporated liquid in the microlayer and
macrolayer. The terms τd and τq denote the start time of dryout and quenching. The
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term td is the time of departure as well. The quenching heat flux is calculated from
the model of Zhao and Tsuruta [119] and hfc is forced-convection heat transfer
coefficient calculated by the Dittus-Boelter model as [121]:

hfc = 0.023 Re0.8l Pr0.4l

(
λl
Dh

)
, (3.43)

with Rel, Prl and Dh being liquid flow Reynolds number, liquid Prandtl number
and the hydrodynamic diameter of channel.
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Figure 3.10: Different heat transfer mechanisms during bubble growth and detachment a)
evaporation of microlayer b) evaporation of macrolayer c) dryout heat transfer d) quench-
ing heat transfer e) forced convection heat transfer. The gray color highlights volumes from
which the heat is being transferred.

3.1.5 Heat transfer in the heating wall

The impact of heating wall material and thickness on the heat transfer in the boiling
process has usually not been considered in the previous studies. However, the
heating wall can act as a thermal buffer and affects the heat transfer near hot spots
caused by the dryout underneath the bubble. The energy equation gives:

Q̇indt+ Q̇outdt+ Q̇n,wdt = ρwVwCp,wdTw, (3.44)
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with Q̇in, Q̇out and Q̇n,w being the heat transfer rate into the heating wall, from the
heating wall and conduction heat rate between two neighboring segments of wall
as shown in Figure 3.11. These terms are calculated as:

Q̇in = Qin ×∆Lw, (3.45)

Q̇out = Qout ×∆Lw, (3.46)

Q̇n,w = Qn,w × δw. (3.47)

In these equations, Qin is the heat flux into the heating wall, Qout is provided by
Eq. (3.42) and Qn,w denotes the tangential heat flux in the heating wall given as:

Qn,w = λw
∆Tw
∆Lw

, (3.48)

with λw being the heating wall thermal conductivity and ∆Tw is the temperature
difference between two neighboring cells in the heating wall (Figure 3.11).
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ሶ𝑸𝒐𝒖𝒕

∆𝑇𝑤

∆𝐿𝑤

𝛿𝑤

Figure 3.11: Schematic of heat transfer along the heating wall underneath the bubble.

From Eq. (3.44), the temperature change in the heating wall is given as:

dTw
dt

= Q̇in + Q̇out + Q̇n,w

ρwVwCpw
, (3.49)
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with Cpw and ρw being the heating wall specific heat capacity and density. For the
heating wall with the thickness of δw and unit depth (1 m), the volume of one cell,
Vw, is calculated as:

Vw = ∆Lw × δw. (3.50)

3.2 Results and discussions

3.2.1 Discretization dependency study

The heat-partitioning sub-model requires a proper time discretization for bubble
dynamics and a spatial discretization for the microlayer and the heat transfer inside
the heating wall. Both space and time were discretized using a central differences
scheme and in order to do the mesh independency, some cases with time steps from
1 µs to 30 µs and mesh sizes from 10 µm to 50 µm were tested. It was found that
the mesh size less than 50 µm and a time step less than 30 µs yield a stable model
convergence. In addition, the deviation from the average predicted value of bubble
departure diameter from these cases were less than 2% and the Courant-Friedrichs-
Lewy (CFL) number was controlled to be less than 1.

3.2.2 Model validation

For model validation, the published data from different experiments were used.
One is from Klausner et al. who designed an experimental facility with a horizon-
tal 25×25 mm square cross section for the subcooled flow boiling of refrigerant
R113 [43]. They measured the mean bubble departure diameter, dd, at different
wall heat flux, Qw, wall superheat, ∆Tsup, and mass flux, G, for a stratified two-
phase flow in the boiling section. Prodanovic et al. investigated an upward water
flow boiling in a vertical annular (quartz glass, 22 mm inner diameter) [128]. The
boiling geometry was a heated hollow stainless-steel tube with 12.7mm outer diam-
eter welded to copper rods. The diameter of the heated rod was 22mm downstream
of the inlet to provide a fully developed turbulent flow. A high-speed camera at
6,000 to 8,000 frames per second was installed at the location 0.44 m downstream
of the heated section start point to monitor the bubble behavior. They observed the
bubble behavior from beginning to collapse and obtained bubble shapes during the
lifetime, times of detachment and typical bubble size. Situ et al. [45] conducted
different investigations for a vertical upward subcooled flow boiling in an annular
channel with 38.1 mm inner diameter and 19.1 mm heater rod’s diameter. They
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also used a high-speed camera to assess bubble growth rate, lift-off diameter, and
velocity after lift-off at different wall heat fluxes from 54 to 206 kW

m2 and mass fluxes
between 466 to 900 kg

m2.s at ambient pressure. Sugrue studied the effect of the
heating wall orientation angle on bubble departure diameter for subcooled boiling
at different pressures, P , mass flux and wall heat fluxes with a high-speed cam-
era [129]. The test section was a rectangular stainless-steel channel with 14.3 mm
width and 19.9 mm height and a one-sided heater. The author carefully controlled
the Reynolds number between 11,800 and 34,500 and the Froude number (based
on the channel hydraulic diameter) between 0.42 to 1.06 and to eliminate the im-
pacts of buoyancy and wall orientation angle. In addition, the author controlled
the subcooled fluid flow and wall heat flux to provide an isolated bubbles regime
for which interactions between bubbles at neighboring nucleation sites can be ne-
glected. All the experiments introduced above cover nearly all physical parameters,
which can affect the bubble behavior. The present model has been validated for
the departure or lift-off diameter with these data as shown in Table 3.1. In flow
boiling, the bubble departure diameter is not equal to the lift-off diameter when
the bubble slides on the heating wall. In other words, departure means that the
bubble leaves the originating cavity while lift-off means that the bubble leaves the
wall. The calculated departure diameters are compared against the experimental
data of Klausner et al. [43] and Sugrue [129].

Figure 3.12 shows the comparison with the data from Klausner et al. [43] for R113
subcooled flow boiling. The average deviation is 21%, which can be considered as
a good agreement. In the model calculation, fully developed turbulent flow was
considered because of the open channel in the experimental setup. In addition, the
wettability of R113 has also been taken into account by considering the contact
angle at the equilibrium state βw = 0.174 rad [130].

Figure 3.12: Comparison between model predictions and experimental data of Klausner et
al. [43].
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A better agreement for bubble departure diameter is achieved for the data of Sug-
ure [129]. The average deviation is 12.44% as shown in Figure 3.13. These ex-
periments [129] cover a wide range of parameters including mass flux, G, wall
orientation angle, θw, wall heat flux, Qw, and subcooling temperature, ∆Tsub. The
model of Klausner et al. [43] has a reasonable agreement with their own experimen-
tal data for R113 flow boiling. However, it predicts the bubble departure diameter
for Sugure’s experiments [129] of water with an average deviation of 65.5%. The
modified version of the model, which was introduced by Yun et al. [49] for water
presents a better agreement but still has an average deviation of 37.9%. Both mod-
els can predict the experimentally observed trends but they overpredict the bubble
departure diameter and only at 5 bar pressure a small overprediction is seen (see
Figure 3.14).

Figure 3.13: Comparison between model predictions and Sugrue’s experimental
data [129].
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(a) (b)

(c)

Figure 3.14: Comparison between the present model and Sugrue’s experimental data [129],
the model of Klausner et al. [43] and the modified model of Yun et al. [49] for departure
diameter as a function of I) heating wall orientation angle, θw II) mass flux, G, and III)
pressure, P. Conditions are ∆Tsub = 10 K and Qw = 0.05 mW

m2 as well as a) G = 400 kg
m2.s

and P = 101 kPa b) vertical heating wall, θw = 90◦ and P = 101 kPa c) downward-facing
horizontal heating wall, θw = 0◦ and G = 400 kg

m2.s (legend: ◦ Sugrue’s experiment [129]
□ Model of Klausner et al. [43] △ Model of Yun et al. [49] • Present model.)

The dynamic inclination and contact angles for one test case of Klausner et al. [43]
are depicted in Figure 3.15. The advancing contact angle, βad, strongly reduces
from π

2 rad in the hemisphere shape to ∼ 0.65 rad due to bubble growth and then
increases back to π

2 rad because of the acting forces on the bubble in the tangential
direction. The receding contact angle, βre, firstly decreases like the advancing one
due to bubble growth and then it increases because of the bubble inclination and
also the acting forces in the perpendicular direction. Further, it reduces again due
to the force acting on the bubble in the tangential direction, which results in the
bubble inclination. Finally, it increases again to π

2 rad because of the acting forces in
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the perpendicular direction. The bubble inclination angle, θb, increases from zero
when the bubble is formed as a symmetric hemisphere until 1.43 rad when the
forces acting on the bubble in the tangential direction are still not balanced. Then
it slightly reduces because of the base diameter expansion. Eventually, it decreases
back to zero due to bubble sliding, speed up and the reduced drag force, which
results from the relative velocity between liquid and bubble. Since the dynamic
inclination and contact angles are obtained from the present model there is no
need to predetermine them like the works done by Klausner et al. [43], Colombo
and Fairweather [51], Hong et al. [131] and Raj et al. [52].

Figure 3.15: Calculated dynamic inclination and contact angles for one test case of Klausner
et al. [43] with G = 287 kg

m2.s , 0.061 inlet vapor quality, liquid surface height of 0.0061 m,
∆Tsub = 13.6 K and Qw = 20.2 kW

m2 .

Krepper et al. [88] assessed the application of Lemmert and Chawla [79] correla-
tion to model the active nucleation site density in CFD simulations (see Eq. (3.51)).
Nucleation site density is too complex to predict as it is strongly dependent on the
heating wall material, roughness, etc. The model of Lemmert and Chawla is given
as [79]:

N = Nref

(
∆Tsup
∆Tref

)P

, (3.51)

with Nref= 7.94×105 m−2, ∆T ref= 10 K and P = 1.805. However, Krepper et al.
stated that Nref is a case-dependent parameter that should be calibrated for the
given applications [88]. This correlation was employed in the present model to
calculate the wall heat flux based on the known wall temperature for the experi-
mental data of Klausner et al. [43]. The recalibration gives Nref= 7.0×10+4 m−2

and the calculated wall heat fluxes and measured ones are compared by Figure 3.16
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which proves the applicability of the Lemmert and Chawla equation [79] and the
assessment of Krepper et al. [88].

Figure 3.16: Comparison between experimental data of Klausner et al. [43] and the model
calculation for wall heat flux.

For the present model the wall superheat is a necessary parameter for the calcula-
tion of active nucleation site density. However, both Prodanovic et al. [128] and
Situ et al. [45] did not measure the local wall superheat in their experiments. The
recalibration of Nref are considered 4.8×10+4 m−2 for the case of Prodanovic et
al. [128] and 9.0×10+4 m−2 for the case of Situ et al. [45]. The comparison for
lift-off and departure diameters are illustrated in Figure 3.17. The average devia-
tion from the test case of Situ et al. [45] for more than 90 data points is 35%. The
location of the observation point where the flow was observed by a high-speed cam-
era affects the data values since the turbulent layer thickness on the heating wall
is changed [45]. For the experiments of Situ et al. [45] the location of observation
points were specified which are helpful for interpretation and analysis.

The maximum average deviation of 37% is found for the experiment of Prodanovic
et al. [128]. At low velocity (U in = 0.08 m

s ) the model strongly overpredicts the
departure diameter which is up to 3 times of the experimental value and similar
findings were achieved by Sugrue and Buongiorno [48] and Colombo and Fair-
weather [51]. Evidently, the experimental data of Prodanovic et al. [128] is the
most difficult one to predict. A possible reason may be the location of observation
point, which is not considered in this work. Another reason maybe is the high
subcooling that can lead to bubble collapse or merging [51].
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(a) (b)

Figure 3.17: Comparison between the model predictions and experimental data at different
conditions for a) Situ et al. [45] b) Prodanovic et al. [128] test cases.

3.2.3 Sensitivity analysis

In this section, the effect of different parameters such as subcooling temperature,
boiling geometry, mass flux, wall heat flux, heating wall orientation angle and pres-
sure on the bubble departure and lift-off diameters for flow boiling are analysed.

Mass flux increase (inlet velocity) usually causes the bubble departure diameter
decrease (see Figure 3.18a) which is also confirmed by Sugrue [129], Klausner et
al. [43] and Yun et al. [127] as depicted in Figure 3.14b. It is due to the enhance-
ment of drag and lift forces with mass flux, which decreases lift-off diameter. This
trend is confirmed by the present model as shown in Figure 3.19b.
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(a)

(b)

(c)

Figure 3.18: Comparison of the predicated and measured (from Sugrue’s experiment [129])
departure diameters for a) θw = 0◦, ∆Tsub = 10 K and Qw = 100 kW

m2 b) P=1 bar, G =
400 kg

m2.s and ∆Tsub = 10 K c) P = 1 bar, ∆Tsub = 10 ∼ 20 K and Qw = 100 kW
m2 .
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(a) (b)

(c)

Figure 3.19: Calculated lift-off diameter for the experiment of Situ et al. [45], θw = 90◦,
P = 1 bar, location of observation point is 0.57 m from the inlet pipe a) U in = 0.5 m

s and
∆Tsub = 10 K b) Qw = 100 kW

m2 and ∆Tsub = 10 K c) U in = 0.5 m
s and Qw = 100 kW

m2 .

The growth speed of bubble is determined by the applied wall heat flux on the
heating wall. A higher wall heat flux leads to a faster bubble growth, which in-
fluences the growth force that opposes the bubble departure. Therefore, a high
wall heat flux leads to larger bubble departure diameter. Moreover, during the flow
boiling the pressure on the distorted bubble is decreased in the direction facing
the flow. This leads to a delay in the bubble lift-off, which has been verified by
the model prediction. The increase is even relatively small which can be seen in
Figure 3.18b. However, this effect is confirmed by the Sugrue’s experiments only
at a wall orientation angle of 90◦ [129]. At a wall orientation angle of 45 ◦ it is
even the other way round when the applied wall heat flux enhances from 50 to
100 kW

m2 as shown in Figure 3.18b. The departure diameter significantly increases in
the model calculation for both 45 ◦ and 90 ◦ orientation angles when the wall heat
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flux increases to 500 kW
m2 . The same impact was found in the model calculations

results based on the setup of Situ et al. [45] for a wider range of wall heat flux and
an axial location of 0.57 m from the inlet as shown in Figure 3.19a. The bubble
even does not leave the heating wall at low wall heat flux, i.e., Qw ≤ 60 kW

m2 . The
bubble lift-off diameter slightly decreases from 0.2 mm to 0.17 mm when the wall
heat flux is between 60-120 kW

m2 . Afterward, the bubble lift-off diameter rapidly
increases to 0.54 mm with an increase of the wall heat flux to 180 kW

m2 . A credible
explanation for these findings is the dynamic contact and inclination angles. The
dynamic inclination angle of a bubble is not only determined by the bubble size
but also by the flow velocity. A high wall heat flux can lead to fast bubble growth,
but the forming time of inclination angle can be about the same due to the same
flow conditions. In other words, the bubble lift-off time is more or less the same
while the growth speed is much higher at high wall heat flux, which results in a
larger lift-off diameter. However, from Eq. (3.34) the base diameter expansion is
dependent on the bubble contact angle, β, and the bubble diameter expansion rate,
ṙb. A smaller contact angle leads to a faster base diameter expansion. A higher wall
heat flux leads to a larger contact angle, β, and a smaller lift-off diameter but also
a higher bubble expansion rate, ṙb, and a larger lift-off diameter, dl. A high wall
heat flux results in two opposite impacts on the base diameter, which determines
the bubble lift-off and departure. These different effects of wall heat flux on contact
and inclination angles are the reasons that the lift-off diameter slightly reduces and
further increases with the increase of wall heat flux as displayed in Figure 3.19a.

The effect of wall orientation angle on the bubble departure diameter in Sugrue’s
experiment [129] is also accurately reproduced by the present model as shown in
Figure 3.18c. The smallest bubble departure diameter occurs in the vertical case,
while the maximum occurs in the downward facing horizontal configuration. For
example, for ∆Tsub = 10 K and G = 250 kg

m2.s , the departure diameter is maximum
(0.668 mm) when the heating wall is downward facing (θw = 0◦). It decreases
to 0.33 mm at θw = 90◦ and then increases again to 0.6 mm at θw = 180◦. The
force difference between the upward and downward facing heating wall is just the
direction of buoyancy force relative to the heating wall orientation. In the down-
ward facing orientation, the total force in the positive perpendicular direction is
smaller than that in the upward facing one. It means that the expected inclina-
tion angle, θb,s, (Figure 3.5 and Eq. (3.35)) is smaller in the upward facing case
than in the downward facing case when all other conditions are same. Therefore,
sliding occurs later and the bubble size is larger in the downward facing case. In
the vertical test case, the buoyancy force enforces bubble sliding which results in
departure diameter decrease. However, the model predicts the departure diameter
reduction from 0.56mm to 0.351mm and further increases to 0.57mm. The differ-
ence between model calculation and experimental data may be due to the impact
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of bubble geometry. In the experiment, the bubble is an ellipsoid which is pushed
by buoyancy force against the heating wall, while in the model calculation it is still
spherical or hemispherical. The liquid subcooling temperature affects the bubble
size in such a way that higher subcooling reduces the bubble departure and lift-off
diameters due to the high rate of condensation. In the Sugrue’s case [129] this ef-
fect is small (see Figure 3.18c) as the bubble remains in the thermal boundary layer
after detachment and so no condensation happens. The thickness of the thermal
boundary layer is ∼1 mm for the case of Situ et al. [45] while it is ∼ 6 mm for Sug-
rue’s case [129]. This impact becomes obvious in the model’s results for the case of
Situ et al. [45] where the effective parameters include a wider range. Higher sub-
cooling reduces the lift-off diameter (see Figure 3.19c). It decreases from 0.52 mm
at 4 K subcooling to 0 at 20 K subcooling. The second case means that the bubble
shrinks and collapses due to condensation before leaving the heating wall.

Pressure significantly affects the bubble departure and lift-off diameters. Pressure
enhancement predominantly increases the vapor to liquid density ratio. That is,
at the same mass flux the bubble’s volume is smaller at higher pressure which re-
sults in a smaller departure diameter as confirmed by the model calculations and
Sugrue [129] (see Figure 3.18a). As an example, in Figure 3.18a at the mass flux
of 250 kg

m2.s and 1 bar pressure the departure diameter is 0.79 mm and reduces to
0.51 mm at 2 bar and 0.33 mm at 5 bar in the Sugrue’s experiments [129]. The
model results (0.56 mm at 1 bar, 0.55 mm at 2 bar and 0.48 mm at 5 bar) does not
show such a sharp reduction but the trend is correctly predicted.

In addition, the location of the observation point influences the thickness of the
thermal boundary layer, which plays a key role in the bubble dynamics. In this
model, the turbulent layer thickness was calculated based on the one-seventh power
law. The effect of the observation point location on the bubble lift-off diameter is
depicted in Figure 3.20. With an observation point distance between 0 to 0.3 m
from the channel’s inlet, the lift-off diameter increases correspond to the growth of
the turbulent layer. When it is fully developed (x > 0.3 m) the lift-off diameter is
no longer affected by the axial position as shown in Figure 3.20. In this figure, all
conditions except the location of the observation point are the same.

The average relative deviation for prediction of the bubble lift-off diameter for the
whole database of four different cases is 23% as summarized in Table 3.2. It proves
the good predictability of the present model and the most important issue is that
no recalibration parameter is necessary for the prediction of bubble growth except
the nucleation site density which is due to the lack of wall superheat data.
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Figure 3.20: Effect of the axial location of observation point exemplarily for D = 20 mm,
P = 1 bar, ∆T sup = 8 K, U in = 0.752 m

s and ∆T sub = 14 K.

Table 3.2: Summary of the agreement between model and experimental data for the differ-
ent data sets.

Experimental data Average deviation (%)

Klausner et al. [43] 21%

Situ et al. [45] 35%

Sugrue [129] 12%

Prodanovic et al. [128] 36%

Whole database 26%

3.3 Summary

This chapter introduced a mechanistic bubble dynamics model for flow boiling
based on the balance of forces on a single growing bubble. This model considers
the contributions of microlayer evaporation underneath the bubble, thermal diffu-
sion, and condensation around the bubble cap. It applies dynamic inclination and
contact angles between the bubble and the heating wall as well as different criteria
for bubble departure and lift-off. Wall heat flux calculation during the formation of
a single bubble was given. Finally, validation against four experimental test cases
as well as a sensitivity analysis were provided.
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An improved wall
heat-partitioning model

4

In this chapter, the previously introduced bubble dynamics model in Chapter 3 is
implemented in the E-E two-fluid CFD framework as a sub-model to improve the
accuracy of flow boiling simulations and reduce the case dependency [132]. Its
implementation needs an extension of the current nucleation site activation and
heat-partitioning models, which is discussed in Section 4.1. The prediction of bub-
ble movement on the heating wall during flow boiling, the calculation of bubble
sliding length and influence area are provided in Section 4.1.1. In Section 4.1.2,
the implementation of the improved wall heat-partitioning and the cavity group
activation models in the E-E framework is presented. Section 4.2 gives the results
of this implementation for two validation cases, which are subcooled flow boiling
in a vertical pipe and an annulus. Finally, Section 4.3 provides a short summary of
this chapter.

4.1 The cavity group activation model

In the conventional RPI wall boiling model, the bubble departure model is de-
pendent on the subcooling temperature as given by the model of Tolubinsky and
Kostanchuk (Table 2.4) [26]. However, the bubble dynamics model introduced in
Chapter 3 is dependent on the activated wall superheat but not the actual wall
superheat, which is used for nucleation site density calculation in the RPI model.
Therefore, the implementation of the bubble dynamics model in the E-E framework
requires an extension of the nucleation site density and heat-partitioning models.

The model of Lemmert and Chawla [79] for nucleation site density modelling is
given as:

N = Nref

[
∆Tsup
∆Tref

]m
, (4.1)

with Nref = 7.94 × 10+5 m−2, ∆T ref = 10 K, m = 1.805 and its distribution
is shown in Figure 4.1a. In the RPI model, for a given position with an actual
wall superheat, the nucleation site density is calculated without considering the
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Figure 4.1: Nucleation site density distribution in: a) the conventional RPI model (Eq. (4.1)
b) the group activation model (Eq. (4.2)).

effect of activated wall superheat on the bubble dynamics. That is, all the activated
nucleate bubbles have same bubble dynamics such as the departure diameter and
frequency.

In order to consider the dependency of bubble dynamics on the activated wall su-
perheat, the activated nucleation site density method is employed. This method
divides the nucleation site density into different groups with different activated
wall superheat as shown in Figure 4.1b. Each activated cavity has a specific wall
superheat as a result of specific bubble dynamics parameters. For instance, the first
cavity has an average wall superheat of ∆T ca,1 which is used for the calculation of
the bubble dynamics parameters and this continues for the 2nd, 3rd ,. . . and kth

cavity. The nucleation site density is given as:

N(i) = Nref

(
∆Tsup,i
∆Tref

)m

−Nref

(
∆Tsup,i−1
∆Tref

)m

= N (i) −N (i−1), (4.2)

with N(i) being the nucleation site density of group i with the activation superheat
of ∆T sup,i and N (i) is calculated by Eq. (4.1). The nucleation site density of first
group,N1, is still calculated by Eq. (4.1) andN2,N3,. . . ,Nk by Eq. (4.2). In each ac-
tivated group, the bubble dynamics parameters are the same for the given boundary
conditions such as fluid bulk temperature and flow velocity. In this model, differ-
ent bubble dynamics parameters are calculated for a given position with different
activated superheat.

When the group activation is employed, the heat-partitioning model can be simpli-
fied. The total applied wall heat flux, Qw, is transferred to the liquid, Ql, and vapor
bubbles, Qe, i.e.:

Qw = Ql +Qe, (4.3)
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The liquid heat flux is the summation of quenching heat flux, Qq, and single-phase
convection, Qc as (see Figure 2.13):

Ql = Qc +Qq (4.4)

In steady state, the total time-averaged heat flux due to evaporation, Qe, and
quenching, Qq, must be equal to the applied heat flux as [132–134]:

Qq +Qe = AbQw. (4.5)

In other words, due to the steady state boiling in the bubble influence area (quench-
ing and evaporation areas as shown in Figure 4.2) the average wall superheat is
constant in each activation group. Therefore, the heat-partitioning model can be
given as:

Qw = AbQw +Qc, (4.6)

with Ab being the heating wall area fraction influenced by a bubble which is de-
fined as the bubble influence area divided by total heating wall area as shown in
Figure 4.2.

U(x)

𝑄𝑤

Departure 
Lift-off 

Bubble influence area Non-influence area 

𝑄𝑞 + 𝑄𝑒 𝑄𝑐

𝐴𝑏 1 − 𝐴𝑏

Figure 4.2: Schematic of heat-partitioning model and bubble influence area.

The single-phase convection, Qc, in Eq. (4.6) is calculated as:

Qc = (1−Ab)hc,l (Tw,ac − Tl) , (4.7)

with Tw,ac being the cavity activation temperature (∆T sup + Tsat) from Figure 4.1b
and the term hc,l denotes the liquid heat transfer coefficient given by Eq. (2.98).
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4.1.1 Bubble sliding length and influence area

We refer to departure when a bubble leaves its originating cavity, while lift-off
means that it leaves the heating wall. As discussed in Chapter 3, when the net
force in the heating wall normal direction becomes positive, the bottleneck will be
formed. The criterion for bubble lift-off is the bottleneck breakage or the shrinkage
of base diameter to zero. When the bubble inclination angle reaches its maximum
value and the force in the tangential direction of the heating wall is balanced, the
bubble starts to slide. It travels a distance called sliding length, Sd, on the wall
until the point at which the criteria for lift-off are fulfilled. Three different cases for
bubble detachment from the heating wall are discussed here. In the first case, the
bubble goes into the bulk liquid without sliding (Figure 4.3a). In the second case,
the bubble travels the distance, Sd, and lifts off before reaching the neighboring
nucleation site (Figure 4.3b). In the latter case, the bubble slides until reaching the
neighboring bubble and then lifts off. Bubble merging on the heating wall is not
considered and can be the subject of future studies (Figure 4.3c).

𝑑𝑙

Lift-off

Neighboring 
bubbleActivated 

cavities
𝑆𝑛

Heating wall

𝑆𝑛

𝑆𝑑

Lift-off

Departure

𝑑𝑑

𝑑𝑙

𝑆𝑛

𝑆𝑑

Lift-off

Departure

𝑑𝑑

𝑑𝑙

(departure)

(a) (b) (c)

Figure 4.3: Different types of bubble detachment in flow boiling.

The bubble influence area fraction is a significant parameter in the prediction of
wall heat transfer. Figure 4.4 shows the calculation of this parameter according to
the bubble detachment from the heating wall.

The bubble influence area fraction for the first case is given as:

Ab(i) = π

(
K

dd(i)
2

)2
N(i), (4.8)

with K being the influence area factor for which K = 2 has been recom-
mended [71]. The parameter dl(i) is the bubble lift-off diameter which is equal
to the departure diameter, dd(i), in this case and N(i) is calculated by Eq. (4.2).
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Figure 4.4: Top view of bubble influence area.

The second and third cases are unified as it is assumed that the bubbles lift off
before reaching the neighboring cavities. For these cases, the bubble influence area
fraction is given as:

Ab(i) = K2
{[

π

8

(
d2d(i) + d2l(i)

)]
+
{[1

2
(dd(i) + dl(i))

]

×min
(
Sd(i),

∣∣∣Sn(i) − dl(i)

∣∣∣) }}N(i),

(4.9)

with dd(i), Sd(i) and Sn(i) being the bubble departure diameter, bubble sliding length
and the distance between two neighboring nucleation sites. As it is assumed that
nucleation sites are homogenously distributed and bubbles slide only in the direc-
tion of fluid flow, the Sn(i) is given as [135]:

Sn(i) =
1√
N(i)

. (4.10)

4.1.2 Model implementation in the Eulerian-Eulerian framework

In order to implement these models into an E-E framework, the nucleation site
density is divided into n size groups (for the next two validation cases, n = 6 was
considered). Then, for each cavity group, the bubble dynamics parameters were cal-
culated as functions of wall superheat, subcooling temperature and fluid velocity
by the CFD code of bubble dynamics model introduced in Chapter 3. These param-
eters include bubble departure or lift-off diameters, sliding length (in the case of
sliding), influence area, waiting and growth times and generation frequency. After-
ward, they were implemented in ANSYS CFX 18.2 as tables. The mass generation
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of vapor bubbles and heat transfer to both phases (Qe and Ql) in each activated
group need to be calculated. The heat flux to the vapor bubbles, Qe, (evaporation
heat flux) is obtained via the evaporation mass flux at the heating wall as:

Qe = ṁghfg, (4.11)

with ṁg being the mass generation of vapor bubbles. The latter is calculated in
terms of the bubble lift-off diameter, bubble generation frequency and nucleation
site density as:

ṁg = ρg
π

6
d3l frN. (4.12)

The heat flux to the liquid phase on the heating wall, Ql, is calculated by Eqs. (4.4)
and (4.5) as:

Ql = AbQw −Qe +Qc. (4.13)

The single-phase convection, Qc, is calculated by Eq. (4.7) as well.

4.2 Results and discussions

The introduced bubble dynamics and heat-partitioning models were implemented
in the CFD code ANSYS CFX 18.2 together with the MUSIG and iMUSIG models
in the E-E framework. To validate the numerical results and check the geometry-
independency, two experimental cases, that are subcooled boiling flow of R12 refrig-
erant in a vertical pipe (DEBORA experiments [89]) and R134a in an annulus [136]
were chosen. These two experiments include a wide range of operating conditions
such as mass flow rate, applied wall heat flux, inlet subcooling and pressure. The
simulation results for the bubble Sauter mean diameter, void fraction, bubble ve-
locity, IAD, bubble passing frequency, liquid and wall temperatures are validated
against the experimental data. In addition, the DEBORA experiments were simu-
lated by the conventional RPI wall boiling model.

4.2.1 DEBORA experiments

The first validation case is the DEBORA experiments in which the test facility is
a vertical heated pipe with an inner diameter of 19.2 mm and a total pipe length
of 5 m [89]. It includes two unheated inlet and outlet sections with a length of
1 m and 0.5 m respectively. A constant wall heat flux is applied on the middle part
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Table 4.1: Boundary conditions of the DEBORA experiments.

Case No. P (MPa) G ( kg
m2.s) Qw (kWm2 ) Tin (K) ∆T sub (K)

DEB1 2.62 1996 73.89 341.67 17.91

DEB2 2.62 1985 73.89 343.68 15.9

DEB3 1.46 2028 76.2 301.67 29.58

DEB4 1.46 2030 76.24 304.31 26.94

DEB5 1.46 2028 76.19 308.75 22.5

DEB6 1.46 2023 76.26 312.82 18.43

DEB7 1.46 2024 76.26 317.36 13.89

with a length of 3.5 m. The measuring plane is located at the end of this section
(4.485 m from the inlet). The pipe geometry and the CFX model setup are shown
in Figure 4.5. Table 4.1 gives the experimental boundary conditions. The radial
distribution of bubble diameter, void fraction, gas velocity and liquid temperature
are calculated in the measuring plane. The wall temperature along the pipe is given
as well.

Outlet

Unheated wall

Heated wall

Inlet

Symmetry planeSymmetry axis

R12

D=19.2 mm

Measuring plane

Unheated section

Unheated section

0.5 m

1 m

3.5 m 𝑄𝑤
Heated section

(a) (b)

Figure 4.5: Sketch of a) DEBORA experiment geometry b) the model setup in CFX.

The numerical calculations were conducted in ANSYS CFX 18.2 with the Finite Vol-
ume Method (FVM) under steady-state conditions. The test section was modelled
as a 2◦

sector in a quasi-2D cylindrical geometry as shown in Figure 4.5b. Symmetry
boundary conditions were applied on the side faces of the narrow cylindrical sector.
The validity of this simplification was verified by comparison with a 3D simulation
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(a) (b)

Figure 4.6: Comparison of the CFD results with three different mesh resolutions with ex-
perimental data for DEB1 a) void fraction b) liquid temperature.

representing a 30◦
sector of the pipe. For the vapor phase the poly-disperse model

with free slip on the wall and no-slip boundary condition for the continuous liquid
phase was employed. For the pipe inlet, liquid flow with a typical turbulent profile
and uniform temperature and for the outlet a pressure boundary condition was set.
A constant wall heat flux was applied on the heating wall and the center of the
grid cells adjacent to the wall had a non-dimensional coordinate of y+ = 250 for
the liquid adjacent temperature. The calculated bubble dynamics parameters were
implemented by user functions for wall superheat, liquid subcooling and liquid ve-
locity.

To investigate mesh independency, three uniform grids Mesh 1 (30×300), Mesh 2
(40×400) and Mesh 3 (50×500) were tested. The numbers 30, 40 and 50 denote
the number of cells in lateral and 300, 400 and 500 are the ones in the axial direc-
tion. As an example, the calculation results of void fraction and liquid temperature
in the measuring plane for DEB1 for these three grid cells are depicted in Figure 4.6.
The grid refinement showed no change of the calculation results after the grid num-
ber has increased to 40 and 400 in lateral and axial directions. Therefore, the test
section was modelled by Mesh 2 (40×400).

In this thesis, the break-up and coalescence models of Luo and Svendsen [61] and
Prince and Blanch [60] which were adjusted by using break-up and coalescence
coefficients, FB and FC , to match the measured bubble size were used. Krepper
et al. proved that for the same system pressure, the same calibration parameters
can be used and further model developments to overcome such tuning procedures
are required [88]. To obtain an agreement for both validation cases, FB = 0 and
FC = 0.1 were employed. For interaction forces and turbulence modelling, the
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"baseline" and BIT models introduced in Section 2.3.4 were used. For the bubble
size discretization, an equidistant bubble diameter, ∆dB, was used. It was checked
that the calculation results do not change anymore when the width of bubble size
groups is less than 0.1 mm. Therefore, for both the iMUSIG and MUSIG models the
width of ∆dB = 0.1 mm was considered.

For P = 2.62 MPa and P = 1.46 MPa the critical bubble diameter, dcr, at which
the sign of lift force coefficient is changed are 1.0 mm and 1.5 mm respectively
(see Section 2.3.4). In order to correctly capture the lift force effect for the cases
in which the bubble sizes are larger than the critical value, it is necessary to use
the iMUSIG model. Otherwise, the MUSIG model, which needs less computational
efforts, is used. For the MUSIG approach 20 size groups in the range of 0 to 2 mm
were used. From the BSD, it was concluded that just for the DEB6 case, the iMUSIG
model is needed. For this case, two velocity groups, the first one (gas1) with 15
size groups for small bubbles, db < dcr (0-1.5 mm) and for the large bubbles (gas2)
with 20 size groups, db > dcr (1.5-3.5mm) were employed. The physical properties
of R12 liquid and vapor were taken from the National Institute of Standards and
Technology (NIST) [88].

The nucleation site density is strongly dependent on the heating wall material and
finishing process which still requires a clear description [133]. Therefore, it is still
necessary to do a calibration for Nref in the model of Lemmert and Chawla [79].
For all DEBORA cases, Nref = 1.5 × 10+10 m−2 and for the second cases Nref =
1.5× 10+8 m−2 yielded satisfactory results.

The measured and calculated distribution of bubble diameter, db, void fraction, αg,
bubble velocity, U b, and liquid temperature, Tl, in the measuring plane as well
as wall temperature, Tw, with both RPI and the described model are shown in
Figure 4.7 to Figure 4.13. The heat flux contribution due to bubble sliding, Qsliding

Qw
,

is also presented.
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a) Bubble diameter b) Void fraction

c) Bubble velocity d) Liquid temperature

e) Wall temperature f) Heat flux contribution
due to bubble sliding

Figure 4.7: Comparison of measured and calculated values of bubble diameter, void frac-
tion, bubble velocity, liquid, wall temperature and heat flux contribution due to bubble
sliding for DEB1 (legend: Present model, RPI, + Experiment).
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a) Bubble diameter b) Void fraction

c) Bubble velocity d) Liquid temperature

e) Wall temperature f) Heat flux contribution
due to bubble sliding

Figure 4.8: Comparison of measured and calculated values of bubble diameter, void frac-
tion, bubble velocity, liquid, wall temperature and heat flux contribution due to bubble
sliding for DEB2 (legend: Present model, RPI, + Experiment).
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a) Bubble diameter b) Void fraction

c) Bubble velocity d) Liquid temperature

e) Wall temperature f) Heat flux contribution
due to bubble sliding

Figure 4.9: Comparison of measured and calculated values of bubble diameter, void frac-
tion, bubble velocity, liquid, wall temperature and heat flux contribution due to bubble
sliding for DEB3 (legend: Present model, RPI, + Experiment).
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a) Bubble diameter b) Void fraction

c) Bubble velocity d) Liquid temperature

e) Wall temperature f) Heat flux contribution
due to bubble sliding

Figure 4.10: Comparison of measured and calculated values of bubble diameter, void frac-
tion, bubble velocity, liquid, wall temperature and heat flux contribution due to bubble
sliding for DEB4 (legend: Present model, RPI, + Experiment).
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a) Bubble diameter b) Void fraction

c) Bubble velocity d) Liquid temperature

e) Wall temperature f) Heat flux contribution
due to bubble sliding

Figure 4.11: Comparison of measured and calculated values of bubble diameter, void frac-
tion, bubble velocity, liquid, wall temperature and heat flux contribution due to bubble
sliding for DEB5 (legend: Present model, RPI, + Experiment).
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a) Bubble diameter b) Void fraction

c) Bubble velocity d) Liquid temperature

e) Wall temperature f) Heat flux contribution
due to bubble sliding

Figure 4.12: Comparison of measured and calculated values of bubble diameter, void frac-
tion, bubble velocity, liquid, wall temperature and heat flux contribution due to bubble
sliding for DEB6 (legend: Present model, RPI, + Experiment).
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a) Bubble diameter b) Void fraction

c) Bubble velocity d) Liquid temperature

e) Wall temperature f) Heat flux contribution
due to bubble sliding

Figure 4.13: Comparison of measured and calculated values of bubble diameter, void frac-
tion, bubble velocity, liquid, wall temperature and heat flux contribution due to bubble
sliding for DEB7 (legend: Present model, RPI, + Experiment).
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Figure 4.7a to Figure 4.13a exhibit the radial bubble size distribution for DEB1
to DEB7 in the measuring plane. Smaller bubbles are found in the region near
the heating wall since it is assumed that bubbles leave the heating wall with their
lift-off diameter. The bubble size increases with increasing radial distance from
the heating wall due to the high rate of bubble coalescence. This proves that the
effect of bubble growth due to bubble coalescence exceeds the effect of bubble
shrinkage due to condensation. For DEB6 where the iMUSIG model was used, the
equivalent bubble diameter is calculated by Eq. (2.16) and shown in Figure 4.12a.
The results of the present model provide a good agreement with the experimental
data and it should be noted that the increase of RPI model prediction accuracy
requires calibration of parameters as investigated by Krepper et al. [88].

The radial profiles of the predicted and measured void fraction in the measuring
plane are depicted in Figure 4.7b to Figure 4.13b. The calculated void fraction
in the near wall region is large and it is particularly obvious in the cases of DEB3
to DEB7 with a pressure of 1.46 MPa. The void fraction distribution is highly
affected by non-drag forces such as turbulent dispersion and lift forces, whereby
the lift force has the strongest effect. As stated before, the model of Tomiyama
et al. [64] was used for lift force modelling. It is based on the migration of a
single bubble in bulk liquid of a laminar flow and the swarm effects of bubbles
are neglected in this model. More investigations on the bubble forces especially
in the region near the heating wall are necessary. In addition, the applicability of
the simple Ranz and Marshall [57] model for condensation modelling might be
questionable [88]. The total void fraction, αg, and the contribution of the two
different velocity groups (αg1 and αg2) for the DEB6 where the iMUSIG model
was employed, are plotted separately in Figure 4.12b. According to the model of
Tomiyama et al. [64], for small bubbles (db < dcr) the lift force coefficient is positive
which means that bubbles are pushed toward the heating wall. Conversely, for the
large bubbles group (db > dcr) the lift force coefficient is negative which means that
they are pushed away from the heating wall. Therefore, small bubbles accumulate
near the wall and the large ones transfer to the center of the pipe as depicted in
Figure 4.12b.

Figure 4.7c to Figure 4.13c display the radial profiles of measured and calculated
bubble velocity in the measuring plane. The minimum bubble velocity is observed
in the region near the heating wall. Small bubbles at nucleation sites on the heating
wall have a lower axial velocity compared to the large bubbles coming from the
upstream of the flow. In addition, another explanation can be the wall shear effect,
which results in a hydrodynamic drag on bubbles and reduce the velocity of bubbles
adjacent to the heating wall. The predicted results by the present model provide a
reasonable agreement with the experimental data.
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The radial profiles of the predicted and measured liquid temperature in the measur-
ing plane are depicted in Figure 4.7d to Figure 4.13d. It can be observed that the
liquid temperature decreases with increasing distance from the heating wall. For
the cases DEB4 to DEB6 the liquid temperature difference between the center of
the pipe and near wall region is lower than for other cases, due to the lower inlet
subcooling temperatures in these cases.

Figure 4.7e to Figure 4.13e show the wall temperature profile along the heating
wall. As stated before, the dependency of the bubble dynamics parameters on the
wall temperature were considered. As it is evident in all cases except DEB3 and
DEB4, at the end of pipe there is a wall temperature increase. It proves that almost
all of this area is covered by vapor bubbles and less subcooled liquid contacts the
heating wall. For DEB3 and DEB4 this increase does not occur which can be due to
the high inlet subcooling temperature.

The heat flux contribution due to bubble sliding for DEB1 to DEB7 is depicted in
Figure 4.7f to Figure 4.13f. At the end of pipe for all cases except DEB3 and DEB4
the heat flux contribution due to bubble sliding is very small. For the cases there
is a wall superheat increase at the end of the pipe and the nucleation site density
increases too. It decreases the distance between the nucleation sites (Eq. (4.10)).
Consequently, in these areas, bubbles cannot slide and therefore the heat flux con-
tribution due to bubble sliding is very low.

4.2.2 Subcooled flow boiling of R134a in an annulus

The second validation case is subcooled flow boiling of R134a refrigerant in an an-
nulus [136]. The inner diameter of the outer pipe and the outer diameter of the
inner pipe are 27.2 mm and 9.5 mm. The annulus combines of three parts and its
total length is 3.9 m. The length of the first unheated part that is an inlet section
for the flow regulation is 1.35 m. The second part is a heated section with a 1.75 m
length in which a constant heat flux is applied on the outer wall of the inner pipe.
The last part is an unheated one located at the top with a length of 0.8 m. The mea-
suring planes are located at different axial positions of z = 0.48, 0.73, 0.98, 1.23, 1.48
and 1.73 m from the start point of the heated section. The geometry of the pipe and
the model setup in CFX are shown in Figure 4.14. Table 4.2 gives the boundary
conditions.
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(a) (b)
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Figure 4.14: Sketch of a) R134a experiment geometry b) the model setup in CFX.

Table 4.2: Boundary conditions of the R134a subcooled flow boiling experiments.

Case No. P (MPa) G ( kg
m2.s) Qw (kWm2 ) Tin (K) ∆T sub (K)

Test1 1.29 998 120.4 309.93 12.4

Test2 1.49 149 60.6 300.7 27.4

Test3 2.69 999 120.7 325.35 8.0

The radial profiles of void fraction, αg, bubble Sauter mean diameter, dSM , bubble
velocity, U b, bubble passing frequency, fr and IAD, Aif , in the measuring planes
are provided by the experiments [136]. The void fraction, bubble Sauter mean
diameter and IAD are non-dimensionalized (α∗, d∗SM , and A∗

if ) as:

α∗ = αg

αref
, d∗SM = dSM

dSM,ref
, A∗

if = Aif

Ai,ref
, (4.14)

with αref , dSM,ref and Ai,ref being the reference values of void fraction, bubble
Sauter mean diameter and IAD in test1 at a radial position of 0.7 mm and an axial
position of 1.73 m. The radial position, r, is non-dimensionalized by r∗ = r−Ri

Ro−Ri

that Ri and Ro are the outer diameter of inner pipe and the inner diameter of outer
pipe. r∗ = 1 corresponds to the inner surface of the outer pipe and r∗ = 0 to the
outer surface of the heating wall.

The test section was modelled as a 2◦
sector in a quasi-2D cylindrical geometry

in ANSYS CFX 18.2 and the numerical calculations were conducted with steady-
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state conditions. To investigate mesh independency, three uniform grids, Mesh 1
(30×500), Mesh 2 (40×600) and Mesh 3 (50×700) were tested. The numbers 30,
40 and 50 denote the number of cells in lateral and 500, 600 and 700 are the ones
in the axial direction. The grid refinement proved no change of the calculation re-
sults after the grid number has increased to Mesh 2. Therefore, the test section was
modelled with 40 and 600 uniform grid cells and the model setup and boundary
conditions were similar to the DEBORA cases. The MUSIG model with 20 bubble
size groups from 0 to 2 mm (∆dB= 0.1 mm) with the break-up and coalescence
coefficients of FB = 0 and FC = 0.1 were used. The measured and calculated pro-
files of the non-dimensionalized void fraction, α∗, bubble Sauter mean diameter,
d∗SM , and IAD, A∗

if , in measuring planes that are located at different axial posi-
tions are shown. The distribution of calculated and measured bubble velocity, U b,
and bubble passing frequency, fr, are given as well.

Figure 4.15 to Figure 4.17 show the radial profiles of the non-dimensional void frac-
tion, α∗, in different measuring planes for all test cases. The general trend of the
radial profiles of void fraction at different axial positions in all cases is similar. It has
a maximum value in the region close to the heating wall and reduces as the mea-
surement position moves toward the outer pipe. It is due to this fact that bubbles
are generated on the heating wall with high frequencies causing severe coalescence
in the bubble layer and transfer to the bulk liquid by the non-drag forces such as
lift and turbulent dispersion and condense in the subcooled liquid bulk. In these
cases, it is also evident that the calculated void fraction in the region near the wall
is large. The possible reasons were explained in Section 4.2.1 for DEBORA cases.
Comparing the results of void fraction profile for test1 and test3 (Figure 4.15 and
Figure 4.17) proves that the effect of pressure (1.29 to 2.69MPa) on the radial and
axial distribution of void fraction does not seem to be significant when the liquid
subcooling, mass flux and applied heat flux are similar. The predicted results of
void fraction by the present model show a good agreement with the experimental
data.
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(a) (b)

(c)

Figure 4.15: Comparison of measured and calculated values of void fraction at different
axial positions of the annulus for test1 (legend: Present model, +◦ Experiment).
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(a) (b)

(c)

Figure 4.16: Comparison of measured and calculated values of void fraction at different
axial positions of the annulus for test2 (legend: Present model, +◦ Experiment).

106 Chapter 4 An improved wall heat-partitioning model



(a) (b)

(c)

Figure 4.17: Comparison of measured and calculated values of void fraction at different
axial positions of the annulus for test3 (legend: Present model, +◦ Experiment).

Figure 4.18 to Figure 4.20 exhibit the radial distribution of the non-dimensional
bubble Sauter mean diameter, d∗SM , and its propagation in different measuring
planes for all tests. As it is assumed that bubbles are spherical, the bubble Sauter
mean diameter is given as:

dSM = 6αg

Aif
. (4.15)

The bubble size in the regions near the heating wall is governed by the bubble lift-
off and it is affected by break-up, coalescence and condensation when bubbles move
toward the outer pipe. In test1 the bubble Sauter mean diameter increases toward
the adiabatic outer pipe and shows a peak at the radial distance of around r∗ = 0.3.
From the bubble size distribution, it is deduced that at the position less than r∗ =
0.3 the effect of bubble coalescence is dominant over the effect of condensation. For
regions with radial position larger than this value, the coalescence becomes minor
due to the decrease in bubble population and high rate of condensation. In test2 at
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an axial position of 0.98 m, 1.23 m and 1.48 m the results exhibit maximum values
in the region near the heating wall and a reduction toward the outer pipe. This is
because of the high rate of condensation due to the high subcooling temperature.
The trend of the radial profile of bubble Sauter mean diameter in test3 is similar to
test1 although the bubble size in test1 is two times larger than in test3. This is due
to the significant effect of pressure on the bubble size when the subcooling, mass
flux and applied heat flux are similar

(a) (b)

Figure 4.18: Comparison of measured and calculated values of bubble Sauter mean diame-
ter at different axial positions of the annulus for test1 (legend: Present model, +◦
Experiment).

(a) (b)

Figure 4.19: Comparison of measured and calculated values of bubble Sauter mean diame-
ter at different axial positions of the annulus for test2 (legend: Present model, +◦
Experiment).
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(a) (b)

Figure 4.20: Comparison of measured and calculated values of bubble Sauter mean diame-
ter at different axial positions of the annulus for test3 (legend: Present model, +◦
Experiment).

Figure 4.21 to Figure 4.23 illustrate the radial profiles of bubble velocity, U b, at
different axial positions. The maximum bubble velocity is observed at some dis-
tance from the heating wall in all cases. Small generated bubbles at nucleation
sites on the heating wall have a very low axial velocity compared to the relatively
large bubbles coming from the upstream of the flow. Another explanation can be
the wall shear effect, which results in a hydrodynamic drag on bubbles and de-
creases the velocity of bubbles adjacent to the heating wall. The calculated bubble
velocity is overestimated in the regions near the wall due to the bubbles free slip
boundary condition on the heating wall in CFD simulations. Comparing the bubble
sizes and bubble velocities in test1 and test3 (Figure 4.18, Figure 4.20, Figure 4.21,
and Figure 4.23) proves that increase in pressure reduces the bubble size causing
high acceleration by drag, which results in a bubble velocity decrease. There is a
noticeable difference between bubble velocities in test1 and test2 (Figure 4.21 and
Figure 4.22) due to the difference between mass flux and void fraction.
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(a) (b)

Figure 4.21: Comparison of measured and calculated values of bubble velocity at different
axial positions of the annulus for test1 (legend: Present model, +◦ Experiment).

(a) (b)

Figure 4.22: Comparison of measured and calculated values of bubble velocity at different
axial positions of the annulus for test2 (legend: Present model, +◦ Experiment).

(a) (b)

Figure 4.23: Comparison of measured and calculated values of bubble velocity at different
axial positions of the annulus for test3 (legend: Present model, +◦ Experiment).
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The radial profiles of bubble passing frequency at different annulus axial positions
are shown in Figure 4.24 to Figure 4.26. For calculation of bubble passing frequency
the following equation is used [136],

fr = Aif ×U b

4
. (4.16)

The general trend of bubble passing frequency is similar to the void fraction but
different in quantity. From Eqs. (4.15) and (4.16) the bubble passing frequency is
proportional to the void fraction, bubble size and velocity according to,

fr = 3αg ×U b

2dSM
. (4.17)

The bubble passing frequencies in test1 are about 7 times higher than in test2 due
to the impact of void of fraction and bubble velocity. Compared to test1, the bubble
passing frequency of test3 provides about twofold increase, which is mainly because
of the bubble size decrease.

(a) (b)

Figure 4.24: Comparison of measured and calculated values of bubble passing frequency
at different axial positions of the annulus for test1 (legend: Present model, +◦
Experiment).

4.2 Results and discussions 111



(a) (b)

Figure 4.25: Comparison of measured and calculated values of bubble passing frequency
at different axial positions of the annulus for test2 (legend: Present model, +◦
Experiment).

(a) (b)

Figure 4.26: Comparison of measured and calculated values of bubble passing frequency
at different axial positions of the annulus for test3 (legend: Present model, +◦
Experiment).

Figure 4.27 to Figure 4.29 depict the radial distributions of the non-dimensional
IAD, A∗

if , at different axial positions for each case. The comparison of IAD in test2
and test3 proves that the axial evaluation of IAD in test2 is much more remarkable.
This is because of the fact that test2 has a high inlet subcooling and therefore the
significant change of liquid temperature in axial flow direction. This results in lower
void fraction as shown in Figure 4.15 to Figure 4.17. The IAD of test3 shows about
twofold increase compared to test1, which is mainly because of this fact that the
bubble size reduces to half with the increase of pressure (Eq. (4.14)).
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(a) (b)

Figure 4.27: Comparison of measured and calculated values of IAD at different axial posi-
tions of the annulus for test1 (legend: Present model, +◦ Experiment).

(a) (b)

Figure 4.28: Comparison of measured and calculated values of IAD at different axial posi-
tions of the annulus for test2 (legend: Present model, +◦ Experiment).

(a) (b)

Figure 4.29: Comparison of measured and calculated values of IAD at different axial posi-
tions of the annulus for test3 (legend: Present model, +◦ Experiment).
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4.3 Summary

This chapter provides the implementation of the bubble dynamics model introduced
in Chapter 3 into the E-E framework as a sub-model for flow boiling modelling.
This implementation requires an extension of nucleation site activation and heat-
partitioning models. The prediction of bubble movement on the heating wall, the
calculation of bubble sliding length and influence area during flow boiling were
provided. The contribution of bubble sliding to the wall heat transfer was assessed
and validation was made with ten experimental cases including subcooled flow
boiling in a pipe and an annulus.
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Modelling of flow boiling
patterns in vertical pipes

5
In this chapter, the bubble dynamics model from Chapter 3 is implemented in the
GENTOP framework for a simulation of transition patterns during the upward sub-
cooled flow boiling inside a vertical heating pipe. The developed heat-partitioning
model in Chapter 4 is adopted for modelling of high void fractions and given in
Section 5.1. Section 5.2 discusses the impact of wall superheat, subcooling tem-
perature and fluid velocity on the flow boiling transition patterns. The effects of
flow morphologies on the wall heat transfer coefficient and the comparison of GEN-
TOP and E-E two-fluid models results are given in this section as well. In the end,
Section 5.3 provides the summary of this chapter.

5.1 Adopted wall heat-partitioning model for high void
fractions

The wall heat-partitioning model introduced in Chapter 4 (Section 4.1) is given as:

Qw = AbQw +Qc,l, (5.1)

with Ab and Qc,l being the bubble influence area and convection heat flux to the liq-
uid phase. For high void fraction flows where the continuous gas (GasC) structures
are formed in the regions near the heating wall, this heat-portioning model has to
be adopted. Therefore, it is adopted as [137]:

Qw = AbQw +Qc,l +Qc,g, (5.2)

with Qc,g being the heat flux to the GasC structures on the heating wall as shown
in Figure 5.1. The term Ab is the heating wall area fraction influenced by dispersed
bubbles (GasD), which was discussed and calculated in Chapter 4, Section 4.1.1.
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Figure 5.1: Schematic of the adopted heat-partitioning model for high void fraction flows.

The single-phase convection heat flux to liquid, Qc,l, in Eq. (5.2) is given as:

Qc,l = hc,lAc,l (Tw,ac − Tl) , (5.3)

with hc,l being the liquid heat transfer coefficient given by Eq. (2.98). The total wall
area fractions influenced by GasD, Ab, GasC, Acg, and liquid phase, Acl, is equal to
1. Therefore, in Eq. (5.3), the term Ac,l is calculated as:

Ac,l = 1−Ab −Ac,g, (5.4)

with Ac,g being the GasC area fraction on the heating wall which is evaluated as its
void fraction in the control volume adjacent to the wall [137]. In Eq. (5.2), Qc,g

denotes the single-phase convection from the heating wall to GasC and is given as:

Qc,g = Ac,ghc,g (Tw,ac − Tsat) , (5.5)

with hc,g being the gas phase convection heat transfer coefficient and is calculated
as:

hc,g = ρgCp,gU τ

Tg
+ . (5.6)

As a demonstration example, an upward subcooled water flow in a vertical heating
pipe was modelled by ANSYS CFX 18.2. The length and diameter of the pipe are
0.5 m and 0.025 m and the water flow enters the pipe at a pressure of 1 atm.
In order to investigate the impacts of wall superheat, subcooling temperature and
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fluid velocity on the flow patterns, seven cases were defined as summarized in
Table 5.1.

Table 5.1: Boundary conditions of the test cases.

Case No. ∆T sup (K) ∆T sub (K) U in (ms )

1 8 3 0.2

2 10 3 0.2

3 12 3 0.2

4 10 4 0.2

5 10 5 0.2

6 10 3 0.3

7 10 3 0.4

The simulations were carried out with a transient scheme for 10 seconds. The
heating pipe was modelled as a full 3D geometry with 103653 hexahedral elements.
The grid spacing was on average 2 mm with y+ = 250 for the temperature of liquid
adjacent to the wall. Table 5.2 summarizes the numerical scheme.

Table 5.2: Employed solver set up for GENTOP test cases.

Analysis type Transient, ∆t = 0.002 s

Transient scheme First Order Backward Euler

Convergence control Timescale control, Min./Max. coefficients loops: 4/40

Residual type RMS

Residual target 10−4

The gas phase was described in the iMUSIG framework by two GasD (GasD1 and
GasD2) and a GasC. For the water-vapor fluid flow at P = 1 atm the critical bubble
diameter which refers to the one for lift force sign change is dcr = 5.4 mm. For
each of GasD1 (d < dcr) and GasD2 (d > dcr), five size fractions were used. For the
bubble size discretization, an equidistant bubble diameter of 1 mm was used and
all gaseous phases were assumed at saturation temperature. All gas structures with
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a spherical equivalent diameter equal or larger than 10 mm were assigned to GasC.
For GasD interaction forces and turbulence modelling the ”baseline” and BIT mod-
els introduced in Section 2.3.4 were used. The models of Luo and Svendsen [61]
and Prince and Blanch [60] for GasD breakup and coalescence modelling with co-
efficients FB = 0.01 and FC = 2 were used. Table 5.3 summarizes the employed
correlations for the modelling of GasC interfacial transfers (see Section 2.5 for the
mathematical formulations of given models).

Table 5.3: Interfacial exchange terms for GasC.

Exchange term Model

Drag force coefficient Höhne and Vallée [110] (Eq. (2.116))

Surface tension force Brackbill et al. [112] (Eq. (2.124))

Clustering force Höhne et al. [109] (Eq. (2.123))

Lift force coefficient Montoya et al. [108] (Eq. (2.121))

Complete coalescence Hänsch et al. [27] (Eq. (2.131))

Entrainment Ma et al. [113] (Eq. (2.132))

Phase transfer Hughmark [58] (Eq. (2.27))

Sub-grid wave turbulence Höhne and Mehlhoop [107] (Eq. (2.133)

Damping turbulence Höhne and Mehlhoop [107] (Eq. (2.139)

5.2 Results and discussions

5.2.1 Effect of wall superheat on the flow boiling transition patterns

Figure 5.2 shows the time course of averaged volume fractions of GasD, GasC, total
gas (GasT) and liquid for case1, case2, and case3. The GasD volume fraction is
defined as the sum of GasD1 and GasD2 volume fractions and similar GasT is the
summation of GasD and GasC ones.
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(a) (b)

(c)

Figure 5.2: Averaged volume fractions of GasD, GasC, GasT and liquid for a) case1
(∆T sup = 8 K) b) case2 (∆T sup = 10 K) c) case3 (∆T sup = 12 K)(legend: GasD

GasC GasT Liquid).

At the beginning of the heating up process, GasD is generated on the heating wall.
Next, approximately after 0.2 s, GasC is formed because of the GasD coalescence
and the evaporation at the bubble interface. Later on, more liquid is converted
into vapor and consequently, the vapor volume fraction reaches an almost constant
value with lower oscillations. As expected, increasing the wall superheat in case1,
case2, and case3 leads to higher GasC and consequently higher GasT formation.

The time course of the averaged liquid temperature in the flow domain for case1,
case2, and case3 is shown in Figure 5.3. Increasing the wall superheat leads to an
increase of the averaged liquid temperature and after 1 s and 0.6 s, the domain
averaged temperature reaches saturation in case2 and case3 respectively. However,
the average liquid temperature in case1 remains constantly below saturation tem-
perature in the whole domain. From Figure 5.2 and Figure 5.3 it can be seen that
steady state is reached after 2 s problem time.
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Figure 5.3: Time course of the average liquid temperature for case1 (∆T sup = 8 K) case2
(∆T sup = 10 K), and case3 (∆T sup = 12 K)(legend: case1 case2 case3).

Figure 5.4 to Figure 5.6 show the distribution of GasD, GasC and GasT void frac-
tions in a vertical plane at the center of pipe after 2 s. The acceleration of flow
which results in varying vapor and liquid velocities creates a series of changes in
the flow regime patterns. At the inlet, pure liquid enters the pipe and small bub-
bles are generated on the heating wall (see Figure 5.4a to Figure 5.6a). Because of
the bubbles coalescence and evaporation, the size of bubbles increases until GasC
formation. When mass transfer to GasC begins and its void fraction exceeds the
threshold value (αc > 0.5 [109]), the cluster force agglomerates the GasC void
fraction and large gas structures become resolved. With further coalescence, these
structures form distorted slugs which rise to the top of the pipe due to buoyancy
and upward flow.
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Figure 5.4: a) GasD b) GasC and c) GasT void fraction in transition from bubbly flow to
slug flow for case1 (∆T sup = 8 K) at t = 2 s (not to scale).
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Figure 5.5: a) GasD b) GasC and c) GasT void fraction in transition from bubbly flow to
slug flow for case2 (∆T sup = 10 K) at t = 2 s (not to scale).
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Figure 5.6: a) GasD b) GasC and c) GasT void fraction in transition from bubbly flow to
slug flow for case3 (∆T sup = 12 K) at t = 2 s (not to scale).

Figure 5.7a shows the cross-sectional and time-averaged (2 to 10 s) values of the
GasT void fraction, αT , along the pipe for case1, case2, and case3. For case1,
at axial positions lower than 0.2 m, there is a region of very low void fraction
(αT < 0.1). For cases2 and 3 this transition point is lower (0.12 m and 0.03 m)
which is because of higher wall superheat.

(a) (b) (c)

Figure 5.7: Distribution of cross-sectional and time-averaged values of a) GasT void fraction
b) GasC void fraction c) liquid temperature for case1 (∆T sup = 8 K), case2 (∆T sup =
10 K), and case3 (∆T sup = 12 K)(legend: case1 case2 case3).

Figure 5.7b shows the cross-sectional and time-averaged values of GasC void frac-
tion, αC , along the pipe. GasC originates for case1, case2, and case3 at axial posi-
tions of 0.2m, 0.16m and 0.1m respectively. This can be explained by this fact that
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increasing wall superheat leads to a higher evaporation rate and consequently an
earlier formation of GasC. The cross-sectional and time-averaged values of liquid
temperature is depicted in Figure 5.7c. With raising the wall superheat from case1
to case3, the average temperatures reach saturation at axial positions of 0.37 m,
0.24 m, and 0.17 m respectively.

Figure 5.8 shows the cross-sectional averaged values of GasD1, GasD2, GasD, GasC
and GasT void fractions for case1, case2, and case3 after 2 s. For case1, it shows
that between pipe inlet until the axial position of 0.24 m, only GasD is generated.
For case2 and case3 the axial positions are 0.18 m and 0.1 m as wall superheat is
higher. Because of the higher subcooling in the lower part of the pipe there is more
bubble condensation and formation of smaller bubbles. However, by increasing
the liquid temperature along the pipe and consequently more evaporation bubbles
become larger until GasC is formed. In addition, increasing wall superheat in case1,
case2, and case3 leads to more GasC formation in the whole domain.

(a) (b) (c)

Figure 5.8: Cross-sectional averaged profiles of GasD1, GasD2, GasD, GasC and GasT void
fractions for a) case1 (∆T sup = 8 K) b) case2 (∆T sup = 10 K) c) case3 (∆T sup = 12 K) at
t = 2 s (legend: GasD1 GasD2 GasD GasC GasT).

The time-averaged distribution of GasT void fraction for case1, case2, and case3 are
depicted in Figure 5.9. It shows that wall superheat increase shifts the starting point
of GasT void fraction accumulation to lower axial positions. Figure 5.10 shows the
time-averaged distribution of the liquid superheating temperature (Tl − Tsat). As
expected, regions near the heating wall have the highest superheating. In addition,
by increasing the wall superheat, the maximum liquid superheating (3 K) point
occurs at lower axial positions. Comparing Figure 5.9 and Figure 5.10 reveals that
in the regions of high liquid superheating, high evaporation rate and consequently
high void fraction occurs.
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(a) (b) (c)

Figure 5.9: Distribution of the time-averaged GasT void fraction for a) case1 (∆T sup = 8 K)
b) case2 (∆T sup = 10 K) c) case3 (∆T sup = 12 K).

(a) (b) (c)

Figure 5.10: Distribution of the time-averaged liquid superheating temperatur for a) case1
(∆T sup = 8 K) b) case2 (∆T sup = 10 K) c) case3 (∆T sup = 12 K).

5.2.2 Effect of flow morphologies on the wall heat transfer
coefficient

For thermal-hydraulic analysis of the flow boiling, the temporal wall heat trans-
fer coefficient, hw, the GasD and GasC void fractions (αD and αC) are plotted in
Figure 5.11 along a vertical line on the wall at t = 2 s. The distribution of GasT
void fraction, αT , in the middle plane of the pipe is shown as well. In case1 (Fig-
ure 5.11a) with the lowest wall superheat, αT is low and consequently hw is almost
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constant in the lower part (axial position lower than z = 0.2 m). In other words, in
this region, the boiling process has not been significantly initiated and single-phase
forced convection from the heating wall to the liquid phase is the dominant heat
transfer mechanism. Further down the pipe, where GasC is accumulated at the
heating wall the liquid film is fully consumed (at positions (a) and (b)) and a sharp
decrease occurs in the value of hw. The formation of GasC structures also signif-
icantly reduces hw [138]. Like the region between positions (c) and (d) where a
dryout is formed. This notable reduction is due to the single-phase convection from
the heating wall to GasC, which is greatly smaller than phase-change heat transfer.
By increasing the wall superheat in case2, the GasD void fraction starts to increase
from the pipe inlet which results in an increase of hw. Similar to case1, the GasC
coverage on the wall decreases hw (positions (a) and (c) in Figure 5.11b). It is also
observed that hw increases in the regions where no GasC structures are found, that
is, where GasD is formed on the heating wall. For instance, at positions (b) and
(d) in case2 (Figure 5.11b). It demonstrates that dispersed bubbles formation on
the heating wall supports the heat transfer. These increases and decreases in hw
due to GasD and GasC formation on the heating wall can also be observed in case3
(Figure 5.11c).

5.2.3 Comparison of GENTOP and Eulerian-Eulerian two-fluid
models

The mechanistic bubble dynamics and heat-partitioning models from Chapter 3
and 4 were implemented in the well-established and frequently used E-E two-fluid
framework. The results obtained by the E-E two-fluid and GENTOP models are
compared. For the simulation of case1, case2, and case3 in the E-E two-fluid frame-
work, the iMUSIG model including two GasD and a continuous liquid phase were
employed. For both models the same grid size was used. For GasD interaction
forces and turbulence modelling, the ”baseline” and BIT models introduced in Sec-
tion 2.3.4 were used.

Figure 5.12 illustrates the distribution of total void fraction at t = 2 s for case1,
case2, and case3. The E-E two-fluid model does not capture the interfacial struc-
tures due to averaging the probability of each phase in time and space. In the
regions near the inlet section, GasD is only generated with a low void fraction due
to the high condensation rate. Thus, the distributions predicted by both approaches
are almost the same. However, by proceeding further along the pipe, larger bubbles
and slugs are formed, which can not be modelled by the E-E two-fluid model.
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Figure 5.11: Temporal distributions of GasD and GasC void fractions as well as wall heat
transfer coefficient for a) case1 (∆T sup = 8 K) b) case2 (∆T sup = 10 K) c) case3 (∆T sup =
12 K) at t = 2 s.
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(a) (b) (c)

Figure 5.12: Distribution of total void fraction calculated by GENTOP and E-E models (left
and right side) for a) case1 (∆T sup = 8 K) b) case2 (∆T sup = 10 K) c) case3 (∆T sup =
12 K).

In order to investigate the impact of flow patterns on the wall heat transfer, az-
imuthally and time-averaged values of GasC and GasD void fraction as well as hw
calculated by both GENTOP and E-E two-fluid models are plotted in Figure 5.13.
In the GENTOP results, hw increases from the pipe’s inlet until the GasC formation
points (z = 0.22, 0.18, and 0.08 m for case1, case2, and case3), which is because of
GasD formation on the wall or in other words phase-change heat transfer. For these
regions, the predictions of both models for GasD void fraction and hw are equal as
expected. After the points of GasC formation, the results diverge which is due to
the inability of the E-E two-fluid model to predict the GasC structures formation
and consequently their effects on the wall heat transfer coefficient. In the GENTOP
results, the GasC formation causes a significant reduction in the value of hw which
is due to the lower amount of single-phase convection from the heating wall to
GasC compared to the phase-change heat transfer. In case2 and case3 more GasC
is formed on the wall compared to case1 and consequently this decrease is more
obvious in these cases. By going further along the pipe when GasC void fraction
starts to decrease a noticeable enhancement in the values of hw is observed as well.
Compared to the GENTOP model, the E-E model predicts higher hw, which comes
from the fact that GasC presence on the wall is not considered in this model.
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Figure 5.13: Time-averaged distributions of wall heat transfer coefficient, GasD and GasC
void fractions obtained by GENTOP and E-E models for a) case1 (∆T sup = 8 K) b) case2
(∆T sup = 10 K) c) case3 (∆T sup = 12 K) (legend: αD, GENTOP αC , GENTOP
αD, E-E hw, GENTOP hw, E-E).

Figure 5.14 shows the cross sectional and time-averaged values of the total void
fraction calculated by both GENTOP and E-E models. Until GasC formation (see
Figure 5.7b) both models obtain the same results. As soon as the GasC structures
are formed, the results diverge. The E-E model predicts a higher averaged total
void fraction than the GENTOP model which is because of this fact that also hw is
predicted higher (see Figure 5.13).
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Figure 5.14: Cross-sectional and time-averaged profiles of total void fraction calculated by
GENTOP and E-E models for a) case1 (∆T sup = 8 K) b) case2 (∆T sup = 10 K) c) case3
(∆T sup = 12 K)(legend: case1, GENTOP case1, E-E case2, GENTOP case2,
E-E case3, GENTOP case3, E-E).

5.2.4 Effect of subcooling on the flow boiling transition patterns

Figure 5.15 shows the time course of the averaged volume fractions of GasD, GasC,
GasT and liquid for case2, case4, and case5 (∆Tsub = 3, 4, and 5 K respectively).
For increased subcooling (decreasing inlet temperature) less gas is generated and
GasC is formed later (0.25 s, 1 s and 1.5 s for case2, case4, and case5). This is
due to the fact that raising the subcooling enhances the condensation rate on the
bubble cap leading to bubbles shrinkage and low void fraction.

Figure 5.16a exhibits the cross-sectional and time-averaged values of GasT void
fraction along the pipe for the case2, case4, and case5. For case2, there is a very
low void fraction area (α < 0.1) at axial positions lower than 0.14 m. Nevertheless,
in case4 and case5 the subcooling enhancement leads to a longer distance (0.18
and 0.32 m respectively). The cross-sectional and time-averaged values of GasC
void fraction along the pipe is shown in Figure 5.16b. GasC originates at axial
positions of 0.16 m, 0.24 m and 0.32 m for case2, case4, and case5, respectively.
This can be explained by the fact that increasing inlet subcooling leads to a higher
condensation rate at the bubbles interface and consequently the later formation
of GasC. The cross-sectional and time-averaged values of the liquid temperature
are plotted in Figure 5.16c. Increasing the subcooling in case4 and case5, causes
that the averaged temperatures reaches saturation at axial positions of 0.24 m and
0.35m while for case5 the averaged temperature remains lower than the saturation
one.
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Figure 5.15: Averaged volume fractions of GasD, GasC, GasT and liquid for a) case2
(∆T sub = 3 K) b) case4 (∆T sub = 4 K) c) case5 (∆T sub = 5 K (legend: GasD GasC

GasT Liquid).

(a) (b) (c)

Figure 5.16: Distribution of cross-sectional and time-averaged values of a) GasT void
fraction b) GasC void fraction c) liquid temperature for case2 (∆T sub = 3 K), case4
(∆T sub = 4 K) and case5 (∆T sub = 5 K)(legend: case2 case4 case5).
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Figure 5.17 shows the iso-surface velocity of GasC for five cases after 2 s. It can be
seen in 3D that, as expected, the GasC formation point goes further upstream with
increasing wall superheat. The comparison of case2, case4, and case5 proves that
by increasing the inlet subcooling the GasC formation point is elevated.

(a) (b) (d) (e)(c)

Figure 5.17: Iso-surface velocity of GasC for a) case1 (∆T sub = 3 K, ∆T sup = 8 K) b)
case2 (∆T sub = 3 K, ∆T sup = 10 K) c) case3 (∆T sub = 3 K, ∆T sup = 12 K) d) case4
(∆T sub = 4 K, ∆T sup = 10 K) e) case5 (∆T sub = 5 K, ∆T sup = 10 K) at t = 2 s.

5.2.5 Effect of inlet fluid velocity on the flow boiling transition
patterns

Figure 5.18a shows the cross-sectional and time-averaged values of GasT void frac-
tion along the pipe for the case2, case6, and case7. The low void fraction area
(α < 0.1) occurs at axial positions of 0.14, 0.16 and 0.18 m for case2, case6, and
case7 respectively. Like the effect of subcooling temperature on the GasT void
fraction, this can be explained by the fact that increasing inlet velocity results in
higher interface heat transfer coefficient leading to higher condensation rate and
consequently lower void fraction. Figure 5.18b exhibits the cross-sectional and
time-averaged values of GasC void fraction along the pipe. GasC originates at axial
position 0.16 m for case2. Nevertheless, in case6 and case7 the inlet velocity in-
crease leads to a longer distance (0.2 and 0.22 m respectively).The cross-sectional
and time-averaged values of the liquid temperature are plotted in Figure 5.18c.
Inlet velocity enhancement in case2, case6, and case7 causes that the averaged
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temperatures reaches saturation at an axial position of 0.24, 0.28 and 0.33 m re-
spectively.

(a) (b) (c)

Figure 5.18: Distribution of cross-sectional and time-averaged values of a) GasT void
fraction b) GasC void fraction c) liquid temperature for case2 (U in = 0.2 m

s ), case6
(U in = 0.3 m

s ) and case7 (U in = 0.4 m
s ) (legend: case2 case6 case7).

5.3 Summary

This chapter provides the application of GENTOP model for the modelling of flow
transition patterns during the upward subcooled boiling inside a vertical heating
pipe. The bubble dynamics model introduced in Chapter 3 was implemented in
the GENTOP framework as a sub-model. The heat-partitioning model introduced
in Chapter 4 was adopted for high void fraction. This adaptation considers the
presence of continuous gas structure on the heating wall during flow boiling. The
impacts of wall superheat, inlet subcooling and velocity on the flow boiling tran-
sition patterns were investigated. The effects of flow boiling morphologies on the
wall heat transfer coefficient were assessed as well. In the end, the results obtained
by GENTOP and the E-E two-fluid models for flow patterns transition and wall heat
transfer coefficient were compared.
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Conclusions and outlook 6
6.1 Conclusions

Flow boiling occurs in PWRs and BWRs as well as in their passive safety systems.
Safety systems of the new generation of nuclear power plants are no longer con-
fined to active components which need electrical power in the event of an accident
in the plant. They also use passive safety cooling loops that do not require any
external power supplies or manual intervention. These loops remove the decay
heat from the reactor core through natural circulation. One of the major research
directions in reactors safety systems has been stability analyses of flow boiling oc-
curring in their passive safety loops in recent decades. Instabilities of flow boiling
in these cooling circuits may cause flow oscillations. These oscillations can lead
to insufficient local cooling and mechanical vibrations which threaten the reactor’s
safety. The stability of flow boiling in these safety loops is highly dependent on the
parameters such as void fraction, bubble departure size, heat transfer coefficient
as well as flow transition patterns. Therefore, these thermal-hydraulic parameters
need to be accurately predicted.

Computational methods and specifically the E-E two-fluid model have shown
tremendous success in flow boiling modelling. However, the effectiveness of this
model for flow boiling modelling is affected by the uncertainties of empirical and
mechanistic models, which are used to predict bubble dynamics parameters. Con-
sidering the uncertainties of available empirical and mechanistic models for bubble
dynamics, the major aim of this thesis has been the development of a mechanistic
model to implement in CFD codes for flow boiling modelling. Overall, the major
contributions of this research are given below.

A mechanistic bubble dynamics model based on the force balance on a growing
bubble is presented. It requires no recalibration of parameters to predict bubble
growth and detachment. It was formulated based on the physics of a nucleated
bubble and several well-developed models and theories to cover the whole bubble
life cycle including inertia-controlled, thermal diffusion-controlled periods and de-
parture. It includes the contributions of microlayer evaporation, superheated layer
and condensation to the bubble growth. As a novel idea, the bottleneck in the late
bubble growth period was modelled. In addition, the consideration of dynamic
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contact and inclination angles makes the model applicable under different thermal-
hydraulic and geometric conditions without using recalibration factors. The model
was successfully validated against four different experimental cases from the litera-
ture. The experimental data covered different mass fluxes, heat fluxes, subcooling,
pressure, heating wall orientation angle, pipe designs and working fluids. The aver-
age deviation for the prediction of bubble lift-off diameter was 26%, which proves
the good predictability of the present model. To gain reliability and an in-depth
analysis of the proposed approach, a sensitivity analysis was performed. It proved
that the model can accurately predict the dependency of bubble departure and
lift-off diameters on different parameters such as mass flux, heat flux, subcooling,
pressure and heating wall orientation angle. The summary of sensitivity analysis is
given as:

− Drag and lift forces increase with mass flux enhancement, which decreases
bubble lift-off diameter.

− Heat flux from the heating wall determines the growth speed of the bubble,
which may increase or decrease the bubble departure diameter.

− Subcooling temperature affects the departure diameter due to condensation.
Higher liquid subcooling reduces bubble departure and lift-off diameters.

− Pressure significantly increases the vapor to liquid density ratio, which results
in departure diameter decrease.

The previously developed bubble dynamics model was implemented in the E-E
framework as a sub-model to improve the accuracy of flow boiling modelling and
reduce the case dependency. The developed model is dependent on the wall super-
heat. Therefore, the implementation extends the current nucleation site activation
and heat-partitioning model. For this purpose, the activated nucleation sites were
classified into different groups with different superheat and bubble dynamics pa-
rameters were calculated for each group. These parameters were calculated based
on the function of wall superheat, subcooling temperature and fluid velocity by a
separate code and then implemented in ANSYS CFX 18.2. The implementation was
coupled with a PBM model. With this novel modelling approach, the impact of
bubble sliding on the wall heat transfer, which has been rarely considered in other
modelling approaches, was analyzed. However, bubble coalescence on the wall dur-
ing sliding was not considered in this model and so it should be a subject for future
studies. For validation of modelling results, ten experimental test cases including
subcooled flow boiling in a vertical pipe and an annulus were chosen. These ex-
periments cover a wide range of operating parameters such as wall heat flux, fluid
velocity, subcooling temperature and pressure. The void fraction, bubble diameter,
bubble velocity, IAD, bubble passing frequency, liquid and wall temperature were
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validated against the experimental data at different locations of heating pipes. The
good agreement with the experimental data proved the successful applicability of
this models’ implementation in the E-E two-fluid framework for simulation of sub-
cooled boiling flows.

Prediction of flow patterns transition during subcooled boiling has been a critical
topic since these patterns have a significant impact on the heat and mass transfer
rates. For this purpose, the developed bubble dynamics model was coupled with the
GENTOP concept for the modelling of flow boiling regimes. The GENTOP concept
is based on the iMUSIG model in the E-E framework and a GasC is added, i.e., the
fluid flow domain is divided into two GasD, a GasC and continuous liquid phases.
The GasC was detected by the newest version of AIAD model and its interfacial
transfers including mass and momentum was accordingly modelled. The proposed
heat-partitioning model was adopted for application in the GENTOP framework.
This adaptation for high void fractions considered the effect of GasC structures
formation on the wall heat transfer. Seven generic test cases including transient
subcooled flow boiling in a vertical heating pipe with different wall superheats,
subcooling temperatures, and inlet velocities were performed by using ANSYS CFX
18.2. There was a good convergence behavior for different operating conditions
and the major results can be summarized as follows:

− Increasing wall superheat accelerates the GasC formation (in the lower part
of the pipe) and conversely increasing the subcooling and inlet velocity delays
it (in the upper part of the pipe).

− The bubble formation on the heating wall enhances the local heat transfer
and conversely, the presence of GasC structures significantly reduces it due to
the lower convection from the heating wall to GasC compared to the boiling
heat transfer.

− The time-averaged and temporal void fractions obtained with the GENTOP
were compared to the E-E two-fluid model. As expected, the interfacial struc-
tures could not be detected in E-E two-fluid model due to the averaging pro-
cess.

− The relation between time-averaged void fractions and wall heat transfer coef-
ficient obtained from both E-E two-fluid and GENTOP results was investigated.
As long as no GasC is formed in the flow domain, both models obtain the same
results. However, the formation of GasC structures diverges the results which
is due to the inability of E-E two fluid model for flow patterns modelling and
their effects on the wall heat transfer.
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− The formation of GasC structures on the heating wall significantly reduces
the wall heat transfer coefficient. The E-E two-fluid model is unable to model
these structures, so it predicts a higher wall heat transfer coefficient and, as a
result, a higher total void fraction than the GENTOP model does.

6.2 Outlook

In this thesis, a mechanistic bubble dynamics model was developed and imple-
mented into an E-E CFD framework for subcooled flow boiling modelling. This
model was formulated based on some well-developed models and theories and suc-
cessfully validated against four different experimental cases. However, it needs
further improvements. The first one is the base diameter expansion hypothesis. Al-
though it is a commonly accepted approach, it lacks physical support. Therefore,
this hypothesis needs to be critically assessed and developed to improve the accu-
racy of the model prediction. The second one is bubble coalescence on the heating
wall during sliding, which was not considered in this model. Consequently, it should
the subject of future studies.

The bubble dynamics model was also implemented in the GENTOP framework for
simulation of flow boiling transition patterns. However, due to the lack of exper-
imental data, this part was merely confined to numerical simulations for generic
cases. Experimental data with high resolution in time and space is necessary to
quantitatively validate the numerical results. Last but not least, the transition of
flow boiling patterns in a heating pipe at different angles of inclination can be the
subject of future investigations.
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