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1. Introduction 

Since the World Wide Web (WWW) was introduced, the traditional browsing method is not acceptable anymore 

for users as the method could be more efficient [1]. According to Siteefy, there are around 1.17 billion websites as of 

now [2]. The abundant numbers of websites lead to a large volume of users and data need to be processed. Therefore, 

the search engine was developed. Nowadays, an extensive amount of data is used in the WWW and has been in use 

until now to ease the task of searching for information on the Internet [1]. Consequently, it causes the search engine to 

perform complex procedures of sorting information on the web pages. So, the result will come out with the most 

suitable web pages based on the search input given by the user. Searching tasks can be efficient if the process is smooth 

and the fast speed searching with accurate results is possible. By optimizing the search engine process, complex 

procedures can be achieved to receive a precise keyword ranking and visibility of the search engine result page (SERP).  

Artificial Neural Network (ANN) is a global optimization for analog circuits or components [3]. It acts as the 

Abstract: Search engine optimization applies search principles in search engines to assign a higher ranking to the 

most suitable webpage.  Nowadays, information searching is done ubiquitously on the World Wide Web with the 

help of search engines. However, the process needs to be efficient and produce accurate results simultaneously. In 

this research, the objectives are to implement and evaluate the Artificial Neural Network and Genetic Algorithms. 

The accuracy result for both algorithms is compared by implementing keyword ranking, Search Engine Result 

Page visibility, and time retrieval for document-based and e-commerce websites. To achieve them, firstly, the 

problem and data are defined. Next, two datasets are imported from Kaggle and transformed into a more helpful 

format. Then, the Artificial Neural Network and Genetic Algorithms are implemented on these datasets in Python 

using Jupyter Notebook tools. Subsequently, the accuracy of these datasets keyword ranking, Search Engine Result 

Page visibility, and time retrieval are observed based on the output and graph. Lastly, an analysis of the results is 

performed. Conclusively, the Genetic Algorithm demonstrates a higher percentage of accuracy results than the 

Artificial Neural Network algorithm in keyword ranking and SERP visibility. However, the accuracy results of 

time retrieval are vice versa. The results in Genetic Algorithm show 9.0%, 9.0%, and 3.0% in the e-commerce 

dataset for keyword ranking and 4.0%, 51.0%, and 1.0% in the document-based dataset for SERP visibility. Next, 

the Artificial Neural Network algorithm shows results of 8.0%, 7.0%, and 7.0% in the e-commerce dataset and 

3.0%, 50.0%, and 4.0% in the document-based dataset for time retrieval. Therefore, the results validated the ability 

of the Genetic Algorithm as one of the most applied algorithms in the search engine optimization field. 
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performance evaluator in order to find an optimal design by using a separate set of data [3]. However, to get an 

effective result, the design capacity needs to be in a small space and the nonlinearity capacity is not strong [3]. 

Meanwhile, Genetic Algorithm (GA) has been proven to optimize web efficiency [4] while ANN algorithm is used 

to estimate either the websites rank gives good result for the test data or vice versa [5]. GA is known as a heuristic 

algorithm [3]. This popular optimization algorithm is still being used till now although it cannot give assurance to solve 

complicated optimization problem [3]. Normally GA algorithm were used in parallel computation because they are 

independent to each other. However, it still needs more time for reasonable coverage because they need bigger 

population size [3].  

In this research, the Multi-layer Perceptron (MLP) classifier is implemented in both algorithms. Keras is one of the 

deep learning API which the model was built by applying the Sequential API and the API have a function to build the 

model in a sequential style. Multi-layer Perceptron (MLP) classifier is used in ANN and GA algorithm implementation 

to perform classification task. MLP have three layers of nodes which are the input layer, hidden layer and output layer. 

Hidden and output nodes are known as neurons which act as supervised learning technique [37]. Each perceptron layers 

in MLP have activation functions known as rectified linear unit [17]. Gender classification and emotion classification 

were used in MLP architecture [17]. MLP classifier was chosen because based on past research, MLP have already 

proven that it is the most accurate and consistent technique in machine learning classifier [37]. The MLP classifier can 

be implemented in any dataset that is required for binary classification. 

Furthermore, a complicated process to receive accurate keyword rank data occurred as many data were produced 

day by day. Some users face hard situations to get relevant data on the web pages. Usually, they use in range of two to 

three keywords during searching in search engines [6]. The actual keyword typed in the search engine will affect the 

keyword ranking in the website while SEO is accomplished when the number of visitors to the website give result to the higher 

visibility of the search engine result page [6]. Meanwhile, the issues of time retrieval during keyword searching also 

occurred when the webpage took some time to return the search results. When the browsing time is increasing, the time 

taken to retrieve the SERP is increasing, too [7]. Furthermore, in a wide area webpage, users always take time to search 

required information [8]. So, the time delay during searching can give effects to user satisfaction and engagement of the 

webpage [8]. Therefore, to evaluate the accuracy of keyword ranking, SERP visibility and time retrieval, both ANN 

and GA algorithms will be implemented and compared in order to determine which algorithm is the best.  

The objectives of this research are to implement ANN and GA for obtaining the accuracy of keyword ranking, 

SERP visibility, and time retrieval for document-based and e-commerce websites. Second objective is to evaluate and 

compare ANN and GA algorithms in terms of accuracy of keyword ranking, SERP visibility and time retrieval in 

search engine optimization (SEO) field. 

The research has been carried out using Artificial Neural Networks and Genetic Algorithm by using document-

based and e-commerce websites. Then, evaluate the accuracy of keyword ranking, SERP visibility and time retrieval 

for both domains selected. The datasets are obtained from Kaggle and use Python to carry out the research experiment. 

 

2. Related Work 

There are some techniques and algorithms implemented by researchers to evaluate the performance of SEO. Table 

1 shows the implementation of various algorithms in SEO used by different researchers. 

 
Table 1 - Related works on search engine optimization 

Researchers Techniques/ Algorithms Summary 

[9] On-Page Optimization and 

Off- Page Optimization 

Link building elements were used to 

optimize and give higher page rank level 

where the higher page rank result off-site 

will be obtained.  

[5] Artificial Neural Network 

and Multilayer Perceptron 

Neural Network (MPNN) 

During dataset process, each keyword is 

separately searched and parsed using 

crawling and parser. The result shows that 

both ANN and MPNN technique can 

produce a high accuracy in predicting rank 

of site based on keywords which helps in 

increasing the rank and website validity. 

Therefore, it proves that ANN and MPNN 

algorithm has a very good performance. 

[10] Genetic Algorithm GA act as an automatic web page 

categorization and updation to get 

optimal query requested by the user. The 

queries requested will explore different 

areas to retrieve the best classification 
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performance.  

[11] Page Ranking Algorithm Page Ranking Algorithm acts to calculate 

the rank using the links and contents of 

the web page. 

[12] HITS Algorithm  The algorithm is known as an effective 

algorithm used for rating and ranking 

documents in websites based on the link 

information insert by user in certain 

areas. 

[13] Artificial Neural Network ANN algorithm was implemented to do 

prediction and optimized the system 

performance. 

[14] Artificial Neural Network 

and Genetic Algorithm 

GA algorithm combined with developed 

ANN model to get optimal design energy 

performance. 

[15] Multilayer Perceptron 

Neural Network 

The implementation of MPNN algorithm 

in obtaining the Diabetes Incidence 

prediction shows that the prediction get 

high accuracy with a processing time less 

than one second. 

[16] Panda and Penguin 

Algorithm 

Panda Algorithm targeted less quality of 

content with lower SERP displayed while 

Penguin Algorithm focused on web 

spamming that affected ranking. 

[17] Convolutional Neural 

Networks and Multi-layer 

Perceptron Neural Network 

CNN shows better performance than 

MPNN on experimenting the speaker 

emotion recognition. 

[18] Range-based Sequential 

Search (RSS) 

RSS is an efficient algorithm that act as 

to deal for best formal in data 

segmentation. 

 

Based on Table 1, there are 11 algorithms have been recently and mostly applied in SEO. Firstly, On-Page 

Optimization and Off-Page Optimization is one of the techniques that have been used by many researchers in SEO. On-

page Optimization in SEO helps search engine crawlers to read the content of the website where a readable content 

means that the website has quality and give higher rank pages [19].  As for Off- page Optimization, it can be done 

directly on the website in order to get higher ranking. For example, through social networking, article submission, 

forum and blog marketing [20]. Both techniques are important to determine the success of SEO strategy which include 

to increase the page rank and data traffic of the website. 

Next, the combination of Artificial Neural Network and Multilayer Perceptron Neural Network has been 

implemented to identify factors impact for rank on websites by search engine of Google. Some steps were needed to be 

done in order to know the webpage rank. Firstly, the number of parameters of keywords in search engine rank was 

determined [5]. Then, the number of words that need to be searched is written in the search engine [5]. Next, the results 

were parsed using crawling method and the parameters is extracted [5]. Therefore, both combined ANN and MPNN 

algorithms shows a good performance in terms of webpage rank in search engine Google. 

Other than that, Genetic Algorithm was implemented in a document-based domain to get the optimized weights 

from the cited words and it shows good result [21]. GA known as search algorithm to solve optimization issues. GA 

also can combine with other algorithms to get better results [22]. GA algorithm is the most commonly used in search-

based software engineering (SBSE) field [23]. The searching process using GA need to evolve in multiple iteration to 

get a better solution [24]. 

Next, Page Rank Algorithm also has been implemented by few researchers in search engine [25]. Page Rank 

Algorithm has page importance based on the occurrence of web page to calculate the web page rank. The link structure 

is crucial since a website’s page rank increases when the number of incoming and outgoing connections is bigger. 

However, Page Rank Algorithm needs multiple iteration to get an accurate rank because the calculation considered not 

an exact answer if it occurred only once [26].   

In previous work, Hyper Induced Topic Search (HITS) algorithm have been implemented using link structure on 

web pages in order to know the rank of the web page. HITS algorithm also used Hubs and Authority to analyze the web 

page structure. Based on the user query by the user, there are meaningful information in an authority page while hubs 

pages are used to give links for authority pages [26]. Then, both Hubs and Authority will take sample pages based on 

ranking and calculate using incoming and outgoing links to provide user query in an efficient time [26].  

Next, Artificial Neural Network known as an efficient and accurate fitting technique [22]. ANN has self-learning 
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function in prediction and capable to provide optimal solution in a short period of time [22]. It also acts like a black box 

model because ANN not considering the modeling objects itself [27]. In ANN, the first step to process is by randomly 

setting the weights and thresholds [28]. The input layer in ANN act as receiving training data. Then, it multiplied and 

merged in different ways till meet the output layer [28]. 

Based on research work by Zhang et al., the combination of Artificial Neural Network and Genetic Algorithm can 

solve optimization problems [22]. By applying ANN-GA algorithm, the optimization process can be faster than normal 

process [29]. ANN-GA algorithm mainly to find the best weights, find optimal solutions and give high accuracy results 

for ANN [24]. Furthermore, it also calculates fitness function for each chromosome in ANN-GA combined algorithm 

[24].  

Multilayer Perceptron Neural Network is referred as a non-recursive neural network that make use of a supervised 

learning technique [5]. This MPNN algorithm have multi-layered network which starts from input layer to output layer. The output 

layer is the real answer of network. Moreover, there are also hidden layer neurons where can be obtained using attempt and error. If there are 

not enough neurons, it will not be able to get an accurate mapping [5]. MLP models shows better generalization performance in 

regression cases where it also easy to access and scalability in machine learning [15]. 

Next, Panda Algorithm and Penguin Algorithm are Google Algorithms that focuses on quality of user experience. 

Panda Algorithm which also known as filter algorithm have function as demoting the rank for low quality websites 

[16]. The websites affected by the Panda Algorithm with thin content, duplicate content, poor user experience, 

plagiarism and keyword stuffing [16]. Website pages with low quality content will give poor result in search engines. 

The second algorithm, known as the Penguin Algorithm, works to stop search engine spams such as keyword stuffing, 

deceptive linking tactics, invisible content on web pages and pirated content with a high rank and number of likes [16]. 

For manipulative link scheming, some tactics were implemented like link farming, page cloaking, site mirroring and 

URL redirection while for keyword stuffing, the techniques implemented are manipulating the HTML meta tag, create 

doorway pages and scraper sites [16]. 

Other than that, CNN is a deep neural network where usually used in PC vision while MLP have layers of feed-

forward neural networks category contain activation functions. Both algorithms are deep learning techniques. In the 

research done by Mishra and other researchers, they found out that CNN gave better result performance than MLP [17]. 

The dataset used are Ravdees, Savee, Tess and Crema-d where MLP have 0.92 value for F1 score and accuracy and 

CNN have accuracy results of 92.283% respectively [17].  

Last algorithm is Range-based Sequential Search (RSS) algorithm. RSS have function to deal with segmentation 

problem during data pre-processing based on multiple sources [18]. It also can discover the best format in sequence 

length during data segmentation [18]. In the study by Lin with other researchers, they found out that RSS have 

successfully can detect new attack variants in webpages [18]. 

Therefore, in this study, ANN is chosen because during dataset process, each keyword is separately searched and 

parsed using crawling and parser. The result shows that ANN technique can produce a high accuracy in predicting rank 

of site based on keywords which helps in increasing the rank and website validity. Therefore, it proves that ANN 

algorithm has a very good performance. Next, GA is chosen because GA acts as an automatic web page categorization 

and updation to get optimal query requested by the user. The queries requested will explore different areas to retrieve 

the best classification performance.  

 

3. Methods 

In this study, the research phases are divided into four phases. Fig. 1 shows the flow of the research. 

 

3.1 Phase 1: Problem Definition and Data Definition 

Firstly, the first phase in research methodology is problem and data definition. The research starts with identifying 

the research background about SEO, problem statements, research aim and objectives, scope of research and scope 

contribution. The problem identified by investigating past and most recent work that relates to the algorithms in SEO.  

Subsequently, the problem identified in this research is the accuracy of keyword ranking which is a challenging issue in 

SEO. Next, there is also the problem in obtaining the SERP visibility and time retrieval based on the user’s search 

query. 

Moreover, this research is carried out using document-based and e-commerce websites. The dataset is obtained from 

Kaggle [30]. For the document-based website the experiment will be conducted using Video Ranking datasets. Next, 

for e-commerce website the dataset from Kaggle is about keyword search by users from the Flights and Tickets SERPs 

and Landing Pages datasets [30]. 
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Fig. 1 - The research phases 

 

3.2 Phase 2: Data Pre-Processing 

Next, the second phase of this research is data pre-processing. Data pre-processing helps to improve the data 

quality in order to get the extraction of meaningful perceptions based on relevant data. To eliminate noise and resolve 

any discrepancies in the data, data cleaning is done. SERP visibility is measured based on user input query to retrieve 

the information. There is a calculation to calculate the SERP visibility score, as shown in equation (1). 

 
Search Volume x 0.1935 = SERP visibility [35]         (1) 

 
In this research, these three parameters were used to calculate the accuracy results for keyword ranking, SERP 

visibility and time retrieval. The implementation of the Classification Report function was used, and the formula to 

calculate the accuracy, precision, recall and f1-score was shown in Equation (2), equation (3), equation (4) and equation 

(5).     

Accuracy =   x 100 [36]                        

 

(2) 

                

Precision =    [36]         
(3) 

 

   Recall =   [36] 
(4) 

F1 score =    [36]               
(5) 
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TP: True Positive 

TN: True Negative 

FP: False Positive 

FN: False Negative 

 

3.3 Phase 3: Implementation of Algorithms 

The following phases consists of implementation of algorithms which is ANN and GA for SEO. These two 

algorithms are implemented to measure the accuracy of keyword ranking, SERP visibility and time retrieval. 

There are some basic requirements required to conduct the research successfully. A computer with relatively 

sufficient processing power, memory and storage is used as the hardware. It is preferable to process power at or above 

1.8GHz, with a minimum memory of 4 GB and storage at more than 28 GB. This is because the processing time is 

necessary for the feature selection. The study was carried out using Windows 10 and web tool environment which is 

Jupyter Notebook. Microsoft Word is used to do the proposal writing while Microsoft Excel is used to sort the data. 

This program is implemented in Python [31]. Python commonly implement C as the programming language. 

Additionally, it has a sizeable standard library with modules that is focused on general programming which are OS, 

threading, networking and database-specific modules [31]. [32], a data scientist discovered that Python is simpler to 

learn since the code is more similar every day human speech. Python is also appropriate for usage in both large and 

small projects because it is an adaptive and advanced programming language [31]. The programmers become 

productive when using Python because they manage to develop the program better and efficiently. By running the 

commands in Python for the document-based website and e-commerce website, the dataset simply can be read in 

different statistical software [31]. 

Neural networks have recently been regarded as universal function approximation. They are free model estimators. 

It is feasible to estimate a function without knowing the type of the function. The problem-solving process is defined as 

the mapping of the issue domain, problem knowledge and solution space into the network’s input state space, synaptic 

weights space and output space [33]. Fig. 2 shows the code segmentation for ANN algorithm. 

 

 

Fig. 2 - Code segmentation of ANN algorithm 

 

Firstly, splitting the dataset variables by implementing split_ratio = 0.2 as shown in Fig. 2. Train and test 

the dataset also implemented in this segment code to find a pattern that met the best data points with less error. Other 

than that, the implementation of Sequential Model also shown in Fig. 3. The classification was done on train data and 

the test data was predicted for accuracy. Next, the Sparse Categorical Cross-Entropy were used because the encoded 

data were in integer. Lastly, the Classification Report displayed the accuracy result with precision, recall, f1-score and 

support as well. Fig. 3 shows the code segmentation for GA algorithm. 

split_ratio = 0.2 

for rank in document["keyword rank"].unique(): 

    temp = document[document["keyword rank"] == rank].reset_index(drop = 

True) 

    train_data = len(temp) - int(len(temp) * 0.2) 

 

    if len(temp) > 1 and rank == document["keyword rank"].unique()[0]: 

        train = temp[:train_data] 

        test = temp[train_data:] 

    elif len(temp) > 1: 

        train = pd.concat((train, temp[:train_data]), axis = 0) 

        test = pd.concat((test, temp[train_data:]), axis = 0) 

    else: 

        pass 

model = Sequential() 

model.add(Dense(units=10, input_dim = X_train.shape[1], activation='relu')) 

model.add(Dense(units=6, activation='relu')) 

model.add(Dense(units=len(y_train.unique()) + 1, activation='sigmoid')) 

model.compile(loss='sparse_categorical_crossentropy', metrics=['accuracy']) 

history = model.fit(X_train_scaled, y_train, batch_size=10 , epochs=100, 

verbose=1) 

 

 

 

 

 



Madon et al., Journal of Soft Computing and Data Mining Vol. 4 No. 1 (2023) p. 42-52 

48 

 

Fig. 3 - Code segmentation of GA algorithm 

 

In Fig. 3, Sequential Model was applied when building the Keras Models. Implementation of MLP Classifier starts 

here using Keras. Then, Keras Genetic Algorithm module were also imported to build initial population of solutions to 

holds all parameters in Keras model. Each layer was created using tensorflow.keras.layers module. Then, 

the Sequential() class and add() method is used to add the layers to the model. In 

pygad.kerasga.Kerasga class creates 2 instance attributes which are model and num_solutions. The 

num_solutions assigned with value of 10 which means the population has 10 solutions. The code shown in Fig. 4. 

 

Fig. 4 - Code segmentation of GA algorithm 

 

Next, model_weights_as_matrix() function is used to restore the Keras Model’s parameters from the 

chromosome. Fitness function as shown in Fig. 4 is a maximization function for GA algorithm. The fitness value is 

determined as the loss value reciprocated. In order to calculate the fitness value, there are some steps to be followed. 

The steps are to configure the model parameters, generate predictions, compute the loss value, calculate the fitness 

value and return the fitness value after recovering the model parameters from a 1-D vector. When the classification 

problem is in binary, binary classification is employed in the code to calculate the binary cross-entropy loss.  

Next, instance is created in the pygad.GA class as shown in Fig. 4. The number of generations, the number of 

parents to mate, the starting population of Keras model paramaters, the fitness function and the generation callback 

function make up the minimum amount of arguments supplied to the code. The instance of pygad.GA class runs by 

calling the run () method. The three parameters implemented in the code which are keyword ranking, SERP 

visibility and time retrieval used fitness function in Keras to train the optimized weights. The parameters of the best 

solution, trainable parameters and fitness value of best solution is displayed before the Classification Report displayed 

the results. 

 

 

keras_ga = pygad.kerasga.KerasGA(model = model, num_solutions = 10) 

def fitness_func(solution, sol_idx): 

    global X_train_scaled, y_train, keras_ga, model 

    model_weights_matrix = pygad.kerasga.model_weights_as_matrix(model = 

model, weights_vector = solution) 

    model.set_weights(weights = model_weights_matrix) 

    predictions = model.predict(X_train_scaled) 

    bce = tf.keras.losses.BinaryCrossentropy() 

    error = bce(to_categorical(y_train), predictions).numpy() 

    fitness = 1.0 / (error + 0.00000001) 

    return fitness 

ga_instance = pygad.GA(num_generations = 100, num_parents_mating = 5, 

fitness_func = fitness_func, 

initial_population = keras_ga.population_weights) 

ga_instance.run() 

fig = ga_instance.plot_fitness() 

solution, solution_fitness, _ = ga_instance.best_solution() 

print("Parameters of the best solution: \n {solution}".format(solution = 

solution), end = "\n\n") 

#trainable parameters 

print("Len of the solution is:", len(solution), end = "\n\n") 

print("Fitness value of the best solution: \n 

{solution_fitness}".format(solution_fitness = solution_fitness), end = 

"\n\n") 

 

 

model = Sequential() 

model.add(Dense(units=10, input_dim = X_train.shape[1], activation='relu')) 

model.add(Dense(units=6, activation='relu')) 

model.add(Dense(units=len(y_train.unique()) + 1, activation='sigmoid')) 

model.compile(loss='sparse_categorical_crossentropy', metrics=['accuracy']) 

model.summary() 
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3.4 Phase 4: Analysis of Result 

Lastly, phase 4 concerns the analysis of the results to measure the accuracy of the keyword ranking, SERP 

visibility and time retrieval. The experiment was conducted and the obtained results were analysed with both ANN and 

GA algorithms applied in this research. The accuracy results were calculated using Classification Report and equation 

(2), (3), (4) and (5). 

Prioritizing keyword in webpage titles is one of the page elements based on SERPs. The sites listed in SERPs 

mostly are found in titles although the snippets, URLs and links apparently were evaluated. These three factors are the 

most important keyword in Google’s algorithm [34]. Therefore, the web domain name, directories and files based on 

keywords and keyword prioritizing in titles need to be taken seriously in order to get the SERPs visibility in website.  

Each parameters gives accuracy results after running the code in Python. The results between e-commerce based 

and document-based dataset in ANN and GA algorithm is compared in terms of accuracy in order to measure which 

algorithm serves the best in SEO.  

 

4. Results 

The accuracy of keyword ranking, SERP visibility and time retrieval for e-commerce based and document-based 

dataset were measured by using Classification Report. In Classification Report, the accuracy, precision, recall and f1-

score is calculated and displayed. The accuracy is a ratio of correctly predicted observation to the total observations. 

The formula to calculate accuracy, precision, recall and f1-score shown in equation (2), equation (3), equation (4) and 

equation (5). The overall accuracy results based on implementation of ANN and GA algorithm is stated in Table 2. 

Table 2 - Analysis of performance measures 

Algorithm Dataset Accuracy 
of Keyword 

Ranking 

Accuracy 
of SERP 
Visibility 

Accuracy 
of Time 

Retrieval 

ANN E-commerce  8.0 7.0 7.0 

Document-based 3.0 50.0 4.0 

GA E-commerce  9.0 9.0 3.0 

Document-based 4.0 51.0 1.0 

 

Based on Table 2, it is observed that in the e-commerce dataset and document-based dataset, GA surpasses ANN 

for keyword ranking and SERP visibility parameters. However, for accuracy results of time retrieval, ANN shows 

getting higher percentage accuracy results for both the e-commerce dataset and document-based dataset.  

ANN algorithm implemented in the e-commerce dataset presents a result of 8.0% accuracy for keyword ranking, 

7.0% accuracy for SERP visibility and 7.0% accuracy for time retrieval, respectively. Meanwhile, the document-based 

dataset presents 3.0% accuracy for keyword ranking, 50.0% accuracy for SERP visibility and 4.0% accuracy for time 

retrieval, respectively. Next, for GA algorithm implemented in the e-commerce dataset give result 9.0% accuracy for 

keyword ranking, 9.0% accuracy for SERP visibility and 3.0% accuracy for time retrieval. In the document-based 

dataset, it gives result 4.0% accuracy for keyword ranking, 51.0% accuracy for SERP visibility and 1.0% accuracy for 

time retrieval. 

In this research, the keyword rank and time retrieval were calculated based on the e-commerce-based and 

document-based datasets given from the Kaggle website. The e-commerce-based and document-based dataset’s author 

state that the keyword ranking in both datasets is calculated using Rank Tracer by SEO Power Suite. For SERP 

visibility, the dataset gave search volume and the SERP visibility is calculated using the formula as stated in equation 

(1). The keyword rank, SERP visibility and time retrieval is classified using MLP classifier in order to measure the 

accuracy of the parameters.  
 

5. Discussion 

In this research, ANN and GA have been implemented on two datasets: e-commerce and document-based website. 

A comparative analysis has been performed to evaluate both algorithms with respect to accuracy in search engine 

optimization field. Three parameters have been implemented to evaluate the accuracy of keyword ranking, SERP 

visibility and time retrieval. 

In order to achieve the accurate results, datasets from the document-based website which is Video Ranking dataset 

and the e-commerce website which is Flights and Tickets SERPs and Landing Pages dataset from Kaggle were used 

[30]. 1882 data were implemented for both datasets. The document-based dataset chose 3 variables which are keyword 

ranking, SERP visibility and search time to be evaluated. For e-commerce dataset, 3 chosen variables are rank, 

formatted search time and SERP visibility. For SERP visibility, the search volume given in the dataset were calculated 

by using equation (1). Then, both datasets were implemented in ANN and GA algorithm in Python language using 
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Jupyter Notebook software. Lastly, the Classification Report function were used to get the accuracy results which 

stated in equation (2), (3), (4) and (5).   

Furthermore, this research is one of the earliest attempts in SEO by implementing ANN and GA algorithm for e-

commerce and document-based dataset. ANN algorithm shows that the accuracy, efficiency, classification and 

reorganization of large datasets are applicable. GA algorithm also shows that it gives optimal performance results in 

terms of accuracy in the SEO field.  Furthermore, completing this research, it means that the preliminary result has 

been provided in order to apply SBSE in optimizing search engine results by using GA algorithms. This research has 

extended the knowledge in SEO where SEO is regarding helping the search engine to understand and display the best 

result to the user. So, by combining both different domain which is document-based and e-commerce website, new 

knowledge on the better performance between ANN and GA are known.  

 

6. Conclusion 

In conclusion, GA shows better performance than the ANN algorithm in terms of accuracy of keyword ranking and 

SERP visibility, while vice versa results in time retrieval. The accuracy results validated the ability of the GA as one of 

the most applied algorithms in the SEO field for keyword ranking and SERP visibility. Meanwhile, time retrieval 

shows that the ANN algorithm is more accurate in both datasets. This research focuses in comparing the analysis of 

performance measures between ANN and GA. Although GA shows better accuracy results than the ANN algorithm for 

keyword ranking and SERP visibility, there are some recommendations for future work. Firstly, implement and 

evaluate the GA with Convolutional Neural Network (CNN) algorithm. The CNN algorithm focuses primarily on 

media reconstruction, recommendation systems, picture and video recognition, image analysis and classification and 

natural language processing. Therefore, another possible comparative analysis can be done to evaluate the accuracy of 

GA and CNN algorithm. Next, implement the GA in the SBSE field based on accuracy results obtained from the three 

parameters in this research, which are keyword ranking, SERP visibility and time retrieval for black-box and white-box 

optimization problems. The last future work is to implement Support Vector Machine Classifier in the ANN and GA 

for document-based and e-commerce datasets. Then, compare the performances between both algorithms in terms of 

accuracy, precision, and f1-score. 
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