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1.  Introduction 

Rainfall is one of the most important variables that often utilized and included for further hydrological and 

climatological modelling, analysis and simulation studies [1]. It is required to have long term, consistent, and high 

resolution of climate variables that include the sub-daily rainfall observations for executing them accurately [2]. 

However, the occurrences of missing rainfall observations are unavoidable, mostly due to human errors in data 

management, natural disasters, and machinery defects on site when measuring and collecting the rainfall data. There are 

three conventional approaches for addressing missing data observations in various fields of research as the conventional 

data pre-processing approaches, and they are hot-deck imputation, listwise deletion, and zero imputation [3], [4]. Hot-

deck imputation is currently adopted in Malaysia to address the missing rainfall observations by substituting the 

missing entries with the entries that were measured simultaneously from neighboring rainfall measurements [5]. 

Abstract: This research study investigates the implementation of three metaheuristic algorithms, namely, Grey 

Wolf Optimizer (GWO), Multi-Verse Optimizer (MVO), and Moth-Flame Optimisation (MFO), for coupling with 

a Feedforward Neural Network (FNN) in addressing missing hourly rainfall observations, while overcoming the 

limitation of conventional training algorithm of artificial neural network that often traps in local optima. The 

proposed GWOFNN, MVOFNN, and MFOFNN were compared against the conventional Levenberg Marquardt 

Feedforward Neural Network (LMFNN) in addressing the artificially introduced missing hourly rainfall records of 

Kuching Third Mile Station. The findings show that the proposed approaches are superior to LMFNN in predicting 

the 20% hourly rainfall observations in terms of mean absolute error (MAE) and coefficient of correlation (r). The 

best performance ANN model is GWOFNN, followed with MVOFNN, MFOFNN and lastly LMFNN. 
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However, the conventional approaches are not reliable, and they are not scientifically supported to be accurate and 

feasible in all the scenarios. Thus, data imputation approaches are encouraged by researchers to deal with the missing 

variables.  

Artificial Neural Network (ANN) is one of the most popular Artificial Intelligence (AI) based empirical methods in 

predicting hydrological and climate variables [6]. The reason that ANNs are popular for hydrological predictions is due 

to the ability to account for the non-linear relationships of hydrological and climatological variables, and they do not 

rely on high data demand in order to achieve reliable and accurate predictions, which make them much more 

preferrable than other physical based and conceptual models [7], [8]. Back-Propagation Neural Network (BPNN) had 

successfully applied for estimating the monthly rainfall runoff of the Hub River in Pakistan, and reliable estimations 

could be obtained via BPNN [9]. Wavelet Neural Network model (WNN) was found outperformed than the 

conventional Multilayer Perceptron (MLP) for predicting the monthly rainfall of the Darjeeling rain gauge station [10]. 

On the other hand, ANNs are also proven to be feasible in addressing missing rainfall data [11]. Through the performed 

rainfall imputation study, the Levenberg-Marquardt (LM) algorithm was found to be superior in training the 

Feedforward Neural Network (FNN) when compared against the Conjugate Gradient Fletcher–Reeves update (CGF) 

algorithm and Broyden–Fletcher–Goldforb–Shanno (BFG) algorithm [11]. In addition to that matter, the LM algorithm 

is also highly recommended by MATLAB software as the supervised algorithm for training ANN due to its superior 

performance and time efficiency [12]. Apart from that, other AI-based empirical imputation models such as K-Nearest 

Neighbor (KNN) [1], [13], Sequential K-Nearest Neighbor (SKNN) [14], Regularized Expectation Maximization 

(RegEM) [15], Bayesian Principal Component Analysis (BPCA) [16], Expectation Maximization (EM) [17], and 

probabilistic principal component analysis (PPCA) [18] are also proven to be reliable in addressing missing 

hydrological and climatological variables. 

Although ANNs are proven to be robust in various hydrological and climatological predictions, the conventional 

training algorithms of ANNs often traps in local optima, which it fails to achieve the global optimum hence limiting the 

prediction accuracy [19], [20]. In other words, the solution set in terms of Weights (W) and Biases (B) trained by the 

conventional training algorithms during the training stage is not feasible to be applied in the testing stage to make the 

predictions. In this case, metaheuristic algorithms can be applied to replace the conventional training algorithms of 

ANNs for local optima avoidance, which are simple and flexible for various optimization attempts [21]. Metaheuristic 

algorithms are designed by referring to the inspiration of natural systems, where they are mathematically formulated 

and developed based on the concept of evolution in nature, physics laws, or behavior of living organisms [22]. It is 

currently a popular approach to be coupled with ANNs to enhance the performance of the conventional ANNs. Grey 

Wolf Optimizer (GWO) algorithm was applied in training MLP for classifying Exclusive or (XOR), balloon, iris, breast 

cancer, and heart datasets [23]. It was found that the GWO algorithm outperformed the Particle Swarm Optimization 

(PSO), Genetic Algorithm (GA), Ant Colony Optimization (ACO), Evolution Strategy (ES), and Population-based 

Incremental Learning (PBIL) in training MLP for the classification tasks. Similarly, Moth-flame Optimization (MFO) 

algorithm developed by Mirjalili was used to train MLP networks for solving classification problem [24], [25]. A 

competitive result can be observed by the authors when comparing the MFO algorithm against PSO, GA, ACO, and ES 

optimization approach in training MLP for classifying five different datasets obtained from the University of California 

at Irvine (UCI) Machine Learning Repository. On the other hand, hybrid approach of ANN with the Multi-Verse 

Optimizer (MVO) algorithm was adopted to predict the streamflow [26]. The findings showed that the MVO-ANN 

model is superior to the other ANN models trained by PSO and BP algorithms. The dragonfly algorithm (DA) medical 

prediction and classification tasks. It was found that the DA-ANN approach could outperform the existing classification 

approaches such as Bayes Network training with hill climbing algorithm, Naive Bayes, and KNN classifier. 

From the review above, it shows that replacing the conventional training algorithms of ANNs with metaheuristic 

algorithms seems to be a plausible and reliable solution to enhance the prediction performance of ANNs. However, 

there is a lack of hourly imputation studies, especially the hourly rainfall imputation studies, where the recent rainfall 

imputation studies mostly focused on addressing annually, monthly, and daily scaled rainfall observations [27]. Thus, it 

inspired this study to adopt the GWO, MVO, and MFO algorithm to be coupled with FNN for addressing missing 

hourly rainfall observations. To the best of the authors' knowledge that the selected metaheuristic algorithms are yet 

applied together with FNN for addressing any missing sub-daily hydrological variables, especially for missing hourly 

rainfall observations. Hence, a case study was formulated and executed in this study for exploring the feasibility and 

robustness of the GWOFNN, MVOFNN, and MFOFNN in addressing missing hourly rainfall observations. By 

accounting and considering the aforementioned issues, the objectives of this study are outlined as listed below: 

a) To predict the hourly missing rainfall observations with the formulated hybrid approaches of the selected 

metaheuristic algorithms with FNN (GWOFNN, MVOFNN, and MFOFNN), 

b) To compare the performance of GWOFNN, MVOFNN, and MFOFNN against an existing conventional ANN, 

LMFNN, 

c) To evaluate the reliability and feasibility of GWOFNN, MVOFNN, and MFOFNN in addressing missing hourly 

rainfall observations. 
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2. Study Area, Datasets and Assumptions  

2.1 Study Area 

This research utilized the hourly rainfall observations from the rainfall stations located within the Sarawak River 

Basin (Fig. 1), where the locations of the selected rainfall stations are illustrated in Fig. 2. The selection of the rainfall 

stations was made by utilizing two to three neighboring rainfall stations as the interpolation reference for predicting the 

missing rainfall observations [28]. The other rainfall stations that are further from each other and with lower correlation 

relationships are not recommended as it will result in low imputation accuracy. The correlation relationships (r) 

between the selected rainfall stations were tabulated in Table 1 using Eq. (1). 

 

   

   
2 2

A A B B
r

A A B B

 


 



 
 (1) 

 

whereas A is the rainfall observations at Station A, A is the mean of rainfall observations at Station A, B is the rainfall 

observations at Station B and B  is the mean of rainfall observations at Station B. 

 

2.2 Datasets and Assumptions 

The hourly rainfall observations from January 2009 to June 2009 were collected from DID Sarawak, where there 

were 4344 samples available for the formulation of train and test datasets, where the samples were divided into the ratio 

of 80/20 for train dataset (3475 samples) and test dataset (869 samples). It was also assumed that there were 20% 

missing hourly rainfall observations at Kuching Third Mile Station, where the rest of the rainfall stations were used as 

the interpolation reference to predict the 20% artificial missing data entries. By referring to Table 1, it is observed that 

there is a medium (0.7 < r ≤ 0.3) to high (1 < r ≤ 0.7) correlation relationship of the hourly rainfall data between all the 

rainfall stations. On the other hand, there is a significant pattern observed when comparing the distance between the 

rainfall stations and the correlation relationship, where the further the distance between the rainfall stations, the lower 

the correlation relationship between the rainfall station. In this case, the usage of the rainfall variables was indicated to 

be appropriate as high correlation relationships can be observed (r > 0.7) relative to the Kuching Third Mile Station 

[28]. On the other hand, the missingness mechanism of this imputation study was assumed to be missing completely at 

random (MCAR), where this makes the imputation study to be fallen within an ignorable case. This assumption should 

be reasonable since the missing rainfall data in Malaysia is mainly contributed by human errors in data management 

[17], where the occurrences of missing rainfall data do not depend on any occurrences of any random events. Hence, 

the missingness mechanism was not accounted for in this research study. 

 

 
Fig. 1 - The Sarawak river basin [29] 
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Fig. 2 - The selected rainfall stations [30] 

 
Table 1 - Correlation relationship of the hourly rainfall observations between the selected rainfall stations 

Station A Station B r 

Kuching Third Mile 

Kuching Saberkas 0.9307 

Ulu Maong 0.9518 

Kuching Airport 0.7478 

Kuching Saberkas 
Ulu Maong 0.8714 

Kuching Airport 0.6414 

Ulu Maong Kuching Airport 0.8024 

 

3.  ANN Based Imputation Approaches and Evaluation Criteria 

This section is utilized to discuss some of the key features of the metaheuristic algorithms together with the 

formulated approaches and the conventional LMFNN. Further details of the metaheuristic algorithms can be obtained 

via each of the cited works. The hyper-parameters of the ANN based models are presented, and they were optimized 

via k-fold cross validation and the trial-and-error approaches. 

 

3.1 Metaheuristic Algorithms 

3.1.1 Grey Wolf Optimizer (GWO)  

GWO algorithm was developed (via the inspiration of the social hierarchy and the prey hunting behavior of grey 

wolves’ packs (as presented in Fig. 3) [21]. The wolves pack is led by the alpha (α) wolves, followed by beta (β), delta 

(δ), and lastly, the omega (ω) wolves as the lowest rank wolf in the society, where the wolves at the lower rank have to 

1 

Legend 

Station 1 represents Kuching Saberkas Station 

Station 2 represents Kuching Third Mile Station 

Station 3 represents Ulu Maong Station 

Station 4 represents Kuching Airport Station 

2 

3 

4 
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obey the wolves at the higher rank in their social hierarchy. As such, the GWO algorithm assumes that α has the best 

solution, followed by β, δ, and lastly, ω. The exploration of the GWO algorithm mimics the prey tracking and searching 

behavior of the wolves’ pack, while the exploitation process of the GWO algorithm mimics the last phase of the 

hunting, where the wolves converge and attack the prey that stopped to move. Thus, the optimization process of the 

GWO algorithm starts with the initialization of random population of wolves (also known as the candidate solution or 

search agent), followed by the measurement of the position of targeted prey by α, β, and δ wolves, and the assigned 

search agents are required to update their respective distance from the targeted prey. The updating and optimization of 

the GWO algorithm will continue until it reaches the termination criterion, which is the number of maximum iterations 

[21]. 

 

 
Fig. 3 - The hunting mechanism of grey wolves (a) tracking and approaching the prey; (b) to (d) following and 

encircling the prey, and; (e) attacking the prey when the prey stops to move [21] 

 

3.1.2 Multi-Verse Optimizer (MVO)  

MVO algorithm was created via the inspiration of the multi-verse concept, where the concept of white holes, black 

holes, and wormholes (as illustrated in Fig. 4) is utilized to formulate the optimization mechanism of the MVO 

algorithm [31]. In order to mathematically formulate the multi-verse concept, the following rules are adopted with: 

 The concepts of white holes and black holes are utilized as the exploration mechanism, and the concept of 

wormholes is utilized as the exploration mechanism of the MVO algorithm. 

 Each of the generated solutions is treated as a universe, and each variable of the solution is treated as an object 

from a universe. 

 All the solutions are assigned with their respective inflation rate, where the inflation rate is set to be proportional to 

the corresponding objective function value or fitness value.  

 The probability of white holes is higher when a higher inflation rate is observed and vice versa for the existence of 

black holes. 

 The universes with higher inflation rates will send the objects out via white holes, where the objects will be 

received by universes with lower inflation rates via black holes. By utilizing this rule, it allows the average 

inflation rate of all the universes to improve across the iterations. 

 All the objects from all the universes may move randomly towards the best universe through the wormholes 

without considering their respective inflation rates. 

 The roulette wheel mechanism is utilized to formulate the mechanism and concept of white holes and black holes 

and the exchange and movement of objects between universes.  

The optimization process of the MVO algorithm is started with the random initialization of the universes and 

followed by the exchange of objects between the universes via white holes and blackholes, where the universes with 

higher inflation rates will tend to send the object out with random travelling patterns to be received by the universes 

with lower inflation rates via blackholes. The process of the exchange of objects within the universes will continue until 

(a) (b) 

(c) (d) (e) 
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the pre-determined end criterion, the number of maximum iterations, is achieved, where the inflation rates of the 

universes are set to be improved continuously across the iterations. 

 

 
Fig. 4 - The white hole, black hole, and wormhole (from left to right) [31] 

 

3.1.3 Moth-Flame Optimization (MFO) 

MFO algorithm formulated was formulated using the concept of the navigation system of moth at night, which is 

also known as the transverse orientation, where the moths usually reference to the moonlight in order to fly in a fixed 

angle [25]. However, the MFO algorithm mimics the movement of moths when the moths are confused by artificial 

lights, where the moths will fly around the artificial lights as illustrated in Fig. 5. In order to mimic the movement of 

moths, the following rules are applied within the MVO algorithm, where: 

 The moths are treated to be the search agents and candidate solutions. 

 The logarithmic spiral is chosen to be the movement of the moths in the MFO algorithm, where the initial and final 

point of the spiral is set to be the position of moth and flame, respectively, and the spiral’s fluctuation range is 

limited within the search space. 

 Each of the moths is assigned to each flame, where moths are treated as the actual search agents which move and 

explore around the search space. On the contrary, flames are treated as the best position of moths obtained so far 

throughout the iterations. In addition to that matter, each of the moths is required to update its position by referring 

to only one flame. 

 The number of flames is set to be reduced across the iterations to aid with the exploitation of the promising 

solution.  

 The first moth is assumed to have the best solution and vice versa for the last moth within the population of moths. 

 The moths will search and update its position continuously for finding a better solution. This feature makes the 

MFO algorithm never loses its best solution across the iterations. 

 

 
Fig. 5 - Spiral movement of moths around an artificial light [25] 

 

The optimization process of the MFO algorithm starts with random generation of positions of moths within the 

solution space, where the corresponding objective function value will also be tabulated at the same time. The position 

of moths is updated in a logarithmic spiral pattern to achieve better positions with respect to each flame, while the 

number of flames will also be reduced simultaneously across the iterations to aid with the exploitation of the candidate 

solutions. The updating process will continue until it reaches the maximum number of iterations. 
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3.1.4 Copulation of Metaheuristic Algorithm with Feedforward Neural Networks (FNN) 

The selected metaheuristic algorithms were utilized for training the single layered FNN (as illustrated in Fig. 6, 

where the optimal weights (W) and biases (B) of the FNN will be determined through the optimization process of the 

metaheuristic algorithms. The overall workflow of the prediction process of GWOFNN, MVOFNN, and MFOFNN can 

be observed in Fig. 7, where W and B are set to be optimized across the iterations with respect to an objective function. 

The mathematical expression of the FNN utilized in this study can be observed in Eq. (2), while a normalization 

function, as presented in Eq. (3), is also included to normalize all the rainfall variables within the range of 0 to 1. The 

log-sigmoid transfer function is utilized in the hidden layer to handle the non-linear rainfall variables. On the contrary, 

the positive linear transfer function is utilized in the output layer to transfer the information directly while eliminating 

the negatively predicted entries. These transfer functions are utilized in this study as they do not allow any negative 

predicted output to be generated in the output matrix, as the minimum measurement of rainfall is zero. 

 

  log
o H H o

Y poslin W sig W X B B      (2) 

 

whereas Y is the output matrix of FNN, X is the input data matrix, WH and Wo are weight matrices for the hidden layer 

and output layer respectively, BH and BO are the bias matrices for the hidden layer and output layer respectively, poslin 

is positive linear transfer function and logsig is log-sigmoid transfer function. 

 

min

max min

i
X X

X
X X





 (3) 

 

whereas X is normalized value of rainfall, Xi is the original rainfall value at ith entry, Xmax is the maximum rainfall value 

among the rainfall stations and Xmin is the minimum rainfall value among the rainfall stations where it is 0 in this case. 

 

 
Fig. 6 - The single layer FNN 

 

The Mean Absolute Error (MAE), as presented in Eq. (4), is utilized as the objective function in this study, where 

the optimal W and B are usually determined at the end of the iterations with the lowest objective function value shown 

at the end of the iterations. The optimal W and B will be adopted during the testing stage for predicting the missing 

hourly rainfall observations of Kuching Third Mile Station. 

 

1

1 N

i i

i

MAE O F
N 

   (4) 

 

whereas N is the total number of predicted data, Fi is the ith predicted value and Oi is the ith actual value. 
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Fig. 7 - The optimization and prediction process of GWOFNN, MVOFNN, and MFOFNN 

 

3.2 Levenberg Marquardt Feedforward Neural Network (LMFNN) 

The conventional built-in LMFNN model in the MATLAB software was utilized in this study as a comparison 

against the proposed metaheuristic-based ANN models for predicting the missing hourly rainfall records of Kuching 

Third Mile Station. Similar to the proposed metaheuristic-based ANN models, the similar architecture structure of FNN 

and transfer functions were also utilized in LMFNN. The only difference between the LMFNN and the metaheuristic-

based ANN models is the way of optimizing the W and B during the training stage, where LMFNN utilized the 

conventional LM algorithm to optimize the solution set. 

 

3.3 Hyper-Parameters of the ANN Based Imputation Approaches 

In order to avoid overfitting and underfitting issues of the ANN based models, the hyper-parameters of the ANN 

based imputation approaches, as presented in Table 2, were optimized using the trial-and-error approach and 5-fold 

cross validation, using the training data, where each of the hyper-parameter consists of 5 different settings. The 

common hyper-parameters of the ANN based models are the number of hidden nodes and the number of iterations, 

while for the metaheuristic-based ANN models, there is an additional hyper-parameter, which is the number of search 

agents. These hyper-parameters settings are optimized one by one using 5-fold cross validation to determine their 

optimal hyper-parameters recommended k = 5 the number of folds to perform the k-fold cross validation due to the fact 

that this value was empirically proven to be capable of achieving a balance in terms of bias-variance trade-off under a 

limited amount of data availability [32]. The optimal hyper-parameters setting is set to be the hyper-parameters setting 

that resulted in the lowest average MAE for both training and validation errors (also known as the cross-validation 

score) when predicting the output of 5 different validation subsets. The 5 different validation subsets were divided 

equally from the training data, which then resulted in 695 samples for each validation subset. In other words, different 

combinations of 2780 hourly rainfall samples were utilized to validate each kth validation subset that consisted of 695 

samples. 

 

Table 2 - Hyper-parameters settings of all the ANN based imputation approaches 

ANN based models Hyper-parameters Settings of each hyper-parameter 

LMFNN 
 Number of hidden nodes  5, 10, 15, 20, and 25 

 Number of iterations  500, 750, 1000, 1250, and 1500 

GWOFNN, MVOFNN, 

and MFOFNN 

 Number of hidden nodes  5, 10, 15, 20, and 25 

 Number of iterations  500, 750, 1000, 1250, and 1500 

 Number of search agents (SA)  50, 100, 150, 200, and 250 

 

3.4 Evaluation Criteria 

Other than using r and MAE to evaluate the imputation performance of the ANN based imputation models, the 

criterion of Bias (BS), as presented in Eq. (5), was also utilized to measure the degree to which the imputation model 

overestimated (BS > 1) or underestimated (BS < 1) the total missing hourly rainfall amount. A perfect estimation of the 

missing hourly rainfall values will result in MAE = 0 mm, r = 1, and BS = 1. The criterion of MAE was utilized to 
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measure the absolute average difference between the actual rainfall values and the predicted rainfall values. On the 

other hand, the criterion of r was utilized to measure the positive linear relationship between the actual rainfall values 

and the predicted rainfall values, while this also presents the similarities between the actual rainfall pattern and the 

predicted rainfall pattern of all the utilized ANN models. The graphical illustrations of actual rainfall versus the 

predicted rainfall values were also attempted to aid with the analysis and visualization of the predicted rainfall pattern 

against the actual rainfall pattern. 

 

1

1

N

ii

s N

ii

F
B

O









 (5) 

 

where F represents the imputed values or predicted values and O represents the actual values or observed values. 

 

4. Results and Discussion 

4.1 Optimal Configurations of Each ANN Models 

The optimal configurations of each ANN based models are presented in Table 3, together with their respective 

cross validation scores. From the tabulated results, it shows that the adopted hyper-parameters settings of all the ANN 

based models fit well with the problem as the average validation errors are slightly higher than their respective average 

training errors, which shows that the adopted hyper-parameters settings are neither overfits nor underfits the problem. 

Hence, they are considered appropriate and adequate to be adopted during the testing stage for predicting the missing 

hourly rainfall entries of Kuching Third Mile Station. However, from the tabulated values, it shows that all the 

proposed metaheuristic-based ANN approaches outperformed the conventional LMFNN model, which shows that 

replacing the LM algorithm with metaheuristic algorithms could enhance the performance and accuracy of ANN. The 

performance of the proposed metaheuristic-based ANN approaches is further validated and compared with LMFNN in 

the testing stage when predicting the 20% artificial missing hourly rainfall observations with respect to MAE, r, and BS. 

 

Table 3 - Optimal configurations of each ANN based models and their respective cross validation scores with 

respect to MAE 

ANN Model Optimized Hyper-parameters 

Cross Validation Score 

(mm)  

Training  Validation  

LMFNN 
 5 hidden nodes and 500 iterations  

(logsig – poslin) 
0.1631 0.2050 

GWOFNN 
 150 SA, 5 hidden nodes, and 1500 iterations 

(logsig – poslin) 
0.1456 0.1555 

MVOFNN 
 250 SA, 5 hidden nodes, and 1500 iterations 

(logsig – poslin) 
0.1502 0.1600 

MFOFNN 
 250 SA, 5 hidden nodes, and 1500 iterations 

(logsig – poslin) 
0.1535 0.1770 

#The optimal hyper-parameters are determined via the trial-and-error approach and k-fold cross validation 

attempts. 

 

4.2 Prediction of Missing Hourly Rainfall Observations 

Table 4 tabulates the imputation performance of all the ANN based models when estimating the artificial missing 

hourly rainfall entries of Kuching Third Mile Station. From the tabulated result, it shows that all the ANN models 

achieved lower test errors than their respective train error. Normally, one would expect that the test errors should be 

higher than the training errors. This might be since the ratio and number of extremes in the training dataset is higher 

than the test dataset, where the training dataset consisted of the larger sample size and with a longer period of time 

when compared to the test dataset. This is also reflected from the illustrations of the actual rainfall versus the predicted 

rainfall values of all the ANN based models in Fig. 8 to Fig. 11, where the illustrations show that the number of non-

zero value entries and extremes is lower than the zero value entries, hence causing the test dataset seems to be easier to 

be predicted with lower test errors for all the ANN based models. Overall, a competitive performance can be observed 

between all the ANN based models when predicting the 20% missing hourly rainfall observations. However, all the 

ANN models have a slight tendency to overestimate and underestimate the total hourly rainfall amount. On the other 

hand, all the ANN based models are performing adequately as test high correlation values can be observed (0.9402 ≥ r 

≥ 0.9685), together with a very similar rainfall pattern predicted by all the ANN based models when compared against 

the actual rainfall pattern. However, in terms of r and MAE, all the proposed metaheuristic-based models are superior to 
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the conventional LMFNN model. However, in terms of the criterion of BS, only MFOFNN is capable of outperforming 

LMFNN as it achieved a BS that is closer to 1 when compared against LMFNN. In a nutshell, the evidence shows that 

replacing the conventional training algorithm of ANN with metaheuristic algorithms is feasible to enhance the 

imputation performance of ANN, especially in terms of MAE and r. 

 

Table 4 - Imputation performance of all the ANN based models in estimating the 20% artificial missing hourly 

rainfall entries 

Models Criteria LMFNN GWOFNN MVOFNN MFOFNN 

Train 

MAE (mm) 0.1700 0.1459 0.1446 0.1634 

Bs 0.9796 0.9607 0.9263 0.9020 

r 0.8846 0.9732 0.9714 0.9666 

Test 

MAE (mm) 0.0705 0.0575 0.0572 0.0597 

Bs 0.9789 1.0441 0.9770 1.0101 

r 0.9402 0.9685 0.9627 0.9568 

 

 

 
Fig. 8 - Actual versus the predicted hourly rainfall of LMFNN 

 

 

Fig. 9 - Actual versus the predicted hourly rainfall of GWOFNN 
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Fig. 10 - Actual versus the predicted hourly rainfall of MVOFNN 

 

 
Fig. 11 - Actual versus the predicted hourly rainfall of MFOFNN 

 

5. Conclusion 

This research study proposed three novel ANNs based hourly imputation models that coupled with the GWO, 

MVO, and MFO algorithm to overcome the limitation of conventional training algorithm of ANN that often traps in 

local optima hence limiting the imputation performance. The proposed metaheuristic-based ANN models (GWOFNN, 

MVOFNN, and MFOFNN) were formulated in this research study to predict the 20% artificial missing hourly rainfall 

observations of Kuching Third Station by referring to the hourly rainfall observations of neighboring rainfall stations, 

where 80% of the collect data samples were utilized for training. The performance of the proposed metaheuristic-based 

ANN models was compared against a conventional ANN model, LMFNN. In order to avoid overfitting and underfitting 

issues of the utilized ANN models, their hyper-parameters were optimized with respect to MAE via the trial-and-error 

approach and k-fold cross validation. Their optimal configurations with the lowest achievable errors in terms of MAE 

during the validation stage were adopted in the testing stage for estimating the missing hourly rainfall observations of 

Kuching Third Mile Station. A competitive imputation performance can be observed between all the utilized ANN 

based models. In addition to that matter, all the proposed metaheuristic-based ANN models are superior to LMFNN, 

especially in terms of MAE and r. The best performance ANN model is GWOFNN, followed with MVOFNN, 

MFOFNN and lastly LMFNN. For future research direction, it is recommended to apply the proposed metaheuristic-

based ANN models to predict other hourly hydrological or climatic variables such as runoff, evapotranspiration, or 

wind speed to test their robustness and feasible in estimating other hydrological and climatic variables. On the other 

hand, they can be also applied in other geographical locations with different climate types for further exploring their 

imputation performance in other study areas. 
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