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Abstract

Scientific research has a profoundly important impact on our society and the en-
vironment. However, the multifaceted nature of this impact makes it particularly difficult
to measure and, as shown in this thesis, it cannot be measured using traditional academic
impact metrics that focus on counting citations and publications. Furthermore, existing so-
cietal and environmental impact metrics are only applicable to one scientific discipline or
geography or are expensive processes run irregularly by government agencies.

This thesis investigates natural language processing methods for identifying and
measuring societal and environmental scientific impact and how such impact is reported in
the news. A novel regression task and model are presented for identifying and quantifying
this impact based on text extracted from scientific papers and news articles that discuss
them. This is enabled by developing methods for linking and comparing news articles
with academic papers that they discuss, whilst accounting for the structural and linguistic
differences between the two types of document. Text encoding strategies for representation
and comparison of long documents are also a focus of the thesis. A new cross-domain,
co-reference resolution task between news articles and scientific papers is introduced so
that co-referring entities may be used as anchors for aligning the two types of documents.
Through comparisons of news article excerpts and sentences from corresponding scientific
papers, it is shown that scientific discourse structure and argumentation in scientific papers
is a likely predictor of which information will be presented prominently in news articles.

This work introduces several novel natural language task settings for which no pre-
existing data sets exist. This has necessitated the production of new human-annotated
datasets which were built using bespoke annotation tools that use semi-supervised learn-
ing to accelerate the labelling process and minimise the cognitive load of the task on the
annotator. The thesis also makes use of low resource approaches including few-shot and
multi-task learning to facilitate the development of accurate models with small data-sets.
The resulting annotated data-sets, annotation tools and guidelines along with state-of-the-
art machine learning models are all made available as open assets.

This thesis contributes new ways to measure societal and environmental impact of
scientific work and help scientists and funding bodies understand how work is being used

by others, justify the spending of public funding and inform better public engagement.
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Introduction

1.1 Motivation

We all benefit from the impacts of scientific progress every day. From the food we eat, to
the medicines we take, to the smart phones that provide us with far more than voice com-
munication, modern life would be unrecognisable without the impact of countless iterations
of scientific progress over hundreds of years. Many people take these benefits for granted.
However, there is growing interest amongst researchers and funding bodies in understand-
ing and measuring the effects of scientific work upon the world around us. For scientists,
the knowledge that one’s work is impactful provides personal satisfaction and motivates
continued scientific research and engagement. For research funding bodies, whose deci-
sions are increasingly scrutinised in today’s competitive economic climate, understanding
the impact of funded research can help to justify spending and secure further investment in
promising work.

The need for measuring the impact of scientific works within academia is widely
recognised, with a number of widely-used instruments like h-index (Hirschl |2005) and JIF
(Garfield, 2006). These take into account the number of citations that the work receives or
the prestige of the journal that the work was published in. However, these metrics only paint
a partial picture of impact: the academic community’s familiarity with the work. In order to
see the full impact of the work, one must look beyond academia for evidence of the social,
economic and political changes that scientific progress brings about. For example, research
papers that lead to a new cancer treatment pathway; an efficient, low-carbon industrial
process with multi-billion-dollar savings or to long-lasting changes in law & policy are
clearly more impactful than the sum of their citations. We designate these types of impact
‘comprehensive impact’.

Whilst it is clear why one should examine comprehensive impact, the what, where
and how to measure it are much less clear. Although there are existing approaches for
measuring this type of scientific impact (which we explore in depth in chapter @), they
leave much to be desired, requiring lengthy manual evaluation exercises or relying heavily
upon difficult to access knowledge and data. Furthermore, today’s metrics do not help us
understand what makes a given scientific work more or less impactful outside of academia.
Tools that help scientists to understand why a piece of work was impactful could also help
them to generate more impact with their future works, improving public interest in lesser
known disciplines and helping secure new funding.

This thesis sets out to explore how modern Natural Language Processing (NLP)

and machine learning (ML) techniques can be used in combination with abundant and



freely-available data resources to identify and explain examples of scientific impact be-
yond academia. Our work involves the combination and processing of large, heterogeneous
data sources and requires us to seek answers to a number of open methodological questions

within NLP (many of which we outline in Section[I.3]below).

1.2 Research Questions

RQ1: To what extent does the academic impact of scientific work relate to its
impact beyond academia (comprehensive impact)?

This research question and sub-questions are addressed in Chapter 3| (RQ1.1, RQ1.2), in
which we provide a literature review of current widely-used scientometrics, and Chapter [
(RQ1.3), in which we explore the carry out an empirical analysis to characterise a selection

of scientometrics and the relationships between them.

* RQ1.1 What are commonly used metrics for the academic impact of scientific work?

* RQ1.2 What metrics exist for measuring impact beyond academia and, how widely

are they used?

* RQ1.3 What statistical relationships exist between widely used academic impact met-

rics and scientific impact outside of academia?

RQ2: How does evidence of impact beyond academia affect a scientific work’s
performance in terms of existing comprehensive impact metrics?

This research question and sub-questions are addressed in Chapter [5]in which we discuss
sources of non-academic scientific impact and develop automated systems for identifying
news articles that discuss scientific work in order to provide such evidence. We then carry
out further empirical experiments, characterising the relationship between non-academic
scientific impact and the presence or absence of corresponding news coverage. This re-
search question relates to CHI1 data collection and annotation with multiple annotators,
discussed in section [1.3[below.

* RQ2.1 What data sources provide evidence of non-academic impacts of scientific

work?

* RQ2.2 How can we automate the extraction and linking of such evidence to the sci-

entific work it relates to?

* RQ2.3 In terms of current comprehensive impact metrics, how does the presence or

absence of evidence of comprehensive impact affect a work’s associated score?



RQ3: How can we identify semantically-similar statements in topically-aligned
news articles and scientific papers despite the disjoint language use and gram-
matical styles of the two document types?

This research question and sub-questions are addressed in Chapter [6]in which we charac-
terise the respective lengths, vocabularies and purposes of scientific papers and the news
articles that discuss them before exploring techniques with which to compare them in order
to understand information flow between the two document types. This research question

relates to CH4: modelling long documents, discussed in section[I.3]below.

* RQ3.1 What are the statistical characteristics of news articles and scientific papers
and, how do they differ?

* RQ3.2 What techniques can we use to best represent news articles and scientific

papers for comparison?

* RQ3.3 What contextual information do the document representations provide?

RQ4: How does information flow from scientific papers to the news articles
that discuss them and what is the connection between REF impact scores and
how works are presented in the news?

This research question and sub-questions are addressed in Chapter /| in which we explore
the ways in which the structure of scientific papers and the news articles that discuss them
are linked to perception of importance. We develop techniques for identifying which infor-
mation from scientific papers presented as most important within news articles that discuss
them and explore how this relates to the works’” non-academic impact levels. This research
question is linked to Challenge CH2 Cross-domain information alignment discussed in sec-
tion [L3] below.

* RQ4.1 How do the structures and styles of news articles and scientific papers affect

the perceived importance of information presented within them?

* RQ4.2 Which information in scientific papers is most often presented as most impor-

tant in news articles?

* RQ4.3 What characteristics are different for newspapers with known links to REF

Impact Case Studies?



RQS5: Can we identify co-referring entities, such as people, institutions and
companies across news articles and scientific papers and use them to align
semantically similar sentences despite the stylistic and linguistic differences
between the documents?

This research question and subquestions are addressed in Chapter [§]in which we develop
a cross-document co-reference resolution data set linking scientific papers and the news
articles that discuss them. We then run a series of experiments on our new data set, using
state-of-the-art models and provide an in-depth error analysis of our model. This research
question is linked to Challenges CH1: Data Collection and Annotation with Multiple Anno-
tators and CH2: Cross-domain Information Alignment which are discussed in more detail
in section [L.3|below.

¢ RQ5.1 How does cross-document co-reference resolution differ for documents in

separate domains?

* RQ5.2 How can pairs of co-referent phrases in news articles and scientific papers be

identified and annotated efficiently and reliably?

¢ RQ5.3 How well do current state-of-the-art cross-document co-reference resolution

models perform at the cross-domain task and where do they struggle?

RQ6: How can we detect and quantify comprehensive impact implied by lan-
guage use in scientific news articles and the academic works that they discuss?

This research question and subquestions are addressed in Chapter [9]in which we define a
new regression-based scoring task for assessing the non-academic impact associated with
sentences in news articles and we construct an associated dataset. We then train models to
carry out the task, making use of state-of-the-art few-shot learning techniques to achieve
good statistical performance despite the modest size of our training dataset. This research
question is linked to Challenge CH1: Data collection and annotation with multiple annota-

tions and CH3: Low resource learning, both discussed in detail in section [I.3|below.

* RQ6.1 What is the current state-of-the-art approach for detecting impactful sentences

in scientific news articles and press releases and what are its limitations?

* RQ6.2 Can we define an appropriate task for quantifying comprehensive impact score
based on text and can we reliably collect corresponding labelled data from multiple

annotators?

* RQ6.3 Is it possible to train a statistically performant, low-resource model for detect-

ing and scoring text that implies comprehensive scientific impact?



1.3 Challenges

This thesis addresses the complex task of detecting and measuring evidence of compre-
hensive scientific impact in supporting documents aligned with scientific publications. Ad-
dressing this task required us to also address the following technical natural language pro-

cessing challenges:

1.3.1 CH1 Data collection and annotation with multiple annotators

Collecting annotated data for use in supervised machine learning settings is a time-consuming
and challenging task requiring the coordination of multiple human workers to build a dataset
in a reasonable timeframe. Ensuring that data is consistent is the most significant challenge:
if human annotators have developed divergent mental models of the task at hand, then their
annotations will also likely be divergent which would impede model training. In this thesis,
we assemble labelled datasets in Chapters [5 [8and [0] and build easy-to-use annotation tools

and illustrated guidelines documents which help annotators to label data consistently.

1.3.2 CH2 Cross-domain information alignment

Scientific news articles and the academic publications that they describe are written in very
different styles and using different vocabularies despite sharing the same subject-matter (as
we discuss in Chapter [6). In order to understand how faithfully a news article represents a
scientific issue, we need to be able to align and compare sentences that describe the same
thing. In this work we investigate two ways of achieving this: by using similarity between
two sentences (see Chapter [7) and by using co-referring mentions of entities as contextual

anchors (see Chapter [g)).

1.3.3 CH3 Low resource learning

Supervised machine learning typically requires very large volumes of annotated data in
order to train models which can generalise well to unseen inputs. In Chapter O] we work
with a dataset containing only ~400 annotated examples (we used up all available time and
budget owing to the significant amount of work that goes into collecting these annotations,
hiring multiple annotators, iterating and revising guidelines over time and the difficulty of
the annotation task itself). We make use of state-of-the-art transfer learning and multitask
learning techniques in order to build a set of models that are able to carry out the impact

scoring task with good statistical performance.

1.3.4 CH4 Modelling long documents.

Modelling and representing long sequences of text, such as scientific papers and news arti-

cles like those that we explore in this thesis, remain challenges within the field of Natural



Language Processing. Long documents can be represented using low fidelity encoding
strategies like bag-of-words vectors, but contextual information about word order, relations
between words and topics are necessarily lost. Modern deep learning approaches that make
use of attention mechanisms are often unable to represent long documents due to their sig-
nificant memory requirements. In this thesis we explore a number of document representa-
tion strategies (Chapter [6) and discuss the pros and cons of sentence-level representations

for our comprehensive impact scoring task (Chapter [10).

1.4 Thesis Outline & Contributions

This thesis follows a traditional structure and is comprised of 10 chapters that build upon

each other progressively:

* Chapter [T (this chapter) lays out our motivation for this work and the objectives and

research questions that we tackle.

* Chapter |2 provides relevant background information about machine learning, the
fundamentals of natural language processing and more recent neural language mod-

elling approaches.

* Chapter [3] addresses RQ1.1 and RQ1.2 by providing background and a literature
review for the field of scientometrics: the study of metrics and measures of scientific
success. It defines types of scientific impact and provides a survey of scientometric

research related to this thesis.

* Chapter @ focuses on RQ1.3, exploring the relationships between traditional scien-
tific impact metrics, altmetrics and non-academic scientific impact metrics. We com-
bine a number of heterogenous data sources to build a open-access citation network

and facilitate a statistical comparison of metrics.

* Chapter[5|addresses RQ2 and CH1, exploring possible sources of evidence for com-
prehensive impact before focussing specifically on the scientific journalism and the
creation of the HarriGT Corpus: a collection of news articles linked to scientific
papers that they discuss. We also contribute a novel annotation platform that uses
machine learning models and third party citation networks to help users link news
articles to the scientific papers that they discuss. Finally, we carry out a statistical
analysis and establish the presence of a relationship between mentions of scientific

work in the news and achieving more comprehensive impact.

* Chapter [6| addresses RQ3 and CH4, reviewing and comparing document encoding
approaches for representing news articles and scientific papers. We discuss the ad-
vantages and disadvantages of each strategy and evaluate similarity between pairs of

news and science articles in an information retrieval task.



* Chapter [7] explores RQ4 and CH2. We carry out structural analyses of news arti-
cles and scientific papers to understand how authors use the structures of these doc-
uments to present important information prominently. We carry out sentence-wise
comparisons of paired documents and reveal a relationship between the location of

information in a scientific paper and how prominently it is presented in a news article.

* Chapter [8| addresses RQS5, CH1 and CH2. It defines a novel cross-document co-
reference resolution setting for resolving references between news articles and scien-
tific papers. We present an annotation tool for our cross-domain co-reference resolu-
tion task that uses a pre-trained language model to assist human annotators. We train
a state-of-the-art co-reference resolution model on our dataset and carry out an error

analysis on the resulting model.

* Chapter [9] addresses RQ6, CH1 and CH3. Following a pilot study using existing
state-of-the-art comprehensive impact detection techniques, we define a new regres-
sion task for impact and build an annotation tool and we annotate sentences from
news articles and scientific papers collected in previous chapters. Due to the time-
consuming nature of the annotation task, we explore low resource learning strategies
including few-shot learning and multi-task learning and train a series of models that

achieve good regression performance and vastly outperform the legacy model.

* Chapter [I0]outlines our findings and achievements and discusses possible directions

that future work could take.



2

A Background on Machine Learning (ML) & Natural Language Processing (NLP)

“I think perhaps the most important problem is that we are trying to understand the
fundamental workings of the universe via a language devised for telling one another
when the best fruit is”

Terry Pratchett

Natural Language Processing (NLP) is concerned with the application of compu-
tational methodologies and algorithms to natural languages (e.g. languages that humans
would normally use to communicate such as English or Mandarin) in order to automatically
interpret and extract meaning from it. Whilst many of the fundamentals of NLP come from
philosophers and linguists who predate the modern information era, the modern discipline
is thought to have started in the 1940s and 1950s with the publication of seminal works by
Turing, Chomsky and Dostert (Nyel|[2016; |[Hutchins| 2004, (1997). NLP is a subfield of both
Computer Science and Linguistics.

NLP has experienced a boom in recent years thanks to the wide availability of mod-
ern Graphical Processing Units (GPUs) that offer large scale parallel mathematical calcu-
lations that have facilitated new state-of-the-art machine learning models that can perform
challenging language tasks quickly and accurately.

Russell et al.| (2010) observed that most applications of NLP fall into two broad

groups of use cases:

* The facilitation of communication between computers and humans (e.g. chatbots) or

two sets of humans (e.g. automatic translation tools);

* Knowledge acquisition and information extraction in which we aim to summarise,

search, categorise or score text en masse in order to identify patterns and signals;

In this thesis we are primarily concerned with methods from the latter of these two groups
which we apply to the task of helping us to understand scientific writing and the compre-
hensive impact therein.

The field of NLP is vast and many of the works and techniques described in this the-
sis are built upon many hundreds of person-years of combined effort. Unfortunately, there
is not enough space to sufficiently and adequately describe all supporting works from their
original theoretical bases which themselves consists of multiple books, papers and theses.
Therefore, we include descriptions of machine learning approaches that we either make use
of directly in our work or that are complementary to those that we do use in some way

(e.g. that provide historical context for machine learning techniques that we deploy). Our



work assumes an undergraduate level understanding of probability and statistics, geometry,
arithmetic, calculus and algorithms. For a more comprehensive background on NLP, we
recommend Manning and Schiitze| (1998) and Bird et al. (2009).

2.0.0.1 Chapter Summary

In this chapter we discuss a number of machine learning and NLP techniques that we use

in subsequent chapters:

* We begin by describing some fundamentals of machine learning which play a signif-
icant part in today’s state-of-the-art NLP landscape and by illustrating a typical NLP

machine learning workflow;

* We explore approaches for representing text in a machine-readable way, from sim-
plistic encoding of one word at a time to complex models of entire sentences and

documents that take into account linguistic context and structure;

* We outline a number of relevant machine learning models used to make predictions

about text inputs;

* We describe a number of common NLP tasks and related work which we build upon
later in this thesis. Furthermore, we also describe appropriate corresponding evalua-

tion metrics;

2.1 Natural Language Processing & Machine Learning

Machine Learning is a sub-field of Computer Science and Artificial Intelligence concerned
with building systems that can ‘learn’ from data rather than requiring explicit programming
like traditional software. Many natural language applications have extremely varied and
diverse inputs which may be difficult or even impossible to encapsulate and process using
traditional imperative or even declarative programming approaches. Machine learning is
a tool in the NLP practitioner’s arsenal that allows them to build applications which can
process and respond adequately for unseen natural language inputs.

Machine learning approaches fall into different categories depending upon the type
and availability of data used to train the system. In this thesis we focus on supervised and

unsupervised learning.

2.1.1 Supervised Learning

Supervised learning models learn to predict outputs (usually represented as y) that corre-
spond to a given input (usually represented z). Supervised algorithms are trained using a

training data set x4-q;, Which consists of n tuples of example inputs and desired outputs



(z0,Y0), (z1,Y1)...(Tn, Yn). A separate test set T5 in the same format is used to evaluate
the performance of the supervised learning model.

Tasks that generate a real-valued output, for example prediction of price, tempera-
ture or house prices, are collectively called regression problems. Tasks that generate a dis-
crete or categorical output, for example whether an email is spam or not spam or whether a

photo is of a cat or a dog, are known as classification problems.

2.1.2 Unsupervised Learning

Unsupervised learning algorithms take a set of data containing only inputs and find structure
in the data. A typical example of unsupervised learning is clustering in which alike data
points are grouped together into the same cluster and dissimilar data points are grouped into
different clusters.

Dimensionality reduction algorithms are used to reduce a large feature space into a
smaller more manageable data representation, often to reduce overfitting (see section [2.2)).
These algorithms are unsupervised and we often use them to simplify machine-readable

representations of text (as discussed in section [2.5.4).

2.1.3 Machine Learning Workflow

. 2) Collect and/or 3) Exploratory
Dl ) fli(;enl:t’l:y;n?n Annotate Data Analysis &
eline Frobie Data Preprocessing

Optional: Iterative/Incremental Data Annotation

4) Feature
Engineering

7) Model

5) Model Design 6) Model Training Evaluation

Optional: Iterative/Incremental Model Tuning

Figure 2.1: Typical Machine Learning Workflow

This thesis focuses heavily upon the application of supervised and unsupervised
machine learning algorithms to an heterogenous collection of text data in order to develop
new ways to measure and understand comprehensive scientific impact. In Figure 2.1 we
outline a typical generalised workflow for both supervised and unsupervised models which

we describe in depth below. Our workflow is similar to the general approach for working

10



with text in a machine learning context proposed by Nguyen et al.| (2019). The approach
outlined here is a generic one and operationalisation of such a workflow is highly depen-
dent on a number of empirical aspects such as data quality, algorithm and hyperparameter
selection as well as practical limitations around computation speed. Readers experienced

with machine learning workflows may wish to skip ahead to section[2.5]

1. We must understand the problem and what approach is most appropriate for solving
it. This will depend upon the availability of data - i.e. labelled or unlabelled and the
type of output to be identified - i.e. continuous or categorical. In some cases a ma-
chine learning approach may be inappropriate. If there is very limited data available
or the problem is so subjective that humans cannot reach consensus on the desired
output then it may not be possible to train a machine learning model to solve the
problem. Likewise, if the problem and its constraints and inputs can be expressed
easily it may be more appropriate to write a program or algorithm to solve it than to

use machine learning.

2. During this step we aim to collect input/output tuples for supervised learning prob-
lems or simply a set of inputs for unsupervised learning problems. For well explored
NLP problems such as Natural Language Inference, Semantic Textual Entailment
or Co-reference Resolution (which we explore in more detail in section [2.8)), large
datasets may already exist or it may be possible to combine existing datasets to gen-
erate larger training sets. For unknown or novel problems we may have to carry out
manual data annotation. This usually involves defining a data collection task and ask-
ing humans to manually assign desired outputs to example inputs. In order to ensure
that human annotators provide consistent annotations, a set of annotation guidelines
may be compiled and distributed to help them to understand the task and provide

guidance for how to handle confusing or contentious data examples.

3. Exploratory data analysis and preprocessing involves carrying out an initial exami-
nation of the dataset that has been collected. This typically involves carrying out sta-
tistical checks to characterise the data. For categorical data, this may include check-
ing whether data points are evenly distributed across each of the classes. For unla-
belled data or input/output pairs with continous outputs, this might include checking
whether data is normally distributed and identifying outliers. In NLP we normally
carry out a number of preprocessing operations which we describe in section [2.3] If
human annotation was part of the data collection process in Step 2 then we may also
calculate inter-annotator-agreement metrics such as Cohen’s Kappa (Cohenl, [1960)
or Fleiss Kappa (Fleiss|, [1971)) to understand how consistent the collected dataset is.
If data is collected inconsistently, it can prevent machine learning models from con-
verging and limit their statistical performance. In these cases, there may be optional

iteration over steps 2 and 3 in order to revise annotation guidelines and re-annotate

11



inconsistently labelled data.

4. Once data has been explored and preprocessed, we implement strategies for repre-
senting the input data in machine-readable ways that are compatible with machine
learning algorithms. We more comprehensively describe approaches for representing
text in section

5. We decide which machine learning algorithm we intend to use to how best to con-
figure the algorithm to solve the task. Many machine learning algorithms can be
configured via the use of hyperparameters which dictate the speed, quality and re-
source usage of the learning process. Unlike model parameters which are learned
automatically as part of the training process, hyperparameters must be set manually
before training and can have a significant impact on the final performance of the
model. In section we describe in detail the machine learning models that we use

in this thesis and the hyperparameters that they depend upon.

6. The machine learning model is taught to infer outputs for unseen input data by incre-
mentally observing (z, y) pairs from the training data (or « samples in unsupervised

settings) and updating its parameters.

7. We use a test set that was held back during training to evaluate how well the model
training worked (see section [2.4] for detail on test sets and model evaluation). Each
input from the training set is passed through the model and an associated output 3’
is generated. For supervised models where a correct y answer is known, accuracy,
F1 score or regression metrics such as MAE may be calculated. Evaluation of unsu-
pervised models is slightly more difficult due to the lack of true labels against which
to compare. However, metrics such as perplexity or coherence may provide an in-
dication of model fit. We discuss evaluation metrics in more detail in Section 2.4]

below.

8. After model evaluation, investigators may choose to revisit steps 4-7 and attempt
to improve performance by changing the features, machine learning algorithm and

hyperparameters. This process may be repeated a number of times.

2.2 Underfitting and Overfitting

Machine Learning models are approximations (or rather models) of the functions that they
are trained to emulate. Simple models have few parameters which may limit their ability
to accurately capture the relationships between inputs and outputs. This phenomenon is
called Underfitting. The opposite phenomenon, overfitting, occurs when a model is foo

complex for the problem it is learning to emulate, learning spurious relationships between
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(a) True (b) Underfit (c) Overfit
Function Model Model

Aindinp
AIindino
Aindinp

Input x Input x Input x

Figure 2.2: A simplified illustration of a regression function (a) and models that have un-
derfit (b) and overfit (c) to the true function.

inputs and outputs that don’t generalise well to new unseen data. Figure[2.2]illustrates these
phenomena.

Underfitting and Overfitting are particularly important to consider when building
NLP ML systems because of the complexity of natural language, the fidelity and number
of features required to model it coupled with the complexity of modern language models

(which we discuss in depth in section [2.6).

2.3 Preprocessing Text

When working with NLP machine learning models, the size and complexity of the vocabu-
lary used to train the model can have a significant effect on the performance of the model;
if we model with a simple vocabulary and remove too many words we are likely to underfit
and if we model with a large vocabulary and capture every word we may overfit. This can
be managed with appropriate use of the preprocessing steps described in this section and by
picking appropriate text representations which we discuss in more detail in section [2.5]
Here we describe a number of commonly used text pre-processing strategies that
can be applied before the input is vectorized and passed to a model, which help with nor-

malisation of documents and reduction of vocabulary size and complexity.

2.3.1 Tokenization

Tokenization is the process of splitting a document into individual tokens or words. Some
tokenizer implementations will separate contractions (e.g. they’re — [they, 're]). Docu-
ments may be tokenized into single words but some models may tokenize into bigrams
(two word chunks), trigrams (three-word chunks) or n-grams (where n > 3). Tokenization
is usually carried out as an initial step before other preprocessing steps described below are

carried out.
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2.3.2 Case Normalization

In many NLP applications, the casing of letters in words is not important. Changing all
words to lower or upper case can reduce complexity and noise by effectively de-duplicating
word features. For example, rather than requiring separate representations for ‘Scientist’

and ‘scientist’, both forms can be represented as ‘scientist’.

2.3.3 Stopword Removal

Stop words are commonly occuring words such as the, as or but which appear with a high
frequency in natural language but which are unlikely to provide any value to downstream
machine learning models (Manning and Schiitzel [1998). Removal of stop words is a very
common preprocessing step which reduces noise and computational complexity by reduc-
ing the number of features that must be parameterised by models. Many open source NLP
software libraries such as NLTK (Bird et al.l [2009) and spaCy (Honnibal and Montani,
2017) provide lists of stop words in different languages which, whilst convenient for ana-
lysts, may inadvertently impede model performance issues due to surprising omissions or
inclusions and should thus be used with care (Nothman et al., 2018). Removal of Stopwords
may be unnecessary or even detrimental in some use cases and the effects should be tested

as part of the model tuning workflow.

2.3.4 Stemming & Lemmatization

Stemming and Lemmatization reduce noise and complexity by normalising different sur-
face forms of a word into a single form through simplification. Stemming strips affixes
from words such that ‘government” — ‘govern’ and ‘executive’ — ‘execut’ (Bird et al.|
2009). Lemmatization takes stemming a step further by requiring that the resulting form is
a known word in a dictionary. Like Stopword Removal, Stemming and Lemmatization can
sometimes make performance worse and training with or without using them can be tested

during the model tuning phase of the workflow.

2.3.5 Pattern-Based Replacement

In order to minimise vocabulary size and control overfitting, it is often useful to replace spe-
cific words and strings that occur rarely with a general placeholder. For example, adding
specific website addresses or specific numerical quantities to the model vocabulary which
could increase its size significantly with little benefit since the model is unlikely to en-
counter these same websites or exact numbers again in other documents. However, by us-
ing simple pattern matching techniques like Regular Expressions to replace all URLs with
<WEB> and all numbers with <NUM>, we allow the model to generalise its behaviour

for all websites and numbers.
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2.4 Evaluation of Machine Learning Models

Evaluating machine learning models involves estimating how well a model that has been
trained on a dataset may generalise to new unseen data. This process is facilitated by the
separation of labelled data into disjoint training and test sets (as discussed in section [2.1.3|
which allows us to approximate the performance of the model on a new unseen set of data.
Evaluating our model on the same data that was used to train it would give an inflated
indication of performance since the model will have overfit on the training examples, in-
ternalising the answers within its parameters; analogous to using worked algebra problems
from the text book that a student used to learn mathematics as the exam questions used to
evaluate their final end of year grade.

In this section, we describe common practices for selection of evaluation sets and
then describe a number of commonly used machine learning metrics for supervised classifi-
cation and regression use cases. In Section [2.8] we also describe some less commonly used

task-specific metrics alongside their respective tasks.

2.4.1 Selection of Test, Validation and Train Datasets

It is fairly common to hold back 30% of the data for testing and train on 70%. If the model
needs to be tuned (i.e. steps 4-7 in Figure [2.1] are repeated multiple times), the workflow
may lead to overfitting of the model to the test set as the hyperparameters are tuned to
increase performance on the same dataset. In this scenario, a common strategy is to split
the dataset into three parts: a training set of 60%, a validation set of 20% and a final test
set of 20%. The model can be fine-tuned on the validation set and once tuning is complete,
a final estimate of the model’s true performance can be made using the previously unseen
test set.

In practice, datasets are usually separated through pseudo-random sampling without
replacement. If data is unbalanced, stratified sampling may be used to ensure that the test,

train (and validation) sets have comparable label distributions.

2.4.2 Cross-Fold Validation

Cross-fold validation can be used in the event that only small amount of labelled data is
available for training and testing. In cross-fold validation, the data is randomly split into k
folds (common values are 3, 5 and 10). k£ — 1 folds are used to train the machine learning
model and the remaining fold is used to evaluate the model. This process is repeated k
times yielding £ models. The results from each evaluation may be averaged together to

approximate performance for the full data set.
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2.4.3 Metrics for Classification

2.4.3.1 Accuracy

Accuracy is the most simplistic of classification metrics, giving a high level view of how
well a model is performing. It is simply the proportion of correctly labelled examples versus

the total number of examples:

/
Y
cirrect (2 1)
Ytotal

Accuracy =

Accuracy is not appropriate for evaluating imbalanced problems. For example, in
a binary classification task with 70 samples where y = false and 30 examples where
y = true, the model would achieve a 70% accuracy if it labels every example true. For
multi-class classification tasks (for example, assigning a document 1 of 12 possible topic
labels), top-level accuracy does not provide information about the model’s performance

with respect to each class.

2.4.3.2 Confusion Matrix & True/False Positive/Negative

When we evaluate classification models it is useful to assign each item ¢ in the model output

data into four sets:

* True Positive (TP) describes items that are annotated AND predicted as belonging

to the class of interest (i.e. y; = true and y} = true)

* True Negative (TN) describes items that are annotated AND predicted as not be-

longing to the class of interest (i.e. y; = false and y, = false)

 False Positive (FP) describes items that are predicted to belong to the class of interest

but annotated as not belonging to that class (i.e. y; = false and y} = true )

* False Negative (FN) describes items that are predicted not to belong to the class of

interest but annotated as belonging to that class (i.e. y; = true and y; = false )

These sets can be expressed visually as a confusion matrix which plots actual labels
against predicted labels as illustrated in Figure [2.3] which shows a confusion matrix for a
binary task with 160 items in the evaluation set (sum of cells), 70 true positives, 20 false

negatives, 40 false positives and 30 true negatives.

2.4.3.3 Precision, Recall, F1-Score

The metrics precision and recall help us to understand how well the model performs at

filtering out false positives or false negatives.
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Predicted Label (y')
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asfed

True 70 20

True Label (y)

False 40 a0

Figure 2.3: Example of a confusion matrix

Precision is defined as:

Precisi 7P| 2.2)
recision = —————— .
|TP|+ |FP|
Recall is defined as:
. |TP]
Precision = —————— 2.3
TP+ [FN| (23)
For the classification task illustrated in Figure [2.3}
Precision = 70/(70 + 20) = 0.778 (2.4)
Recall = 70/(70 + 40) = 0.636 (2.5)

For a given model, these two metrics often oppose. We can increase precision at the
expense of recall or vice versa dependent on our goal. In a medical test for a treatable but
deadly illness setting we may want to optimise for recall at the expense of precision; more
people who are not sick test positive and get invited for more invasive testing but we reduce
the chance that someone who is sick is not detected. In a mail versus spam detection setting
we may want to optimise for precision at the expense of recall; we’d like to keep the inbox
as clean as possible by limiting false positives (y = spam, ' = mail).

It is common to summarise model performance at Recall and Precision using F-

Measure or F1-Score which is the harmonic mean of the per-class precision and recall:

precision - recall

F1 Score = 2 - (2.6)

precision + recall

2.4.3.4 Applying Classification Metrics to Multi-Class Problems

The metrics illustrated above can also be trivially applied to multi-class problems as well
as binary classification problems. We simply calculate TP, TN, FP, FN with respect to each

class in our dataset. Take [Fisher (1936)’s Iris dataset in which we use measurements of

17



different flowers and use them to predict which species each sample belongs to (setosa,

versicolor, virginica)

* True Positive (TP) describes items that are annotated AND predicted as belonging

to the class of interest (e.g. class of interest is setosa, y; = setosa and y, = setosa )

* True Negative (TN) describes items that are annotated AND predicted as not be-
longing to the class of interest (e.g. class of interest is setosa, y; = versicolor and

Yy = versicolor)

* False Positive (FP) describes items that are predicted to belong to the class of interest
but annotated as not belonging to that class (e.g. class of interest is setosa, y; =

virginica and y; = setosa )

» False Negative (FN) describes items that are predicted not to belong to the class of
interest but annotated as belonging to that class (e.g. class of interest is setosa,y; =

setosa and y; = versicolor)

Likewise we can plot a multi-class confusion matrix by adding additional rows and

columns for each class as illustrated in Figure 2.4}

Confusion matrix

setosa

versicolor

Tue label

virginica

T
versicalor wirginica
Predicted label

T
setosa

Figure 2.4: Example of a confusion matrix for a multi-class classification task

We can calculate Precision, Recall and F1 for each individual class. For versicolor
(based on data in Figure [2.4)):

Precision = 10/(10 4+ 6) = 0.625 (2.7)
Recall = 10/(10 + 0) = 1.0 2.8)
2 x0.625 x 1.0
Fl=——7"7"—"—=0. 2.
0.625+ 1.0 0.769 29)
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2.4.3.5 Micro versus Macro Average

For Multi-class problems we can summarise overall performance by re-combining per-class
Precision, Recall and F1 through averaging.

Macro Averaging involves calculating Precision, Recall and F1 for each class and
taking the mean.

Macro average Precision for the iris dataset in Figure [2.4}

Precisionsetosq = 1.0 (2.10)
Precisionyersicolor = 0.625 .11
Precisionyersicolor = 1.0 (2.12)
Precisionmaero = 1.0+0.625+ 1.0 =0.875 (2.13)

3
Micro Averaging involves calculating TP, TN, FP, FN for each class and summing
together the sizes of each respective set before calculating the metric of interest.

Micro average Precision for the iris dataset in Figure 2.4}

TPsetosa = 13>FPsetosa =0 (214)
TPyersicolor = 10, FPyersicolor = 6 (215)
TPviTginica = 97 FPvirginica =0 (216)
TPyiotar = 32, FPiotar = 6 (2.17)

. 32
Precisionmicro = 3246 = 0.842 (2.18)

For an unbalanced multi-class dataset, macro averaged metrics, which assign equal
importance to all classes regardless of the number of samples assigned to them, will high-
light poor performance in smaller classes but may give a more pessimistic view of overall

performance than micro averaged metrics.
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2.4.4 Metrics for Regression

In chapters {] and 0] we train and evaluate regression algorithms. Here we briefly describe

the metrics with which we measure their performance.

2.4.4.1 Mean Absolute Error (MAE)

Mean Absolute Error (MAE) is a simple error metric for regression models defined as
MAFE = %ﬁym MAE is reported in the same unit as the target variable (e.g. if
we are predicting house prices in £ then MAE would tell us “by how many £ the regressor
is incorrect on average”). This can be both a benefit and a limitation of MAE; it makes it
easier for subject-matter-experts to interpret (e.g. mortgage lenders) but may make it more
difficult to interpret for those who are not familiar with the task that the regressor is trained

on.

2.4.4.2 RZ? Coefficient

The R? coefficient is a task agnostic can be used to measure the performance of a regressor.
It gives a broad sense of how well the regressor is able to estimate the target variable without
requiring the reader to have background knowledge of what a good or bad absolute error
value might be (as opposed to MAE above). The R? coefficient is defined as:

SSE

212 2.19
R 55, (2.19)

where SSE = >".(yi — y})?, the total sum of squared residuals and SSr = Y, (y; — 9)2,

the total sum of squared distances between each y value and the mean of y values (7). R?

is bounded [1, —oo] where a value of 1 indicates that the function is perfectly predictive of

the dependent variable (sum of squared residuals, SSg, is zero). In the special case that

function always predicted the mean value of y,  then % would be 1 and R? = 0. Thus,
T

a value 0 < R? < 1 indicates a function that is ‘better than the mean’. Residual errors can

be arbitrarily large if R? can be arbitrarily negative.

2.5 Representing Text

In order to train machine learning models to make predictions about text, we must convert
it into a machine readable format that is compatible with ML models. Models are mathe-
matical in nature and require numerical inputs. Thus we must convert text inputs such that
they can be represented via numerical vectors. In this section we outline commonly used

text representation approaches.
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Example 1: | went to the cinema to

see this Movie last week. The movie cinema see movie last week movie
was so good the whole cinema stood |::> good whole cinema stood cheered

up and cheered

Preprocess . .
. movie awful honestly waste time
Example 2: The movie was awful,
honestly it was a waste of my time.
Vectorize
awful cinema good movie waste
Example 1 0 1 1 1 0
Example 2 1 0 0 1 1

Figure 2.5: Two movie reviews are preprocessed and vectorised into bag of words (BoW)
vectors

2.5.1 Bag-of-Words Representations

Bag of words (BoW) representations are one of the simplest representations of text that are
still widely used in baseline experiments at the time of writing. Firstly, each input example
i in the list of inputs D are tokenised and normalised as outlined in section [2.3] Next, a
model vocabulary V' is established by finding the union of all words occurring in all input
examples excluding those removed during preprocessing. Following this a vector for each
input example X; is initialized with the same length as V' such that dim(x;) = dim(V).
Then, we iterate through each word in the vocabulary and set the vector value with the

corresponding offset offset to 1 if the word appears in the document or O if it doesn’t.

. 1, ifVjeq
ViepViey X] = (2.20)
0, otherwise

This process is illustrated in Figure 2.5] Bag-of-words vocabularies can be con-

structed with single tokens but may also include two or three token expressions in order to

preserve more meaningful signals from multi-word phrases and natural word co-occurrence.

For example, encoding the compound noun ‘capital city’ as a single item in a BoW vec-

tor may confer more meaning than independently capturing ‘capital’ and ‘city’. Encoding

multiple words together as a single entry in the model vocabulary is known as ngram en-

coding, single words are unigrams, two word phrases bigrams, three word phrases trigrams

and so forth. Different ngram lengths can be captured together in the same model such

that ‘capital’ ‘city’ and ‘capital city’ could all be encoded by the same model to maximise
flexibility.
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Example 1: | went to the cinema to

see this Movie last week. The movie cinema see movie last week movie
was so good the whole cinema stood |::> good whole cinema stood cheered

up and cheered

Preprocess . .
. movie awful honestly waste time
Example 2: The movie was awful,
honestly it was a waste of my time.
Vectorize
awful cinema good movie waste
Example 1 0 2 1 2 0
Example 2 1 0 0 1 1

Figure 2.6: Two movie reviews are preprocessed and vectorized into count vectors. The
words cinema and movie appears twice in Example 1 - the corresponding vector cells are
highlighted green for clarity.

2.5.2 Count Vectors

Count vectors are an extension of BoW vectors where the number of occurrences of each
ngram in each document is captured such that word repetition can be modelled. This is
helpful for modelling long documents where word repetition may be more prominent. For
example, a model that classifies magazine articles by topic may benefit from knowing that
‘computer’ occurs multiple times in an article about software development and once in
an article about archaeology (“they dug up the artifact and used computer aided design to
imagine what it looked like 1000 years ago™). Each cell in vector Xg € [0, o] corresponds to

the number of times the ngram at offset j appears in example ¢. This approach is illustrated
in Figure[2.6

J
Vz‘eDVjEv X

= wordfreq(i, j) (2.21)

2.5.3 TF-IDF

As discussed in section[2.3] removing stopwords can help reduce noise in a model by ensur-
ing that ngrams that commonly appear in almost all documents and which are unlikely to
provide useful information to NLP models are removed. However, within specific use cases
or language domains, there may be use case specific stop words. For example, a model
trained to classify movie reviews is unlikely to gain useful information from knowing that
the word ‘movie’ appeared in the review. Whilst one could build a use case specific list of
stop words by manually examining the input documents, Term Frequency - Inverse Docu-
ment Frequency (TF-IDF) provides a more scalable automated alternative approach (Jones),
1972).
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The aim of TF-IDF is to score each ngram’s importance based on how often it
appears in a given document (as per count vectors above) but moderate the score by the
number of documents it appears in. Term Frequency (TF), how often the word j appears in

the document 7 is defined as:

TFij = wordfreq(i, j) (2.22)

Inverse Document Frequency (IDF) assigns a score to each word j based on how

many documents within training the corpus the ngram appears and is defined as:

), ifvy g

af(j) = (2.23)
D» |0, otherwise
. D
IDFJ = log Dl (2.24)

df (5)
These terms are multiplied together to give the TF-IDF score for each ngram j with

respect to each document ¢:
ViepVjeoX! = TF(i,5) x IDF(5) (2.25)

2.5.4 A Note on the Limitations of BoW/ngram Representations

The simplicity of the BoW embedding variants explored above serves as a double-edged
sword. On the one hand they are a convenient, efficient and intuitive way to encode text for
NLP use cases. On the other hand, they are limited in terms of the fidelity with which they
can represent natural language. BoW models do not encode any information about word
meaning or relationships between words which means that downstream machine learning
algorithms must learn to parameterise each word in the model vocabulary from scratch;
although stemming and lemmatization can help by normalising different surface forms and
participles of the same words, BoW vectors cannot provide any signal about semantic re-
lationships between synonyms, antonyms, hypernyms etc. Furthermore, the necessity of
fixing the model vocabulary at training time prevents BoW-based models from inferring
outputs based on previously unseen wordﬂ BoW embeddings are also unable to represent
word order, which means that “I hope Biden wins and Trump loses” and “I hope Trump
wins and Biden loses” would have identical BoW representations using any of the tech-
niques discussed above, which is clearly problematic.

Without careful management, BoW representations can also become very large and
sparse. Every n-gram that passes the preprocessing stage (see section [2.3) becomes an ad-

ditional dimension in the model’s input vector representation. In NLP task settings that

lin practice, previously unseen words are simply not represented in the document vector and an output is
inferred based on words from the input document that were present in the training set.
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Initial Dirichlet priors for per-
document topic distribution (a) —— — - — -
and word-topic distribution(B)

for documentd in D...

. for topic k in K...
for word nin N...

f document length (N) ‘ num of topics (K)

Document collection length (D) ~ N\

/ ,’/ e
/ \
/ Specific word
i/ Per word topic assignmept [tesla] topic word distribution
/ [0.8 technology 0.2 celebrity] technology: [web 0.015,
/ electric 0.007, tesla 0.001...]
|

/

Per-document topic distribution:
[0.2 political 0.6 technology 0.2
celebrity]

Figure 2.7: Annotated plate notation view of LDA model

involve large and complex vocabularies, such as processing scientific papers, model vo-
cabularies can reach tens of thousands of ngrams (Liakata et al.| 2012a) and many of these
features may only appear in a relatively small proportion of the corpus leading to overfitting.
In some cases, dimensionality reduction techniques such as Principal Component Analysis
(Tipping and Bishopl [1999) or topic models such as LDA (discussed below in section[2.5.3))
can be used as a preprocessing step applied to the bag-of-words vector before it is passed
to the model in order to improve model performance and reduce complexity.

In the following sections we explore more powerful text representation approaches
and models which can alleviate some of these issues at the expense of greater complexity

and compute cost.

2.5.5 Topic Models

Topic models are a family of algorithms that analyse texts with the aim of identifying and
extracting linguistic themes from them. Latent Dirichlet Allocation (LDA) (Blei et al.,
2003) is a commonly used probabilistic topic modelling approach which is simple, efficient
and easy to use. LDA is based on the assumption that k£ probability distributions over words,
or ‘topics’ exists for a collection of documents D and that each document d in the collection
can be generated from a mixture of these topics (Blei, [2012).

The LDA process is visualised as a plate diagram in Figure[2.7] « and 3 are distri-

butions used to randomly initialise 6, the probability distribution of topics over documents
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and 1, the probability distribution of words over topics respectively (Blei et al., 2003).
Distributions are then updated iteratively through a Gibbs Sampling process.

The number of topics k& is a hyperparameter that must be set before the algorithm is
fit. The value of k is usually obtained through empirical testing. If LDA is trained with too
few topics, mixture representations of documents may be too general making identification
of alike documents very difficult (e.g. papers about the discovery of a new type of insect
and the discovery of a new type of digestive enzyme in cows may both be associated with
high likelihood with a topic approximating general biology rather than distinct entomology
and biochemistry). However, with too many topics, the model begins to learn highly spe-
cific topics that are only representative of a small proportion of documents and unlikely to
generalise well to new documents outside the corpus, essentially overfitting to the training
data. In the ideal case, there should be enough topics in the model to represent the subjects
discussed in the corpus but not enough that the model is able to memorize documents by
assigning specialised topics to them.

LDA models can be used as an exploration tool and combined with visualisation
tools like LDAVis (Sievert and Shirley, 2014) to provide interpretable views of patterns
within a collection of documents. LDA topic distributions can also be used as document
representations for downstream machine learning tasks, providing a form of dimensionality
reduction and helping with word meaning disambiguation (i.e. the word cell as in cell phone
may be strongly associated with a technology topic and cell as in stem cell associated with

a biology topic).

2.5.6 Context-Independent Neural Word Embeddings

Context-independent neural word embeddings represent words or phrases as real-valued
N-dimensional vectors in a latent space (where IV is a hyperparameter set dependent on
the size of the vocabulary and training corpus). Semantically similar words are assigned
vectors with a strong cosine similarity and vice versa. Compared with BoW approaches

where the dimensionality of each representation is equal to the size of the vocabulary |V

b}

word embedding representations are much denser (i.e. |[N| << |V|). Word embeddings
confer the advantage of being able to provide the semantic relationship information that
they encode to downstream models. Furthermore, word embeddings can be conditioned
on large unlabelled text collections, incorporating and encapsulating semantic similarity
between words that are not in a task specific training data and thus providing more robust
and generalisable representations of unseen words to downstream models. These models are
predicated on the distributional theory of semantics (Harris, [1954)), specifically, that words
that are used and occur in similar contexts tend to have similar meanings. Seminal work by
Collobert and Weston| (2008)) and (Collobert et al. (2011) demonstrated that a dense neural
network (which we describe in more detail in section [2.6)) could be used to train universal

word embeddings that can be used for a number of downstream NLP tasks. However,
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Figure 2.8: Model Architecture Diagrams for CBOW (b) and Skip-gram(c)
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subsequent work by [Mikolov et al.|(2013b)). arguably popularised word embeddings within
the NLP community.

2.5.6.1 word2vec & Predictive Word Embeddings

word2vec (Mikolov et al.l 2013b) takes the principals explored by (Collobert and Weston
(2008)) and expands on them, contributing novel log-linear efficiency models that vastly
reduces the computational cost of calculating word vectors. The approach works by training
a simplified feed forward neural network (as discussed in section [2.6) to predict a word
based on its surrounding context (CBOW, Figure[2.8|B) or to propose neighbouring context
words based on an input (Skip-gram, Figure[2.8]C). In both cases word contexts are sampled
from unlabelled input documents via a sliding context window (Figure 2.8]A), the size of
which is a hyperparameter of the model that may be tuned.

After model training the word vectors, stored in the projection layer, may be ex-
tracted and used as inputs for downstream tasks. The two approaches capture slightly
different information in their projections with CBOW working slightly better on seman-
tic tasks and Skip-gram working much better on semantic tasks. word2vec projections
pre-trained on ~ 6B words from the Google News corpus are available on the author’s
website?] which has led to word2vec being downloaded and used to boost state-of-the-art
performance for a large number of NLP tasks. Skip-gram vectors exhibit “additive com-
positionality” whereby vectors may be used in simple alebraic operations. For example,
vector(king) — vector(boy) + vector(girl) &~ vector(queen). This property of the vectors is

caused by the skip-gram training objective (Mikolov et al.,|2013a).

https://code.google.com/archive/p/word2vec/
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2.5.6.2 GIloVE & Co-occurence Matrix Embedings

Global Vectors or GloVe (Pennington et al.|[2014a)) builds on top of word2vec and integrates
both global corpus statistics and local context information. The model constructs a co-
occurence probability matrix F;; (in which a cell represents the probability that word j
occurs in the same context as word ¢) for the training corpus. Then, vectors in a randomly
initialised projection space are optimised via a regression objective such that words that are
most likely to co-occur are assigned similar vectors and words that are unlikely to co-occur
are assigned dissimilar vectors. Like word2vec, GloVe embeddings pre-trained on a large
corpus 42B token corpus (the Common Crawl datasetEI) are made available on the author’s

website E‘I and have achieved popularity within the NLP community.

2.5.6.3 Representing Word Sequences with Word Vectors

As opposed to BoW document representations which assign a dimension in the model’s
input vector to each word in its vocabulary, word2vec and GloVe-based word projections
assign a dense, multidimensional vector to each word. Therefore, we must address the best
way to combine these vectors into a single input for a model. A common approach is to feed
each word into neural models that accept sequential inputs (which we will explore in more
detail in section [2.6) and encourage the model to learn a strategy for pooling individual
word vectors. Recent work (Shen et al.| 2018) shows that for many NLP tasks, simply
taking the element-wise average of each word vector in an input sequence can provide a
strong baseline. Both sequential models and average-vector representations of text inputs
struggle to represent long inputs (e.g. full documents) and we discuss alternative strategies
for longer inputs later in this thesis (see sections and [6.6).

2.5.6.4 OQut-of-Vocabulary Words, Sub-word Embeddings & Byte-Pair Encoding

A major advantage of neural word embedding approaches over BoW-based approaches is
that they can encode semantic relatedness between words that do and do not occur in down-
stream training corpora allowing their corresponding models to better generalise to unseen
texts. However, these approaches still learn to represent a fixed vocabulary which means
that models may still need to omit missing words from their input (many models that use
static neural inputs are trained with an unknown or ‘UNK’ token as a general placeholder
for unknown words whilst some simply omit the missing word all together). Sennrich et al.
(2016) proposed a solution to this problem inspired by the Byte Pair Encoding (BPE) com-
pression algorithm (Gage, |1994) in which commonly occurring sequences of characters are
used to assemble a dictionary in which longer sequences are represented. They propose

training building vector projections of full words but also representing sub-word informa-

*http://commoncrawl.org/
‘nttps://nlp.stanford.edu/projects/glove/
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tion. They break words down into character ngrams (e.g. ‘eating’ — ‘eat’, ‘ing.’) with
special character ‘.’ representing the end of a word. New, out of vocabulary words can then
be represented as vectors by summing together their constituent character ngrams. Subse-
quent work by [Bojanowski et al.| (2017) popularised subword representation by extending
Skip-gram (Mikolov et al., 2013b)) with a similar BPE scheme and making pre-trained mod-
els widely availableﬂ

2.5.7 Contextual Representations

Words can have different meanings in different contexts. One of the primary limitations of
the word vector approaches outlined above is that they are context independent or static.
Each word in the model vocabulary is associated with a single word vector and words with
multiple definitions or meanings are encoded with a single definition (in practice the cor-
responding vector is likely to be closely aligned to the word’s most common meaning).
Attempts have been made to retroactively add word sense disambiguation to static word
vectors (Trask et al., 2015} |Orkphol and Yang, |2019). However, contextualised represen-
tations, which build upon context independent word vectors, have been shown to provide
state-of-the-art performance for many NLP tasks by taking into account the context of the
input tokens (Devlin et al., 2019; (Cattan et al., 2020; [Held et al., [2021}; |Wright and Augen-
stein, [2021; [Bommasani et al., 2021).

Contextual representation models take into account long sequences of tokens (e.g.
full sentences or short paragraphs) and generate vectors for each word that vary depending

on the meaning of the sentence.

2.5.71 ELMo

Embeddings from Language Models (ELMo) (Peters et al., [2018a) introduced a novel
biLSTM model (see section[2.6) that generates vectors which encode context-specific word
sense and part-of-speech information by processing full sentences.The authors’ primary
contribution was the notion of pre-training general purpose language encoders rather than
using context independent static word embeddings as input and learning task-specific en-
coders from scratch. ELMo is pre-trained on a next-word-prediction language modelling
task similar on a very general purpose word dataset (Chelba et al.,[2014) and shown to pro-
duce vectors that are useful for improving the performance of a large number of downstream
tasks. [Peters et al.| (2018a)) use character-level representations of words via a CNN layer (see

section [2.6.4)) allowing the model to construct vectors for previously unseen terms.

‘https://fasttext.cc/
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2.5.7.2 BERT

Bidirectional Encoder Representations from Transformers (BERT) (Devlin et al.||2019), re-
leased shortly after EIMo extend contextual embeddings in two key ways. Firstly, they use
a novel Transformer-Encoder architecture (see section [2.6.8.2)) which allows their model
to encode long sequences of text whilst taking into account word position and grammat-
ical dependencies and without the downsides of RNNs (specifically: difficulty learning
long-range dependencies between words and avoiding the computation bottleneck caused
by dependencies between sequential states, discussed further in section [2.6.8)). Secondly,
BERT introduces two novel, unsupervised, pre-training tasks beyond the simple language

modelling (next-word-prediction) used by Peters et al.| (2018al):

* A masked word prediction task in which a small percentage of tokens in the input
sequence are masked or ‘hidden’ during the encoding step and predicted by the model
in a softmax layer over the model’s vocabulary. The flexibility afforded by attention-
based encoding (see allows any token in the sequence to be masked, whereas
RNN-based models are limited by their sequential nature (the missing token must
always be last in the sequence or else it is observed ‘early’ by the model and can be

guessed trivially).

* A next sentence prediction task in which two sentences are passed to BERT at the
same time and the model must guess which sentence came first. BERT allows two
sentences to be passed as part of the same sequence and includes a special control

character (denoted [SE P)) to identify sentence boundaries.

BERT also incorporates sub-word information through a BPE-like encoding scheme
(see section[2.5.6.4)), allowing it to process previously unseen words.

After pre-training, BERT can be trained to carry out new, previously unseen NLP
tasks by attaching task-specific output layers to the model and carrying out back-propagation.

This process is known as ‘fine-tuning’, a type of transfer learning which we discuss in sec-

tion 271

2.5.7.3 BERT Variants

Since its publication, BERT has become so popular that it has even inspired its own sub-
discipline: BERTology (Rogers et al., 2020) (although this name is likely tongue-in-cheek).
The model has provided a starting point for fine-tuning a number of state-of-the-art NLP
models and inspired a number of BERT model variants.

A key limitation of BERT is that it is a very large model with between 110 and 340
million learnable model parameters depending on model ‘flavour’. Variants like ALBERT
(Lan et al., 2020) and DistilBERT (Sanh et al., [2020) aim to reduce the size of the model
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without reducing statistical performance and by doing so yield similar sized models with
similar or better performance than the original formulation.

RoBERTa4, or Robustly Trained BERT (Liu et al., 2019a)) is a modification of BERT
that use the same model architecture but amends the training regime to incorporate more
data, improve the masked token prediction task by re-assigning the masked tokens within
a given sentence during training and by completely removing the next sentence prediction
task. ROBERTa has been shown to consistently outperform BERT across a number of NLP
tasks. At time of writing, ROBERTa is regularly used as a base model for emerging NLP
works (Cattan et al., 2020; [Schick et al., [2020; |Gao et al., 2021} |August et al., 2020; (Wright
and Augenstein), 2021) and we use RoBERTa as the starting point for a number of the

experiments in this thesis.

2.5.8 Metrics for Text Similarity

Gauging the similarity between feature vectors is a common application within NLP, fa-
cilitating information retrieval (how similar is this document to the input query?) and vi-
sualisation tasks (how closely together should these points be plotted?). In chapters [6] [§]
and [/| we apply similarity metrics to document representations in order to identify related

documents. We briefly describe metrics used for these comparisons below.

2.5.8.1 Cosine Similarity

Cosine similarity is a geometric measure of similarity often applied to compare document
representations constructed via neural text embedding models (see sections [2.5.6.3] 2.5.7).
The cosine similarity between two multidimensional vectors is defined as the cosine of the
angle between (cos(6)) them which can be derived via Euclidean distance and Pythagoras’
cosine rule (for vectors A and B, A-B = ||A][|||B||cos(8)). Cosine similarity can be defined

as:

A-B

- - 2.26
A8 (2:20)

cos-similarity(A,B) = cos(0)

Cosine similarity has the same function bounds as cos(f) € [—1,1]. However, cosine
similarity is most often used for comparing vectors in positive space with bounds € [0, 1].
A higher number — 1 indicates that two vectors are close to orthogonal (i.e. they are
dissimilar in positive space). A low number — 0 indicates that two vectors lie in a similar
direction (i.e. they are similar).

Cosine Distance is the complement of cosine similarity in positive space, defined as:

A-B

—_ 2.27
AT /8] (227

cosine-distance(A,B) =1 —

Cosine Distance is often used in contexts where authors wish to emphasise the similarity
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rather than the difference between two vectors (e.g similar vectors will have a cosine dis-
tance — 1 and dissimilar vectors have a cosine distance — 0). Like Cosine Similarity,

Cosine distance is also bounded [0, 1].

2.5.8.2 Jensen-Shannon Divergence

Jensen-Shannon Divergence (JSD), sometimes referred to as Information Radius (Manning
and Schiitze, [1998) is a measure for understanding the similarity between two probability
distributions P and @) derived from Kullback-Leibler divergence (Csiszar, [1975). JSD is
defined as

D(P|[M) + D(Q||M)

JSD(P,Q) = 5

(2.28)

Where M = PJQF—Q, the pointwise mean of the two distributions P & () and D is the
Kullback-Leibler Divergence between distributions P and () defined as follows:

1Pl P
D(PIQ) = Plog - (2.29)

JSD is an alternative to cosine similarity that is often used for comparing vectors
representing probability distributions (e.g. distributions from topic models (section [2.5.5])
(Aletras and Stevenson, 2014; Wartenal, 2013} [Leel [1999) rather than geometric latent vec-
tors such as those produced by neural embedding approaches (sections and [2.5.7).

JSD is bounded [0, 1] where values — 1 show that two distributions are very differ-
ent and values — 0 show that distributions are similar.

A full understanding of JSD and its definition based on information theory first
principles is not required in order to understand our work and is provided in this thesis.
However, readers who are interested may find the Essential Information Theory chapter in
Manning and Schiitze| (1998)), which describes these concepts, JSD (referred to as IRAD in
the book) and KL Divergence, an excellent starting point.

2.6 Models

In this section we describe a number of machine learning models that we apply to specific
tasks in later chapters, or that provide useful background context for understanding related
work. The section covers modelling of classification and regression tasks and incrementally

builds from simpler models to more complex models.

2.6.1 Linear Models

Linear models are a class of simple statistical models for regression and classification tasks

that are easy to understand and fast and cheap to run. They are often used as baselines, but
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their simplicity limits them to simpler NLP tasks.

2.6.1.1 Linear Regression

Linear Regression is a simple regression model that attempts to model a scalar relationship
between a dependent value y and one or more independent input variables x. The model
fits to the data by creating a “line of best fit” that directly intersects or comes as close as
possible to as many data points as possible by finding the global minimum for the sum of
residuals (or ‘error’ - distance between the line and the data points as illustrated in Figure
[2.9). The most common approach is Ordinary Least Squares (OLS) whereby we attempt
to minimise the sum of squared residuals which has the effect of preventing positive and

negative residuals from cancelling each other out.

Error O

Figure 2.9: Illustration of a dataset plotted in x and y and a line of best fit generated by the
model

2.6.1.2 Logistic Regression

Despite its name, Logistic Regression is a classification modelling approach which attempts
to separate a set of data belonging to one of two classes (designated y = 0 and y = 1) using
the logistic function (or sigmoid function) as illustrated in Figure The location (u)
and scale (s) parameters of the sigmoid function are learned using maximum likelihood es-
timation over each (x, y) pair in the training set Dy, 4y, and the corresponding 3’ prediction
by the model. The sigmoid function produces an S-shaped output 0 < 3/ € R < 1 which

can be interpreted as the model’s confidence that a given input = belongs to the y = 1 class:

Y =o() Liwixi+0) (2.30)
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1.0

Figure 2.10: Illustration of a logistic regression model with a logistic function that separates
classes y = 1 (blue) from y = 0 (green) along the decision threshold ¥y = 0.5. One of
the examples is misclassified (red dotted line) as the predicted data point falls below the
decision threshold.

1
o(z) = 14+e*

Model loss is calculated in equation [2.32] and partial derivatives are used to iteratively up-

(2.31)

date the model parameters w and c. The loss is minimized through gradient descent.

Liog(y,y") = —(ylog(y') + (1 = y)log(1 = y/)) (2.32)

2.6.2 Support Vector Machine

Support Vector Machines (SVMs) (Cortes and Vapnikl [19935)) are a class of linear supervised
learning models that can be used for classification or regression use cases. For a given input
set (X1,91)-..(Xn, Yn) Where x is a p dimensional vector and y corresponds to one of two
classes (y = 1 and y = —1), an SVM attempts to find a (p — 1) dimensional hyperplane w
which separates the two classes such that w/'x — b = 0. In order to identify this hyperplane

Tx —b=1and wl'x — b = —1 respectively

T

we also define two other hyperplanes where w
that separate the two classes of data (anything above w/x — b = 1 or below w/x —b = —1
belongs to class 1 or -1 respectively). We train the model by maximising the margin between
these two vectors. The data points that lie on or near these class hyperplanes are the support
vectors and are used to define the decision function.

The principle of Support Vector Regressors (Drucker et al.,|1996) (SVRs) is similar

to that of a Support Vector Classifier (SVC) but with a slightly different learning objective.

®https://commons.wikimedia.org/wiki/File:SVM_margin.png
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Figure 2.11: Illustration of a support vector classifier, diagram heavily inspired by
Larhmanﬂmder Creative Commons Share-Alike License

We seek to find a line that best fits the data set D = (Xo, 40), ---, (Xn, Yn) Where y € R, again
using support vectors from x to find the optimal solution. We attempt to find a hyperplane
f(z) — v/ that has at most € deviation from the true targets y (Smola and Scholkopf, 2004).

We define a hyperplane:
flz) =wlx
(2.33)
_wix—b<
subject to yim WX =€
wix+b—y; <e

We illustrate this in Figure We optimise the solution by minimising % ||w||?.

y= whth

Figure 2.12: Illustration of a support vector regressor.
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Support vector machines provide powerful predictive capabilities and usually out-
perform linear methods for text classification and generalise well for high dimensional
sparse feature spaces associated with text classification, particularly when working with
BoW features (Joachims, [1998)).

2.6.3 Neural Models

Over the last decade, artificial neural networks (ANNSs), specifically, deep neural models
consisting of multiple, complex hidden layers, have seen vast adoption from the NLP com-
munity and the broader ML community due to their ability to model very complex problems
and outperform many of the models listed above (in many but not all circumstances). The
availability of cheap modern Graphics Processing Units (GPUs) and other types of tensor
co-processors have made it feasible to train and run many of the highly complex and com-
putationally expensive neural network architectures that have been theorised and tested on
a small scale over the last few decades.

Many of the experiments and models described in this thesis are built using neural
models, so it is important that we fully explore the theory behind them as a prerequisite
to understanding these experiments. We devote a significant proportion of this chapter to
the fundamentals of neural networks, back propagation and some of the more recent model
architectures.

This section is heavily influenced by the excellent Primer on Neural Networks by
Goldberg| (2015).

2.6.3.1 Neurons

X1 Xo X3 Xn

Inputs

Weights

Activation

Output

Figure 2.13: An example of a neuron from an ANN
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The neuron is a single computation unit within an ANN with scalar inputs and
outputs (Goldberg| 2015) as illustrated in Figure [2.13] Each neuron input z,, has a corre-
sponding weight, W,,. During forward propagation, the neuron multiplies each input with
its corresponding weight and sums them together. A non-linear activation function g(x)
(section [2.6.3.3) is then applied and the resulting value is passed as the output of the neu-
ron. Neurons also typically learn to apply a bias term b which functions as a y intercept,
allowing the neuron to shift its outputs by a constant if required (for example a minimum
may be learned because all training outputs are greater than some threshold.). This opera-
tion is described formally in equation [2.34] (where - denotes the dot product between vectors

w and x)

n

f = W.x;) +b
y g(;( X;) +b) o)

=g(w-x+b)
xeR" WeR"beR"

2.6.3.2 Feed Forward Neural Network

A feed forward neural network (FFN) is an ANN in which consists of an n-dimensional
input layer that accepts an n-dimensional input, an output layer with a shape that depends
on the type of problem you’re trying to solve (section[2.6.3.4)) and 1-to-many hidden layers
of neurons (section[2.6.3.T|below) that moderate and propagate information flowing through
the network. The number of hidden neurons and number of hidden layers in the network
are hyperparameters that may be optimised through systematic exploration and testing as
part of the ML workflow (section [2.1.3). The inputs of each layer in an FFN are directly
connected to the outputs from the previous layer as illustrated in Figure[2.14] These layers
are known as fully connected or ‘dense’ layers.

ANNS are trained by randomly initializing each of the model weights and parame-
ters and then iteratively following the process of back propagation (section [2.6.3.6)

X1 X2 X3 Xn

Input
Layer

Hidden
Layer

Output
Layer

Figure 2.14: An example of a Feed Forward Artificial Neural Network with One Hidden
Layer
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2.6.3.3 Activation Functions

There are a number of common activation functions used within ANNs including:
* Sigmoid (as discussed in section [2.6.1.2] above)

* Hyperbolic Tangent (tanh) which transforms input values x into the range [-1,1]
(Goldberg, 2015) and

* ReLU function (Glorot et al., 2011) which clips values for z < 0, returning values in

range [0,00].

There are no general theories about which activation functions work well in which sce-
narios. Activation function selection is therefore, typically part of hyperparameter tuning

during the course of the ML workflow (section [2.1.3)) based on empirical model evaluation.

2.6.3.4 Problem Types & ANN Output Shapes

For binary classification (y € [0, 1]) and regression tasks it is common for the output layer
to consist of a single neuron with a sigmoid activation function. For regression problems,
the output value may be interpreted directly as a regression output or by scaled in post-
processing. For binary classification the output corresponds to a model’s confidence that
the input belongs to class y = 1 and can be combined with a threshold to produced a class
label.

For multi-label classification problems, it is common to transform the final model
output using the softmax function. Softmax generates a probability distribution over &k pos-
sible outcomes (Goldberg, 2015). For x = {x1, ..., z; } where k corresponds to the number
of classes in a classification task:

evi
softmax(x;) = m (2.35)

The output is a vector of real valued, non-negative numbers. Each element in vector
z is normalised in turn such that the resulting numbers all sum to 1 and can be treated as a
probability distribution over possible class labels. Softmax is typically applied in conjunc-

tion with cross entropy loss training objective (section [2.6.3.6| below).

2.6.3.5 Forward Propagation

Information in an ANN is propagated through each layer of the network from input to out-
put. This process is known as forward propagation and is used to infer model outputs for
new unseen data and is also the first step in the process of training an ANN. Here we illus-
trate this process using the the FFN illustrated in Figure [2.14] with an input layer, a single
hidden layer consisting of h neurons and an output layer with dimensionality corresponding

to the number of classes depicted in y (in this case 2 classes).
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Neurons in each FEN layer have the same input dimensionality and activation func-
tions which means that parameters for each layer can be efficiently grouped together into
single tensors and forward propagation can be efficiently calculated using a single lin-
ear algebra equation per layer. A sample input, encoded as n-dimensional vector x =
Z1,%2,X3...Tn, is passed into the network. The n x h dimensional matrix W; controls the
strength of the connections between each input dimension n and each corresponding neuron
in the ANN’s hidden layer. Likewise, a vector by also contains the learned bias terms for
each neuron. To begin with W; and b; are randomly initialized but these parameters are
tuned and learned via back propagation (see below).

In the first step, intermediate output from hidden layer 1 (h,,;) is generated by
applying the neurons in the hidden layer to input x as follows. We generalise and extend

the equation [2.34] such that it can be applied in parallel to all neurons:

hou = g(xW1 +by) (2.36)

We next propagate the intermediate output h,,; through the output layer. The out-
put of this model is a 2-dimensional vector representing the probability distribution p(y|x)ﬂ
We multiply the intermediate output h,,,; with weights W5 and apply the softmax transfor-

mation function to the final output of the model:

y' = softmax(hoyWo) (2.37)

We can describe the whole FNN by combining equations and together:
y' = softmax(g(xW1 + b1)Ws) (2.38)

2.6.3.6 Training & Backward Propagation

Training an ANN involves propagating information forward through the network (section
[2.6.3.5), comparing the output of the network to the true output and then propagating the
amount of error caused at each stag in the process back to each layer in the network and
incrementally updating the associated weights and biases (section [2.6.3.1). This process
relies heavily on differential calculus, allowing us to find the gradient of the output with
respect to each model parameter.

Here we illustrate a single back propagation step for input = using the FFN de-
scribed in section[2.6.3.2] First we forward propagate the input 2 through the network and
generate ¢’ as described in equation Next we calculate the loss or error generated by
the network. We use a loss function (section to describe the difference between
y, the true label according to the dataset and 3/, the predicted output from the model. We

Tastute readers will have noticed that a more efficient way to represent this problem would be to use a single
sigmoid output and thresholding as described above
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use Categorical Cross-Entropy loss (sometimes referred to as the negative log likelihood
(Goldberg, 2015)) which provides a probabilistic interpretation of the softmax output from
[2.6.3.5| which is a probability distribution over two possible classes.

Lop(y,y) = > vilog(y)) (2.39)
Yy

We next use Stochastic Gradient Descent (SGD) to make a small update to the
weights in the model based on the error E = Leog(y',y) and its gradients with respect to
each weight parameter g—f‘, in the model (LeCun et al., |1998b):

SE
W=W-— <o YW e [Wi, Wy b (2.40)

Parameter n € [0, 1] is a learning rate hyperparameter limiting the extent of each
model weight update per iteration that is typically decreased with every iteration ¢ of back

propagation e.g:

ne = no(1 + noAt) ! (2.41)

Where 1) is the initial value identified with a small training sample and A is an
additional hyperparameter (Goldberg, 2015; Bottoul 2012).

We repeat this process for all values z,y in the training set, gradually updating
all weight parameters in the network and reducing the error E with each iteration. Often,
training is done on mini-batches containing multiple training pairs (g, Yo, 1, Y1--Tn, yn)ﬂ
and the training error is averaged per mini-batch. This approach is computationally efficient
and by randomly shuffling the training set into batches we introduce noise into batches
which may allow the iterative gradient descent process to escape local minima (LeCun
et al., [1998b).

A number of extensions and improvements to SGD have been proposed in recent
years. Current SOTA training regimes often use RMSProp (Hinton et al.,2012) and ADAM
(Kingma and Bal 2017) which provide automated strategies for adjusting the learning rate
per mini-batch which often simplifies the need for manual learning rate tuning (Goldberg}
2015)).

A single complete iteration over all samples in the training dataset is called an
epoch. The number of epochs that the model is trained for and when to stop training is
another hyperparameter that can be set through empirical experimentation. A common
strategy is to use the validation set (see section [2.4.1)) to evaluate the network’s current per-
formance at the target task after every epoch to see if model is adequately fit. Stagnation or
reduction of a model’s performance after training is a sign that the model is beginning to

overfit on a task and that training should stop. Often, practitioners will keep snapshots of

81 is often a small power of 2 e.g. 2,4, 8, 16, 32 because this facilitates efficient memory allocation on the
GPU
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model weights after each epoch and save those that correpond to the highest model perfor-

mance on the validation set as the ‘best’ model.

2.6.3.7 Loss Functions
Common Classification loss functions for training neural networks are:

» Categorical Cross Entropy as outlined above in equation [2.39] provides a mea-
surement of how different two probability distributions are from each other which is

particularly useful when working with softmax outputs.

* Binary Cross Entropy or log loss measures the similarity between two binary dis-
tributions and is described in equation [2.32] for training logistic regression models.
Logistic regression models can be considered a special case of FNN with a single

hidden layer and a sigmoid activation function.

* Hinge Loss is the same loss function as used in SVM classifiers (section [2.6.2)).
Hinge loss assumes that y € {—1, 1} and is defined as Lpipge = max(0,1 —y - y/').
Loss is 0 when y and ' share the same sign and |y| > 1 (Goldberg, 2015).

A common Regression loss function for training neural networks is Mean Squared Error
(MSE) where:

lyl
1
Linse = 1 > (i — )’ (2.42)
=1

2.6.4 Convolutional Neural Networks (CNNs)

Convolutional Neural Networks (CNNs) are a special class of ANN commonly applied in
image processing. Whilst we do not directly make use of CNNs in our work, convolutional
layers are used within other models that we discuss in this thesis. CNNs were first intro-
duced by [Fukushimal (1980) and LeCun et al.| (1998a) and more recently popularised by
AlexNet (Krizhevsky et al.,2012) in the era of deep learning.

CNNss are inspired by the way that visual cortexes work in the brains of vertebrate
animals (Fukushimal |1980). As opposed to FFNs, neurons in a convolutional layer are con-
nected only to small region of the input (known as the receptive fields), allowing partial
processing of the input without the need to learn to compensate for unrelated noise. All
regions of the input are covered by overlapping receptive fields to maximise the chance that
one or more fields capture relevant information. CNNs typically connect many convolu-
tional layers together to produce a hierarchy of intermediate representations with increas-
ing levels of abstraction and complexity (for example an image classifier’s first layers may
contain neurons that map raw pixels into features like eyes, nose, seceding layers may see

eyes and nose in the same receptive field and learn to identify faces).
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With each layer in the network, CNNs progressively combine information from
neighbouring receptive fields into increasingly dense representations with some data nec-
essarily lost at each stage. This makes CNNs particularly well suited to identifying rela-
tionships across neighbouring regions of inputs more likely to struggle with long distance
relationships between non-neighbouring regions.

In NLP, CNNs can be used to process text by assigning receptive fields that corre-
spond to words or characters with subsequent layers learning to combine these features into
phrases and sentences. They have been shown to be useful for generating word representa-
tions for previously unseen words based on character-level inputs (Peters et al.,|[2018al) and
have been used in popular NLP library spaCy (Honnibal and Montani, |2017) to complete a
variety of downstream tasks. CNNs often struggle to learn complex and long-distance de-
pendencies between words, necessitating the use of recurrent architectures (section [2.6.5))
and Transformer-based models (section [2.6.8.2). However, CNNs can be used to augment
these latter models to improve overall model performance (Hassan and Mahmood, 2018;
Peters et al.,|2018a)).

2.6.5 Recurrent Neural Models

Traditional formulations of ANNs such as the FFN described above support only limited
representations of sequential data. Textual data, which is inherently sequential, can be
represented in an FFN as a variation of BoW (section or as a mean vector (sec-
tion [2.5.6.3)) but word order cannot be preserved in either case. Recurrent neural networks
(RNNG5) are a general class of neural architecture that solve this problem by allowing the
network to process a sequence of inputs in order. To facilitate this a single RNN layer ob-
serves a sequence of input vectors Xg, ..., X, of length n one after another, and combines
them with an internal variable s which is used by the model to store state information relat-
ing the sequential inputs together as illustrated in Figure

X Xt Xt+1 Xt+2 Xt+n

A 4 l l l l
5| RO l:> —st1» RO [—s>» RO —su1» RO [-sun® RO

RNN Unrolled
over time

h h'¢ U] Mz . NWun

Figure 2.15: An example of a recurrent neural network (RNN) with unrolled representation
on the right. At timestep t the input z; and previous state s;_1 are processed together by the
cell and produce intermediate hidden output h;.

For each element x, the RNN layer produces a corresponding intermediate output
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0 ---hl, which may then be passed through to subsequent layers (e.g. dense layers as
described in section [2.6.3.2) for use in downstream tasks. Commonly the final state from
the layer h/,, which is the result of processing all preceding inputs X, ...X,_1 is used as
the input to a fully connected layer that carries out the classification or regression task of
interest e.g. v’ = softmax(Wh' + b)

The model requires an initial state sy to combine with the initial input xg in the RNN
layer. In practice, is usually initialized randomly or with a constant value. Subsequently,
for each time-step ¢ in the input sequence, X; is passed into the RNN along with state s;_1
and outputs s; and h}, are generated.

The general RNN function is defined recursively in equation[2.43]and makes use of
two internal functions: R which maps the previous state and the current input step onto a
new state and O which maps the current input state (as generated by R) onto an intermediate

output.

RN N (so,X1.,) = S1:n, 0.,
st = R(s¢—1,X¢) (2.43)
h; = O(st)
Below we discuss two RNN implementations: the Simple RNN (section [2.6.5.1)
which provides a simple baseline implementation of the R and O functions above and

LSTM (section [2.6.5.2)), a widely used, powerful, sequential model for encoding long dis-

tance dependencies e.g. when the first and final words in a sentence are related.

2.6.5.1 Simple RNN (SRNN)

The seminal Simple RNN (SRNN) formulation proposed by [Elman| (1990) and modified
for text processing by [Mikolov| (2012) takes the form:

st = Rsrnn(St—1,%¢) = g(xW* +5;_1W* +b)
h; = OSRNN(St) = St (2.44)
s, h) € R x, € R% W7 € R%>dn W7o g Ribsxds

Weights W*, W* and bias b are randomly initialised and learned during training. sq
is randomly initialized. tanh and ReLu are commonly used as the activation function g(z)
(see section[2.6.3.3).

Despite this model’s simplicity, it provides good results for sequence tagging and
language modelling tasks (Goldberg, 2015; Mikolov, 2012). However, one of the main
drawbacks of SRNNS is that their performance quickly degrades for long input sequences

for two reasons (Bengio et al., [1994):

1. RNNs are more capable of encoding information about recent inputs in their state and

may ‘forget’ about inputs much earlier in the sequence meaning that long term depen-
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dencies between words may be lost - e.g. for a next word prediction task “sky” would
be easy to predict in the context “not a cloud in the” but much harder in the context
“Commercial jets have wings and are normally powered by jet engines which... The

wings help it to stay in the”;

2. The vanishing gradient problem, which is caused by back-propagation through a large
number of time steps since the gradient gets smaller after every round of differentia-
tion with respect to the previous layer. This would also be a problem for exceptionally
deep FFNs (which is what an RNN looks like when you ‘unroll’ it);

2.6.5.2 Long Short-Term Memory (LSTM)

Long Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, [1997) is a type of recur-
rent neural network which aim to solve the problem of long term dependencies outlined in
section[2.6.5.1]above. We do not directly use LSTMs in this thesis. However, we briefly dis-
cuss them here as an example of a more powerful RNN architecture which has significantly
influenced how NLP practitioners model sequences of text.

LSTM cells are an extended and slightly more complex version of the neuron used
in FENs (section [2.13)). Like neurons in SRNNs, LSTM cells recurrently pass state infor-
mation C to themselves as they operate on a sequential input Xl’m,tﬂ However, LSTM
cells also contain separate functions or ‘gates’ that allow them learn to conditionally store
and retrieve information over a large number of time-steps. A forget gate governs the ex-
tent to which historical information is retained. An input gate governs the extent to which
current input x; affects or modifies the cell’s state and an output gate governs the extent to
which the current state changes the intermediate output hy. These gate mechanisms allow
LSTM cells to preserve long term dependencies between time steps by controlling when
information is added or removed from the state variables and reducing the diluting effect of
simply multiplying each input with the previous state as in SRNN.

For a more thorough mathematical definition of LSTM architectures, we direct the
reader to Chris Olah’s LSTM blog postﬂ

2.6.6 Multi-Layer RNNs

As discussed in section above, RNNs are less effective at encoding relationships be-
tween distant inputs, even despite improvements offered by the LSTM architecture (above).
One way to overcome this problem is to stack and concatenate a forward RNN layer and an
RNN that processes the input sequence in reverse order such that each intermediate output

contains information relating to recently encoded inputs at the beginning and end of the se-

°the dimensionality of which is a hyper-parameter configured as part of the model development workflow
discussed in section [2.6.2]
Ohttp://colah.github.io/posts/2015-08-Understanding—LSTMs/
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quence. This approach has been shown to provide improved model performance (Goldberg,
2015)) for a number of text processing tasks.

A common configuration in NLP is the bi-directional LSTM or bi-LSTM which
serves as the basis for ELMo contextual embeddings (as discussed in section[2.5.7.1)). In this
configuration two LSTM cells are stacked on top of each other, one that processes sequence
X¢:.+n, forwards through time (i.e._;axamining each element in sequence Xg, X1, ..., Xp—1, Xp),
producing intermediate outputs h’;.; 1 ,,, and another that examines eac& step in the input in
reverse order (i.e. X,,,X,,_1, ..., X1, Xg) producing intermediate outputs h’;.; , ,. Intermediate
outputs from the two layers are then concatenated together to produce a joint intermediate

output which can be used for downstream tasks h} = [h’; h’y].

2.6.7 Encoder-Decoder

The cat mat <EOS>

RNNenc RNNenc

RNNgne RNNenc RNNenc

Y

Y

{ | | l |

RNNdec

RNNdec RNNdec RNNdec RNNdec

\ 4
Y
Y
Y

Le chat tapis <EOS>

Figure 2.16: An Encoder Decoder model which encodes an English phrase into ¢ interme-
diate representation which is decoded into French.

The Encoder-Decoder architecture provides a framework for building RNN mod-
els that transform or translate an input into a new output via a latent intermediate encod-
ing. The Encoder-Decoder architecture was originally proposed to facilitate neural machine
translation (Cho et al., 2014; |Sutskever et al., [2014; Goldberg, 2015)) but also offers a useful

general architecture for a number of other NLP and non-NLP taskss (for example, Image
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Captioning in which a model encodes an image into an intermediate representation which
is decoded into a description of what was in the image [Parikh et al.| (2020)).

The general Encoder-Decoder architecture consists of two components that are con-
nected together: the encoder receives the raw input x and encodes it into an intermedi-
ate context vector ¢. Then, the decoder receives the intermediate vector ¢’ and translates
it into an intermediate output h which is usually consumed by subsequent output layers
and mapped to a final classification or regression output y’. Encoder-Decoder models are
usually conditioned on sequences of inputs and outputs and the encoder and decoder are
therefore usually RNN components. However, ¢’ is normally a single vector requiring the
encoder component

The model works by comparing the decoder-generated output sequence with the
true output sequence and back propagating error through the entire network and updating
all weights including those for the encoder. Some language modelling tasks such as ma-
chine translation, the length of the generated sequence may differ from that of the input
sequence e.g. “how are you?” — “Ca va?”. Therefore, language model decoders are of-
ten conditioned to predict a special end of input token, <EOS> at the end of a sequence.
Then, if during network inference <EOS> is predicted as the most likely next token, the

generation process may be halted.

2.6.8 Attention & Transformers

Even bi-LSTM layers can struggle to model relationships between inputs in very long se-
quences, particularly if those two inputs are very far apart (for example, there is a useful
grammatical relationship between words at the beginning and end of a long sentence or
short paragraph). The Attention mechanism (Bahdanau et al., 2014) was originally formu-
lated as a way for decoders (section[2.6.7) to take into account the full input sequence x and
learn to focus on the most important parts of the input during generation of outputs.

In an Encoder-Decoder network, the entire sequence of outputs hy, ..., h/ is gen-
erated by conditioning the decoder on ¢, often the final state of an LSTM layer as in the
example in Figure This can provide an information bottleneck since the model must
learn to encode all the information it needs to produce the output sequence in a single vector
and, as stated above, this is exacerbated for longer sequences as the model must compress
more information into the context vector.

Attention mechanisms remove this information bottleneck by conditioning the de-
coder on the whole input sequence at each time step as illustrated in Figure 2.17]

Context vector ¢; is derived by ‘attending’ to the entire input sequence as a weighted

sum of encoder hidden states (or ‘annotations’ as described in|/Bahdanau et al.| (2014)). For
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Figure 2.17: An Encoder Decoder with an Attention mechanism which allows the decoder
to ‘attend’ over all inputs during generation of each output.

an encoded sequence h’ with length n:

n
C;, = Z Ozijhg (2-45)
j=1

The weight «;; of the annotation/hidden state is computed by applying an FFN with
softmax output (section|2.6.3.4) to the intermediate output h’; and the previous hidden state

of the decoder, s;_1:

aij = softmax(FFN (s;_1,h})) (2.46)

The parameters for this FFN are jointly learned through back propagation of the
encoder/decoder model.

2.6.8.1 Comparing Attention and Convolutional Neural Networks

In section [2.6.4] we briefly discussed CNNs which learn to combine low level feature data
from small, overlapping regions of the input data into more abstract complex features. At-
tention mechanisms serve a similar purpose, aggregating information from different regions
of an input sequence in order to learn complex relationships and dependencies between
them. However, the two mechanisms are quite different in practice.

CNNs are most effective at identifying relationships between neighbouring inputs

e.g. pixels in the outline of a car, phrases in a sentence or characters in a word. They do
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this by progressively pooling or combining information from receptive fields within each
subsequent CNN layer which also has the effect of reducing the amount of information
available. Long distance relationships between inputs are unlikely to be identified by CNNs
unless it is deep enough that they appear in the same receptive field which may come with
the trade off of significant information loss.

On the other hand, attention mechanisms allow models to carry out pairwise com-
parisons of all inputs without any data loss allowing them to learn to characterise both short
and long distance dependencies between input elements. However, this flexibility comes at
the cost of significantly increased computational complexity which increased quadratically

with the length of the input sequence.

2.6.8.2 Transformers

Building on the success of the encoder-decoder-with-attention architecture, [Vaswani et al.
(2017) proposed the Transformer. This architecture removes RNN layers, instead directly
passing in the full input sequence and applying attention mechanisms directly to densely
connected layers. The primary motivation for this is improved computational throughput;
GPUs facilitate parallel computation of large-scale tensor operations (e.g. matrix multipli-
cation) but the calculation of an RNN’s current state s; depends upon each previous state
s¢—1 which limits the parallel processing of a given input sequence. By removing the RNN
and the recursive dependencies between inputs, network propagation can be accelerated
through parallelisation.

Transformer Architecture The original formulation of the Transformer follows the gen-
eral encoder-decoder pattern (as described in section[2.6.7)) and they consist of an encoder
block and a decoder block (Figure 2.18]a). Encoder blocks consist of 6 identical stacks of
multi-head attention mechanisms that feed into fully connected FFNs and then a normali-
sation layer. Decoder blocks have the same architecture except for the addition of a third
layer that performs attention over the output of the encoder stack. Transformers can also be
used in an encoder-only configuration as shown in (Figure [2.18]a) - this is the form used by
BERT (Devlin et al., 2019).

Positional Encoding In lieu of inferred positional context learned by an RNN, information
about the position of each input in the sequence, designated Positional Encoding (PE), is
provided by adding sine and cosine waves to the inputs before they are fed into the attention

model, depending on their offset in the sequence:

PE( 9;) = sin(t/ 100002/ dmodet ) i
PE2i41) = cos(t/lO()()oQi/dmodez) .

Where t is the input time offset, ¢ is the dimension in the embedding and d,;,o4e; 1S the
number of dimensions output by the transformer block. [Vaswani et al.| (2017) use 10,000 as

the denominator to support a large number of unique PE values by cycling slowly through
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Figure 2.18: A transformer block

o

the , supporting long input sequences. The cycle over the sinusoidal wave forms. A more

detailed and intuitive explanation of how this works is offered by [Kazemnejad, (2019).

Scaled Dot-Product & Multi-Head Attention [Vaswani et al. (2017) generalise the def-

inition of attention as mapping a query and a set of key-value pairs to an output where the

query, Q, keys K and values V are all vectors with respective dimensionalities dg, dj, d,, for

sequence with length 7"

Attention(Q, K, V) = softmazx(

QK”
NG

WV

Q c RTqu,K c RTXdk,V e RTXdU,

(2.48)

This formulation of attention, known as Dot-Product attention is shown to be faster
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and more space-efficient in practice (Vaswani et al. 2017) than the additive attention ap-
proach proposed by |[Bahdanau et al.[(2014) (see above). The variables Q, K and V contain
different data depending on the task at hand. In the Encoder block, the input is used for all
three. This is known as self-attention (Vaswani et al.,[2017) and it allows the model to learn
how best to attend to items in an input sequence with respect to other items in the sequence
(for example, learning grammatical relationships between words). In the decoder block, Q
comes from the output of the encoder block and K and V are the outputs generated by the
decoder so far.

The model’s statistical performance can be further improved by allowing the trans-
former to learn to apply multiple attention operations to different subsets of the input in
parallel. This is known as Multi-Head Attention. Each attention head learns to attend com-
plementary subsets or ‘views’ of the input sequence and the resulting attention outputs are

concatenated together for downstream processing. For a model with h attention heads:

MultiHeadAttention(Q, K, V) = [heady; ...; head;,]W°
head; = Attention(QW?, KWK VW) (2.49)

WO c thv Xd, WZQ c Rdmodel XdQ , W’LI< c Rdmodel xdg , W’}/ c Rdmodel xdy

Feed Forward The third part of each transformer block is a standard FFN with two fully
connected linear transforms. These layers are applied to the full sequence of attention
outputs which typically use the ReLu activation function (section [2.6.3.3).

Add & Norm Finally, the add and norm blocks in the transformer provide model normal-
isation and stabilise training. Additive Residual connections proposed by He et al.| (2015)
reduce the risk of vanishing gradients and Layer Normalisation proposed by Ba et al.|(2016)
normalises activities of the neurons in each layer, helping to reduce training time and en-

courage faster convergence.

2.7 Transfer Learning & Neural Language Models

Transfer learning, the ability to apply a model trained on one problem to a different but
related problem is not a new concept. Early transfer learning work dates back to the mid
1970s (Bozinovski, 2020). Techniques such as domain adaptation (Farahani et al., [2020)
can be applied to a range of classical machine learning algorithms (e.g. SVM, section
[2.6.2). However, the advent of deep learning has made neural transfer learning much more
practical and accessible. As a result, transfer learning has become ubiquitous in mod-
ern Natural Language Processing with authors adapting general purpose language models
such as BERT (Devlin et al., 2019) (section [2.5.7.2)) and BERT-like derivatives to achieve a
plethora of state-of-the-art results across numerous NLP tasks (Cattan et al.,|2020; |/August
et al., [2020; [Wright and Augensteinl, 2021 Joshi et al., [2020; Brack et al., 2021)).
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A typical neural transfer learning workflow involves taking a Pre-trained Language
Model (PLM), and extending it by adding additional, task-specific parameters such as new
randomly initialised dense layers (section[2.6.3.2)). The whole model is then trained on the
new task and both new and existing weight parameters are adjusted accordingly via back-
propagation. Models are usually trained with a reduced learning rate (section [2.6.3.6) to
avoid changing the PLM weights so that they no longer generalise well to new datasets,
known as catastrophic forgetting.

Another strategy employed to avoid catastrophic forgetting is the use of Neural
Adapter layers. Neural Adapters are additional intermediate layers of parameters that are
added between layers in pre-trained models and fine-tuned on a specific task while the pre-
trained layers are kept frozen (Houlsby et al, 2019). This allows the model to learn task
specific weights in the additional layers whilst removing the risk of catastrophic forgetting

in the original PLM layers.

2.7.1 Few-Shot & Neural Transfer Learning

Few-shot learning is a special case of supervised machine learning (section [2.1.T)) where
only a limited number of labelled training and testing instances (x, y) are available. Given
the expensive and time-consuming nature of labelling training data, the ability to create
accurate machine learning models from a small amount of data is particularly useful. Like
transfer learning in general, state-of-the-art performance in few-shot learning settings has
improved significantly in recent years thanks to the advent of deep learning and PLMs
(Wang et al., [2021).

There are a number of strategies and techniques for few-shot learning which are
described in detail by [Wang et al.| (2021). However, in this thesis, we primarily make use
of few-shot learning via transfer learning, pre-training PLMs to complete related tasks and
then fine-tuning them using smaller datasets to complete a primary task of interest. In
some cases we make use of multiple stages of transfer-learning to this end. For example,
In chapter [§] we start with a pre-trained RoOBERTa model (a BERT variant by [Liu et al.
(2019a), see section , fine-tuning it on a large co-reference resolution (section [2.8])
dataset and then fine-tune it again on our novel task.

2.8 NLP Tasks Relevant To This Work

In this section we describe a number of common NLP tasks that we make use of in the

course of this thesis.
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2.8.1 Text Classification

Text classification is a special case of general machine learning classification (section [2.T)).
Given a string of text = (which depending on the setting may be a document, a paragraph,
a sentence or even shorter) we aim assign to it a label y from a set of possible labels L. A
common case of text classification is email spam detection in which messages are labelled

as spam or not spam.

2.8.1.1 Sequence Classification

Sequence Classification is a special case of classification in which we aim to assign every
element in a list of inputs zg, x1, ..., x, a corresponding label yg, y1, ..., yn. It is used in
cases where relationships exist between inputs that provide useful context for the predic-
tion of successive steps instead of modelling each output as an independent classification

problem.

2.8.1.2 Named Entity Recognition

Named Entity Recognition (NER) is a sequence classification task in which each word in
a text is labelled according to whether or not it belongs to a noun-phrase that relates to
a Named Entity (anything that can be referred to with a proper name such as a person, a
geographical place or an organisation (Jurafsky and Martin, 2009)). Named Entities can
serve as useful contextual anchors for other NLP tasks - for example, we might want to find
all news articles that mention a particular person or organisation, or we may wish to find all

film reviews that mention a particular actor in a negative light.

2.8.2 Co-reference Resolution

Co-Reference Resolution is the task of recognising whether mentions of a named entity,
noun or noun phrase in a document refer to the same entity (i.e. whether they are co-
referent). It can resolve inconsistent surface forms of an entity (e.g. “Joe Biden made a
speech... Later, President Biden said...”) and anaphoric references (“Bob wished he had
his umbrella. He was soaked through”). Co-Reference Resolution can be expressed as a
pairwise operation on two named entities z1, 2 and their corresponding document contexts

C1,C2:

y = p(x1 = z2|c1, c2) (2.50)

We describe the two flavours of co-reference resolution explored in this thesis below.
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2.8.2.1 Intra-Document Co-reference Resolution

Intra-Document Co-Reference Resolution (IDCR) is used to identify co-referring mentions
of entities within the same document. Intra-document co-reference resolution is a well un-
derstood task with mature training data sets (Weischedel et al.l [2013) and academic tasks
(Recasens et al.,[2010). The current state-of-the-art model by [Joshi et al.| (2020) is based
on work by |[Lee et al| (2017, 2018) and uses a modern BERT-based architecture. Com-
paratively, CDCR, which involves co-reference resolution across multiple documents, has
received less attention in recent years (Bagga and Baldwin, [1998} Rao et al., 2010; [Dutta
and Weikum, 2015} Barhom et al., [2019). The model constructed by |Cattan et al.| (2020)
jointly learns both entity and event co-reference tasks, achieving current state-of-the-art
performance for CDCR, and as such provides a strong baseline for experiments in CD>CR.
The models of both (Cattan et al.| (2020) and [Barhom et al.| (2019) are trained and eval-
uated using the ECB+ corpus (Cybulska and Vossen, 2014) which contains news articles

annotated with both entity and event mentions.

2.8.2.2 Cross-Document Co-reference Resolution

Cross-document co-reference resolution (CDCR) is the task of recognising co-referring
mentions of the same entity across multiple documents. CCDCR is harder than IDCR and
the difficulty scales with the number of documents.

CDCR is a useful NLP process that has many downstream applications. For ex-
ample, CDCR carried out on separate news articles that refer to the same politician can
facilitate inter-document sentence alignment required for stance detection and natural lan-
guage inference models. Furthermore, CDCR can improve information retrieval and multi-
document summarisation by grouping documents based on the entities that are mentioned

within them.

2.8.3 Information Retrieval

Information Retrieval (IR) is the task of identifying and retrieving relevant information
from a collection of documents based on a given query. An example of a widely-known
information retrieval system is the search engine which uses a set of keywords entered by
the user as a query and surfaces relevant web pages that ideally contain the information that
the user is are interested in. Information Retrieval depends upon many of the document
representation techniques discussed in section [2.5.1] Readers are directed to[Manning et al.
(2009) for an in depth introduction to and discussion of information retrieval concepts.

2.8.4 Semantic Textual Similarity

Semantic Textual Similarity (STS) deals with determining how similar in meaning two

texts are (as opposed to other types of similarity such as thematic similarity). STS is a well-
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defined task with popular annual workshops (Agirre et al., 2012; Marelli et al., 2014b).
Current state-of-the-art models successfully measure semantic similarity within the context
of these purpose-built corpora (Subramanian et al., 2018)). STS often takes the form of a
scoring/regression task where pairs of texts or documents are assigned a score from 1 to 5
depending on the degree of similarity between them and is usually carried out at sentence

or phrase level.

2.9 Conclusion & Summary of NLP & ML Activities in this
Thesis

This chapter has outlined a range of working patterns, tasks and computational techniques
that can be applied to natural language and provided detailed descriptions of a range of
machine learning models and neural architectures commonly used in NLP. The material
covered in this chapter should have prepared the reader for the following NLP and Machine

Learning activities:

* We use Linear and Support Vector Regression for predicting different types of scien-

tific impact in Chapter 4}

* We make use of Support Vector Classifiers when we predict whether news articles are
relevant or spammy and we apply information retrieval techniques to find scientific

papers that are potentially related to news articles in Chapter 5]

* We explore a range of text and document representations and corresponding similar-
ity metrics to carry out information retrieval experiments that identify corresponding

pairs of news articles and scientific papers in Chapter [6]

* We use bag-of-words, word2vec, GLoVe and BERT embeddings to identify which

parts of scientific papers are discussed prominently in news articles in Chapter[7}

* We train a RoBERTa-based CDCR algorithm to identify co-referring mentions of

entities between news articles and scientific papers that they discuss in Chapter g

* We train a series of few-shot learning regression models to identify and quantify

scientific impact in news articles and scientific papers in Chapter[9]
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3

A Background in Scientometrics & Scientific Impact

“Science, my lad, is made up of mistakes, but they are mistakes which it is useful to
make, because they lead little by little to the truth.”
Jules Verne

Scientometrics is the quantitative study of science, communication in science and
science policy (Hess and Hess|, 1997} |Leydesdorft and Milojevic, 2013)). Modern sciento-
metrics was pioneered in the 1950s by Eugene Garfield who devised the Science Citation In-
dex (SCI), an interdisciplinary index of citations which Garfield used to calculate a number
of scientific impact metrics based on citations accrued (Goodwin and Garfield, [1980). The
field has now evolved to encompass a range of methods and metrics for quantifying scien-
tific outputs, many of which are used ubiquitously for evaluation purposes within academia.
Scientometrics relates specifically to texts (i.e. scientific papers and related documents) as
empirical units of analysis as opposed to fields like “sociology of science” which focuses
on the individual behaviours of scientists in their laboratories (Leydesdortt and Milojevic,
2013)).

The recent exponential growth of scientific publications and focus by academics on
collaborative work (Bornmann and Mutz, 2015)) have motivated the need to better measure
scientific impact. Scientists wish to better understand their own outputs and how they work
can benefit the academic community and wider society and to find new opportunities for
collaboration. Likewise, funding bodies, both private and public, increasingly want to un-
derstand where their support is likely to yield the biggest returns and now expect research
scientists to plan for and demonstrate the impact of their work as part of their grant appli-
cation process.

There are numerous ways that scientific work can have impact on the world around
us and likewise, many ways for us to measure this impact. In this chapter we focus on
research questions RQ1.1 and RQ1.2 (section[I.2)) as we explore current, widely used met-
rics for measuring scientific impact. We categorise scientific impact into two broad classes

which we describe in detail along with metrics for quantifying impact below.

3.1 Academic Impact

Academic Impact refers to the influence that that scientific research has within the academic
sphere. For example, the contribution of novel theories, methodology, data set or models
that are widely used or that enable or inspire new works. Academic Impact metrics are often

used to rank scientific journals in terms of which ones are most likely to allow a scientific
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work to reach a broad audience and become impactful in its own right. Over recent decades,
starting with Garfield’s experiments on his SCI data set (Goodwin and Garfield, [1980), aca-
demic impact has most frequently been quantified in terms of citations received. However,
the rise and prevalence of internet publishing and academic use of social media has also led
to the development of alternative metrics (or ‘altmetrics’) for quantifying academic impact.
Altmetrics are typically data driven, using data from social media interactions and natural
language processing to quantify academic impact in new, more granular ways. In this sec-
tion we describe and compare some of the most commonly used of these academic impact

metrics.

3.1.1 Citation-based Metrics

Citation-based impact metrics are built upon the intuitive assumption that people whose
work receives more citations have had more impact (and likewise journals that receive more
citations are more impactful and desirable to publish in). Citation-based metrics can be ag-
gregated and used to quantify research success at individual, departmental and institutional
levels. Citation-based impact metrics are the most prolifically used impact metrics used
in the academic community today, often used by university departments to rank academic
outputs as a deciding factor in career progression and tenure applications (Leydesdorff and
Milojevidl, 2013).

3.1.1.1 Journal Impact Factor (JIF)

Journal Impact Factor is one of the original citation-based impact metrics defined by|Garfield
(2006). The metric ranks scientific journals in terms of the mean number of citations of ar-
ticles published in the last two years in a given journal. Garfield originally calculated JIF
annually using his SCI data set but this is now done by a private company Clarivate ﬂ There
are a number of other providers of JIF and similar, journal-level metrics. Most charge for
their data but some, such as Elsevier, provide free access to JIF datzﬂ

Whilst journal level metrics like JIF do provide some insight into the relative suc-
cess of academic journals, they cannot be used to meaningfully understand the individual
contributions of institutions or scientists. JIF-style metrics are also highly susceptible to
skew from successful or unsuccessful outlying papers and since data is usually reported at
a high level, it is often impossible for an observer to rationalise or indeed reproduce scores
independently (Rossner et al., 2007). Additionally, research has found JIF and h-Index can
be manipulated through self-citation (Meho, 2007; Bartneck and Kokkelmans), 2011).

"https://clarivate.com/
https://www.scopus.com/sources
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3.1.1.2 Citation Count & h-index

A common way to evaluate an individual scientist’s academic contributions is to simply
sum the number of citations that they have received or to take the mean of their citations-
per-publication. However, these are crude measures that are often skewed by outlying data
points and may be more representative of individual papers than an academic’s full back-
catalogue of work. For example, a researcher who has a large number of lesser known
publications but who has a single breakthrough project which is widely publicised and cited
could end up with a high mean citations-per-publications count.

Hirsch’s h-Index is an author-level metric that is able to distinguish between fre-
quent strong publishers and publishers with a few exceptionally popular papers. h-index is
defined by Hirsch so that “a scientist has index h if h of [their] IV, papers have at least 1
citations each, and the other (N, — h) papers have no more than h citations each." where
N, denotes the number of papers that they have published (Hirsch, 2005). This means that
an author can only achieve an h-Index of 50 if they have published at least 50 times and 50
or more of their publications have at least 50 citations each. A number of improvements
and variations to h-index have been proposed including g-index (Egghel 2006) which al-
lows highly cited papers to bolster low-cited papers as part of an author’s overall score and
110-index, used by Google Scholalﬂ which simply counts how many of an author’s papers

have more than 10 citations.

3.1.1.3 Mean Normalised Citation Score (MNCS)

The accumulation of citation and conventions for when and why a work should be cited vary
significantly across different scientific fields (Mcallister et al., 1983; Waltman, 2015). More
recent works can also expect to receive more citations as the number of new publications,
and thus the probability of being cited by one of them, increases exponentially (Bornmann
and Mutz, 2015)). Therefore, whilst the simplistic strategy of counting a paper or author’s
citations and comparing this sum with the total number of citations that their peers received
may seem attractive, it does not yield a fair comparison across different fields of study or
indeed over different periods of time.

Mean Normalised Citation Score (MNCS) is a metric designed to facilitate cross-
discipline comparison of citation outputs by normalising for year of publication and sci-
entific sub-field. The “expected" number of citations for a given paper is determined by
taking the mean of citations for papers in the same field published in the same year. The
MNCS value is the ratio of the actual number of citations a paper received in comparison to
the “expected” citation count (Waltman, |2015)). An author’s overall contribution could be
calculated by taking the average of their MNCS scores for all of their papers. However, this

approach is still prone to skew from papers that are exceptionally popular (with respect to

*https://scholar.google.co.uk/
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their field and year of publication) and thus it is very difficult to differentiate between au-
thors who have many successful publications and authors who have one or two particularly

well known works.

3.1.2 Alternative Metrics (altmetrics)

Alternative metrics or “altmetrics” attempt to measure academic impact based on evidence
from the internet including social media and other relevant data sources (Priem et al., 2010;
Piwowar, 2013). In recent years, a number of systems that serve this purpose have been

proposed:

* Altmetric (https://altmetric.com) is an organisation which uses a publica-
tion’s online footprint (Twitter mentions, Facebook posts and shares etc.) to award it

an impact score |Adie and Roe] (2013)).

* Impact Story (https://www.impactstory.org/) is an online service that
provides a combined view of academics’ citations and social media footprint in order
to try to provide meaningful context around a person or institution’s academic im-
pact. The service generates profiles for researchers automatically using their unique
ORCID ID (Haak et al.,[2012) and “gamifies" scientific impact by awarding authors

with badges that represent milestones in impact.

* Semantic Scholar (http://www.semanticscholar.org/), whose primary
function is as a research search engine, also offers some novel features to enable
academic impact monitoring, such as citation importance classification (Valenzuela
et al.|[20154) and graphs of citation velocity (how many citations a work receives per

month) and acceleration (change in citation velocity).

* [McKeown et al.|(2016) explored using NLP technologies to extract information from
the full text of academic papers in order to track the prevalance of new technical terms
in the community, such as ‘microRNA’. Similarly Prabhakaran et al.|(2016)) use topic
models (section to track which contexts topics are used in over time.

Compared to the citation-based metrics discussed above, the data-driven approaches
provided by these systems can produce much richer contextual insight into how the impact
of scientific work propogates through the academic community and the framing of impact
generated. However, they rely upon up-to-date data concerning the works they are mea-
suring and recent studies have shown that altmetric data coverage varies significantly by
scientific discipline (Banshal et al.,[2019) and the systems can be gamed through the gener-

ation of false likes and mentions using ‘bots’ (Bornmann| 2014).
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3.1.3 Ciriticism of Academic Impact Metrics

The widespread use of citation-based impact metrics by the academic community for as-
sessing individual performance has faced growing criticism in recent years. The [European
Association of Science Editors| (2007) observed that academic institutions routinely and in-
appropriately use JIF to measure the productivity of individual researchers and their quality
of their work even though it is a journal level metric and cannot be meaningfully applied to
individuals. Likewise, Jorge Hirsch, creator of the h-index, has criticised the over-use of his
metric for assessing academic performance (e.g. use of h-index by academic recruiters to
screen job applicants) (Hirschl [2020). [Edwards and Roy| (2016)) argue that increased pres-
sure to publish and reduced funding can lead to unethical behaviour from scientists who
want to keep up appearance. Many of these issues are also applicable to altmetrics (Born-
mann and Haunschild, 2016} which (as discussed above) can also be gamed, potentially
leading to some of the concerning behaviours discussed by Edwards and Roy| (2016).

In response to the debate on when, where and how to use academic impact metrics, a
number of declarations such as DORAEI, the Leiden Manifesto (Hicks et al.,[2015]) and Hong
Kong Manifesto (Moher et al.,2020) have been written, advocating for the development and
use of broader, more inclusive methods for assessing research and reduced dependence on

traditional citation-based approaches (Overlaet, [2022)).

3.2 Comprehensive Impact

In contrast to academic impact metrics, we assign the name Comprehensive Impact to the
broad impact of scientific research upon society, culture, the economy, policy and the nat-
ural environment. Interest in these types of impact has increased in recent years leading
to the development of many new metrics (HEFCE, 2012} [2019; [Lane and Bertuzzi, 2010;
Steingard et al., 2022} Sgrensen et al., 2022). However, comprehensive impact can mani-
fest in many forms, often dependent upon the scientific discipline that it originated within.
Medical researchers may generate impact by saving lives with new treatments. Chemists
and engineers may generate impact by inventing new, efficient manufacturing processes
that save millions of dollars and reduce pollution. Understanding the extent to which such
works impact society would not be feasible without investments in large centralised data
collection processes.

The broad and fragmented nature of comprehensive impact presents a further chal-
lenge: impact generated within different scientific disciplines may not be directly compara-
ble. How can we directly compare lives saved directly by new medicines with money saved
and pollution reduced by improved manufacturing processes? Many recently-introduced
comprehensive impact metrics are specialised to a particular scientific discipline such that

cross-discipline comparison is not possible. For example, [Steingard et al.| (2022) propose

4https ://sfdora.org/
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measuring academic publications based on how well they align with the United Nations
Sustainable Development Goals which is a helpful metric but only provides a partial view
of scientific work through the lens of sustainability. Likewise, |[Sgrensen et al.[ (2022) pro-
pose a questionnaire-based metric with dimensions that are specific to the field of Occupa-
tional Health which may be inappropriate or irrelevant in other disciplines. Whilst building
a questionnaire for measuring performance in other disciplines is possible, questionnaires
from different disciplines would not be comparable.

There have also been some attempts at creating broad, cross-discipline comprehen-
sive impact metrics. However, these typically rely on centralised efforts made at govern-
ment level (Lane and Bertuzzi, |2010) and require the investment of significant human effort

(HEFCE, [2012)), limiting where and by whom they can be used as we discuss below.

3.2.1 Notable Comprehensive Impact Metrics
3.2.1.1 STAR METRICS

STAR METRICS (Lane and Bertuzzi, 2010) is a United States Government project aiming
to platform and tools that records where federal funds are invested in research and “offers
the scientific community the opportunity to be proactive and to augment anecdotes about the
value of science to the nation’s health, security, and economic vitality” (Largent and Lanel,
2012). The program was run by a consortium of federal government agencies including the
White House Office of Science and Technology Policy, the National Institutes of Health, the
National Science Foundation, the US Department of Agriculture and the US Environmental
Protection Agency (Topousis et al.,2010). It was primarily concerned with understanding

scientific impact in 4 key areas:

* Economic Growth - e.g. the number of patents files and spin-out businesses started

as a result of scientific innovation

* Workforce outcomes - e.g. how many students are hired into jobs relating to govern-

ment funded research programmes and spin-out companies

* Scientific Knowledge - e.g. academic impact measured through publication and cita-

tion counts

* Social outcomes - e.g. health and environmental outcomes that can be tied to scien-

tific funding.

At time of writing, STAR METRICS has been retired. However, a number of spin-
off projects have been created including USASpendinﬂ an open data platform that enu-
merates United States government spending on scientific grants.

5https ://www.usaspending.gov/
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3.2.1.2 Research Excellence Framework (REF)

The Research Excellence Framework (REF) is a United Kingdom Government-run assess-
ment system for evaluating the quality of research conducted at UK institutions designed
to highlight examples of good scientific research and to demonstrate examples of a variety
of different impact types through the publication of qualitative impact case studies (REF
2014} 2011; [HEFCE, 2019). REF is a centrally managed, labour intensive process which
executed once every 4 years. Research Disciplines are approximately divided up into 34
Units of Assessment (UoAs) and each university may prepare one submission per UoA per
round of assessment.

The framework measures three distinct elements:

* the quality of research outputs such as publications performances and exhibitions,
this metric aggregates academic impact and was recently found to correlate strongly
with citation-based metrics (Pride and Knothl, 2018)).

* the impact of research beyond academia - i.e. its comprehensive impact

 the environment that supports the research i.e. the quality of the facilities at the

university and the people involved.

In this thesis, we specifically focus on the REF impact scoring mechanism. REF
defines impact as “effect on, change or benefit to the economy, society, culture, public
policy or services, health, the environment or quality of life, beyond academia (REF 2014,
2011, p. 26)." This definition is very close to our definition for comprehensive impact.
Each REF submission includes an impact case study for assessment purposes, typically
providing details of the type of impact obtained as well as the names of external sources
that can corroborate the impact, for example industrial partners who have directly benefited
as a result of the research (REF 2014, 2011, pp. 27-30). Impact case studies are then
evaluated by a UOA-specific expert assessment panel who assign it a score between 0 (no
impact) and 4 (high impact).

Despite representing a step in the right direction for understanding a diverse range
of impact types, the REF still suffers from a number of shortfalls. The assessment pro-
cess is resource intensive, requiring a committee of academics to evaluate each submission
individually, necessitating brief 3-5 page submissions (REF 2014, 2011, p. 51). Thus re-
ports tend to focus on a few high impact works from institutions, penalising academics who
contribute in small amounts to many projects.

Whilst REF does contain provisions for interdisciplinary researchers, submissions
are only assessed by one UoA sub-panel (a panel that judges work deemed to be in a similar
academic discipline e.g. Physics, Mathematics, Biology and so forth) (REF 2014, 2011, p.
15) placing great importance on employing diverse assessment panels who can fairly judge

interdisciplinary work. The subjective nature of human assessors, combined with flexible
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guidelines and varying opinions on what makes a good case study is also a potential weak-
ness of this system. The recent REF 2021 assessment acknowledged the importance of
interdisciplinary research by including an interdisciplinary research specialist in each UoA
assessment panel, a specific interdisciplinary output marker to be applied to such work and
a section on institutional support for interdisciplinary research in the environment assess-
ment (HEFCE! [2017)). However, the effect of these revisions on REF outcomes relating to
interdisciplinary work has not yet been studied in depth.

Additionally, REF has a strict 10-year assessment window within which all support-
ing research must have been conducted.““Sleeping beauties in science” are publications that
received very little attention at the time of publication and then suddenly become popular
overnight, often due to an enabling breakthrough in another area (van Raan, [2004). For
example, the Long-short Term Memory architecture for neural networks which was devel-
oped in 1997 (Hochreiter and Schmidhuber, [1997) but only recently became popular due
to advances in parallel processing in Graphical Processing Units (see section [2.6.3.2). It is
likely that these papers would therefore be excluded from REF submissions, both at initial
time of publishing when they seem unimportant and after their true value is revealed, many
years after the assessment period.

Finally, the expensive and labour intensive nature of the REF process means that the
process can only be run once every few years and must be centrally funded and coordinated
by the UK Government. Therefore, REF impact score is of limited use for short-term

measurement or even regular self-assessment of the comprehensive impact of one’s work.

3.3 Conclusion

In this chapter I introduced the field of scientometrics and a scheme for classifying scientific
impact into two broad groups: academic and comprehensive.

I discussed academic impact, the impact that scientific work has on the rest of the
scientific community and how such impact is usually measured using citation-based met-
rics like JIF and h-Index. I described how the rise of internet publishing and the ubiquity
of social media have also paved the way for data-driven ‘altmetrics’ which provide addi-
tional context about how impact may be propagated across the academic community. I also
outlined how academic institutions have faced a recent wave of criticism for the ways that
they apply citation-based metrics and altmetrics to measure individual performance of their
academics. Finally I talk about how this backlash has led to the publication of a number
of manifestos and position papers arguing for the user of broader, more representative and
inclusive metrics that measure scientific outputs beyond papers and citations.

I have also defined comprehensive impact, the impact of scientific work outside of
academia on society, policy, the economy and the environment. I explained how compre-

hensive Impact is particularly difficult to measure because it covers a very diverse set of
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outputs that may be different for different scientific disciplines. I described the advantages
and disadvantages of two prominent comprehensive impact metrics: STAR METRICS and
the United Kingdom’s Research Excellence Framework (REF).

In this thesis I use REF Impact Score as a baseline for measuring comprehensive
impact at a national level. In the following chapter I explore the relationship between REF
Impact score and the most popular academic impact metrics. In successive chapters I use
data collected from the REF 2014 assessment to explore how discussion of scientific work

in news articles relates to its associated REF impact score.
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4

A Statistical Comparison of Academic & Comprehensive Scientific Impact Metrics

“When you can measure what you are speaking about, and express it in numbers, you
know something about it; but when you cannot measure it, when you cannot express

it in numbers, your knowledge is of a meagre and unsatisfactory kind.”
Lord Kelvin, 1883

4.1 Introduction

The academic community is well known for its regard of publications and citations thereof
as proxies for scientific impact, giving rise to the widely-used aphorism “publish or perish”.
Such impact is commonly measured using instruments discussed in section [3.1.1} h-index
(Hirschl 2005) for individuals and Journal Impact Factor (JIF) |Garfield| (2006) for jour-
nals & publication venues. Widespread online dissemination and discussion of scientific
work has also led to the creation of alternative metrics (altmetrics) (Priem et al., 2010} [Pi-
wowar, 2013) like those discussed in section [3.1.2] which track web activity corresponding
to scientific works, including tweets, blog posts, social shares and ‘likes’. Despite their
practical differences, citation-based metrics and altmetrics both serve the purpose of indi-
cating of how much attention publications receive from other academics and internet users
more broadly. However, questions about what these metrics really tell us about scientific
impact have been raised (see section leading to the creation and adoption of com-
prehensive impact instruments such as STAR Metrics (Lane and Bertuzzi, [2010) and UK
REF Impact Score (HEFCE, 2019, |2012) (section which measure the comprehensive
scientific impact of academic works by taking into account their real-world outcomes such
as the incorporation of startups and creation of jobs, the allocation of new patents, novel
health outcomes and treatments, the creation or amendment of legislation or increased pub-
lic awareness through media coverage. However, these metrics rely on time-consuming
human-centric processes or data that is only collected within certain geographies or dis-
ciplines. Thus, at time of writing, no such metrics have yet been adopted at large by the
global academic community.

In this chapter we study RQ1.3 (section by investigating the statistical rela-
tionships between academic and comprehensive impact. If academic, citation-based and
altmetric-based scientific impact is predictive of comprehensive impact then real world out-
comes of scientific works could be forecast or approximated without the need for expensive
processes and data collection infrastructure. However, it is also possible that comprehen-

sive and academic impact metrics are statistically independent or that the relationship is
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discipline dependent e.g. a breakthrough in mathematics may generate academic interest
but may not have practical applications without further applied research. We carry out a
correlation analysis of widely-used citation-based metrics, altmetrics and UK REF Impact
Score, a comprehensive impact metric used nationally in the UK, to see whether academic
and comprehensive impact scores correlate and to what extent academic citation-based and
altmetrics can be used to predict the comprehensive impact of a scientific work.

This chapter is based on our publication ‘Measuring Scientific Impact beyond Academia:
An Assessment of Existing Impact Metrics and Proposed Improvements’. published in
PLOS ONE 12, no. 3 (9 March 2017) and accessible at https://doi.org/10.1
371/journal .pone.0173152.

The work in this chapter was carried out between 2016 and 2017 and focused on
the REF 2014 study. It was subsequently published as a journal article in PLoS One which
has since accrued 150+ citations ﬂ Some of our original criticisms of REF 2014 study were
addressed in the more recent REF 2021 assessment. However, as we discuss in this chapter,
there are still a number of areas that could be improved. We also note a more recent study
(Wooldridge and King| |2019)) which arrives at a different conclusion to us about correlation
between altmetric score and REF Impact score. We discuss this study and its implications
in detail in section [4.7]

Our primary contributions are:

* A method for practical combination of heterogeneous citation metadata from open

access repositories into citation networks

* An information retrieval approach for identifying and linking to scientific publica-

tions from unstructured and inconsistent bibliographies in REF case studies.

* An open-access dataset linking UK REF case studies to scientific publications derived

from 7.4 Million scientific papers

* A robust statistical correlation analysis of REF Impact Score against citation-based

metrics and altmetrics

4.2 Method

To facilitate the analysis of existing academic impact metrics in relation to the REF impact

score we perform the following steps:

* We collect REF impact case studies submitted to the 2014 REF assessment and ex-

tract structured information such as Institution and Unit of Assessment.

"https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0173152
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* We extract paper metadata, including titles, authors and citation relationships be-
tween papers from three popular open-access scientific publication aggregators to

build up a large collection of publication metadata.

¢ This information is used to form three citation networks, data structures that describe
citation relationships between a large collection of papers which can be used to gen-

erate citation-based metric scores for any paper in the network.

* We generate one citation network for each of the open-access resources and we call
these the Experimental Citation Networks (ECNs).

* We develop and run a matching pipeline which we use to programmatically search

for links between REF impact case studies and papers in the ECNs.

* We use our ECNs to calculate citation-based metrics for REF-related papers and use

an external sources to provide altmetric data.

* We visualise the calculated impact metrics and REF impact scores for linked case

studies and ECN papers in a graph and report associated correlation scores.

* Finally we construct and evaluate a machine learning regression model using the

calculated impact metrics as input and REF impact score as output.

Our data collection process, text processing and matching pipeline and our data

models are described in more detail below.

4.2.1 Data Collection - REF Impact Case Studies

REF make available their entire back catalogue of REF2014 impact case studies (6637 case
studies), via their Websiteﬂ These were downloaded via an automated process and stored
in a relational database (the structure of which is described in more detail in section §.2.3]
below).

REF submissions are grouped by Unit of Assessment (UoA) for assessment pur-
poses. UoAs broadly correspond to scientific disciplines, for example, “Computer Science
and Information Technology" or “Clinical Medicine." Although the more recent REF 2021
assessment includes special provisions for evaluation of interdisciplinary research (HEFCE,
2019), the REF 2014 process required that multi-disciplinary research must be submitted
under a single UoA. Assessment panels were permitted to consult each other in the case
of multi-disciplinary work. However, the final 2014 REF impact score was allocated with
respect to the UoA that the work was submitted under.

REF impact case study scores are released on a unit-of-assessment-per-institution
basis (where a single department/UoA at an institution may submit multiple studies depend-
ing on their size in accordance with the REF 2014 guidelines (REF 2014, 2011}, p. 28)).

http://impact.ref.ac.uk/CaseStudies/
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Impact scores allocated to these studies are on a scale from 4* (excellent) down to 1* (poor)
or unclassified if the work was not deemed to have any impact. To avoid institutions tak-
ing unfair action against academics with low quality REF results, per-case study results are
not made available. Instead, for each UoA and institution, the percentage of case studies
that have been deemed to be in each of these 5 classes of impact is provided. This makes
reporting results on a scale more granular than “per-UoA-per-Institution" (e.g. “Computer
Science at University of Warwick") impossible since we cannot know the impact score of
any individual case study. Therefore for each of our experiments, we calculate scores for
the metric under examination for each REF case study. Then we work out the mean score
for said metric per-UoA-per-Institution. For example, the average score for all REF case
studies submitted from Computer Science in Warwick would count as one data point and all
REF case studies for Computer Science in Aberystwyth as another and so forth. Since case
studies can only be submitted to one UoA, these per-UoA-per-Institution result groupings

can be considered disjoint.

4.2.2 Data Collection - Scientific Papers

There are a large number of online sources for academic papers and related metadata that
could be processed into citation networks. Some sources such as Web of ScienceE] even
provide their own citation networks that can be consumed automatically. For our study,
we deliberately use open access sources where possible to maximise reproducibility. We
also aimed to generate citation networks that are as large and diverse as possible rather
than rely on data dumps from individual open-access journals, many of which address very
specific areas of research (such as yeast cultures in Biology or deep neural networks within
Computer Science). Large, diverse citation networks facilitate more accurate calculation
of citation metrics for the REF studies under examination since there is a high probability
that citing papers are also included in the citation networks. Research aggregators such as
CiteSeerXﬂ PubMed Centraﬂ and arXivE] collect open access publications and pre-prints
from across broad scientific domains (Computer Science, Biology/Medicine and Mathe-
matics/Physics respectively) are ideal sources for building and collecting large citation net-
works that cover these scientific domains comprehensively.

Snapshots of citation networks from RefSeer (Huang et al., 2014)) (which uses data
from CiteSeerX) and Paperscape (George and Knegjens) [2014)) were both downloaded and
integrated into the data model. RefSeer primarily contains papers relating to computer
science and information technology, Paperscape is a citation network built from arXiv, an
open access research aggregation service that hosts mostly papers and pre-prints concerned

with mathematics, physics and some computer science. These citation networks contain

3http: //ipscience.thomsonreuters.com/product/web-of-science
‘nttps://citeseerx.ist.psu.edu/i
Shttps://www.ncbi.nlm.nih.gov/pmc/

®https://arxiv.org/
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approximately 5.3M and 903K papers respectively. A citation network was also generated
for the PubMed Central open-access collectiorﬂ which containing a further approximately
1.2M biology and medical papers.

RefSeer provides rich citation data, including self-citations but does not provide
author information which initially prevented us from calculating per-author h-index for the
RefSeer citation network. However, we were able to use Sickl to access the CiteSeerX
Open Archives Initiative (OAI) repository, containing all CiteSeerX and therefore RefSeer
paper metadata. We searched the OAI repository using the IDs of papers from the RefSeer
data dump and stored it alongside the initial citation network in the relational database
system.

We henceforth refer to the citation networks assimilated and enriched from Ref-
Seer, arXiv and PubMed Central for the purpose of this study as the Experimental Citation
Networks (ECNs).

4.2.3 Data Model

The relational data model used to store our ECN data is shown in Fig 4.1} Papers can have
many authors, a title and a year of publication. Many-to-many relationships between the
citee and citer fields of the citations table and the papers table facilitate the construction of
directional citation graphs. Links between REF Impact Case Studies and individual papers
are defined via the study_papers table and our methodology for discovering these links is
described in Section 4.2.4] below.

4.2.4 Linking REF Case Studies and Other Data Sources

REF Impact Case Studies are 4-5 page documents which are primarily unstructured free text
aside from basic metadata such as institution name and UoA. This makes them particularly
challenging to process and link to the ECNs. Each study contains a bibliography section
which is typically populated with formal, structured, references to underpinning scientific
publications that contributed to the impact described in the study. The processing pipeline
outlined in Fig 4.2] was developed to extract these references and use them to query our
ECNs to formalise links between REF impact case studies and scientific publications and
store them in the relational database.

The first stage in the pipeline uses regular expressions to identify strings that appear
to be citations within the case study bibliography. Formatting of bibliography entries can
vary based on standard practices within an institution, discipline or even based on the per-
sonal preferences of of the author. Therefore, we use a greedy regular expression pattern to

extract all possible reference strings and further parse them using Freeciteﬂ a pre-trained

7https ://europepmc.org/downloads/openaccess
$http://sickle.readthedocs.io/en/latest/
‘nttp://freecite.library.brown.edu/
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Figure 4.1: Entity relationship diagram describing how relationships between publications

(papers), REF studies, institutions, authors and inter-paper citations

"Smith AB, &
Scientific Paper,
ACME Publishing
2013"

{
author:"Smith AB"
fitle: "A Scientific

Paper”

FF;ET F Study CRF
eferences Regular SOLR
Section Expressions Rigegrgg::e Query

Citation
Network
SOLR
Index

Scientific

Publication
Link

Figure 4.2: Pipeline process for linking REF studies to publications

Conditional Random Field (CRF) model that identifies possible boundaries for the title,

author, journal name and year within each reference string.

Next, we attempt to match the references against the ECNs. Paper metadata from

all ECNs is indexed in an Apache SOLR search index and each of the raw reference strings,

as extracted by the regular expression matcher in the first step, are used to search the SOLR

index. Any candidate papers results from the SOLR query are compared field-by-field with

the output from the Freecite model and if the title and author are a close enough match, a

link between the REF case study and the publication is created in the database. Matching
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between the SOLR results and extracted case study reference is very strict, requiring exact
match between the publication titles (normalising for case and punctuation) as well as a
match for at least one author. Publication titles provide a high degree of uniqueness within
our dataset and we estimate that there are very few false positives in our dataset at the
expense of reduced recall for citation matches. An alternative matching strategy taking into
account author name and year of publication was also tested. However, we found a large
number of authors with the same surname and initial who published in the same year which
yielded an unacceptable number of false positives. Matching based in title substrings also
yielded a large number of false positives, particularly in cases where the extracted reference
publications had short titles.

Table[d.Tllists the number of links from REF studies made for each ECN. Since REF
bibliographies are free text fields and the exact number of references is unknown, we are
not able to calculate recall or precision. However our regular expression and CRF pipeline
returns a total of 6627 references and of these we are able to match 1052 papers from our
ECNs.

Table 4.1: Number of links between scientific papers and REF studies identified for each
experimental citation network using the process outlined in secton @

ECN Source REF Studies | Papers
arXiv 68 91
CiteSeerX 370 639
PubMed Central | 273 322
Total 711* 1052 |

*There are 647 unique studies linked across the three ECNs, some of which appear
multiple times giving a total of 711. Paper duplication is explored in section 3.1 below.

4.3 ECN and REF Matching Results

Our search pipeline was able to identify links between papers in the available ECNs and
647 unique REF case studies. Since smaller granularity is not possible (as discussed in
section[4.2.1] above), results are grouped by UoA-per-Institution yielding 235 result groups
(with an average case study population of 2.65 and Standard Deviation of 3.2) for further
experimentation and visualisation.

Figure[d.3|below shows the number of institution level submissions per UoA for the
top 10 UoAs. The composition of these most frequently identified links is largely as one
might expect since the three main ECNs at our disposal are arXiv, which mainly contains pa-
pers pertaining to Physics, Mathematical Sciences and Computer Science and Informatics,
CiteSeerX which contains mostly works related to Computer Science and Informatics and

PubMed Central, which mainly contains works in the Allied Health Professions, Dentistry
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Nursing and Pharmacy, Clinical Medicine and Psychology, Psychiatry and Neurscience
fields.

Modern Languages and Linguistics

Agriculture, Veterinary and Food Science

Business and Management Studies
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Figure 4.3: Breakdown of Institution Submissions found to have links to paper in the ECNs
per Unit of Assessment. We show here the 10 UoAs with the largest number of ECN-linked
submissions only.

The predominance of Computer Science papers as the largest UoA is due to the fact
that the CiteSeerX ECN, which only focuses on Computer Science research, is the most
homogeneous network among the ECNs we consider. By contrast, papers from PubMed
are further distinguished into several UoA: Clinical Medicine, Allied Health Professions,
Psychology etc. Papers from arXiv can be distinguished into papers from Physics, Mathe-

matical Sciences etc.

4.3.1 ECN Overlap and Duplicate Papers

Internally the ECN’s contain no duplicate papers, however since authors are free to publish
their work in more than one journal or repository, there is potential for overlap between
ECNS. ECN metadata is quite sparse and there are no computationally efficient means for
identifying duplicate papers between networks other than to do a normalised title compari-
son for every paper title as discussed in section [4.2.4] above.

Since there are of the order of 7 million papers in our ECNs, we restricted the
search and comparison to the 1052 papers that have explicit links to REF case studies, as
discovered above, and those that cite them. This is sufficient in explaining the extent of ECN
duplication within the scope of our study. We found that of the 1052 papers linked to REF
case studies, 63 were duplicate entries. This duplication mainly stems from the PubMed
and RefSeer ECNs which both have significant coverage of Bioinformatics publications.

We confirmed that the papers within the ECNs that cite the 63 duplicate papers do not
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themselves overlap. This is the ideal case and allows the duplicated entries to be treated as

single entries with complementary, inbound citations from both ECNGs.

4.4 Incorporating Altmetric Data

There are a large number of companies who provide altmetric data (as discussed in Section
[3.1.2). For the pruposes of our experiments in this chapter, we selected Altmetric.com as our
source for altmetric data owing to their simple API which takes a paper’s PubMed or DOI
identifier as input and produces a continuous ‘Altmetric.com score’ which could be directly
compared with REF Impact Score or used in regression without any further manipulation.
Altmetric.com “score" is a weighted count of online attention that a publication
receives. Mentions of scientific works in different sources online such as social media
sites (Facebook, Twitter etc) and news publishers (e.g. BBC or The Times) increase an
article’s score by a predetermined amount. The full listing of sources and weightings and
an explanation of how these are aggregated can be obtained at the Altmetric Website H We
used Altmetric API to retrieve scores for as many of the papers linked to REF studies as we
could. This search was carried out on 26 August 2016. For PubMed and arXiv ECNs this
was relatively easy because Altmetric provides a REST API for retrieving scores for papers
with PubMed and arXiv publication IDs. For the CiteSeer ECN data, we used an online
scientific paper metadata aggregation service, CrossReIE-I to identify DOIs for each of the
papers which were then passed to the Altmetric.com API to obtain scores for these papers.
Unfortunately a large number of the papers under investigation (approximately 40%) had
no Altmetric.com score at all (the API endpoint returned a 404 indicating missing paper

profile).

4.5 Comparisons of Academic Impact Metrics vs REF Impact

Score

Below we plot REF Impact against Mean Normalised Citation Score, h-Index calculated
wrt. author and wrt. impact case study and Altmetric.com score against REF Impact score
for the top 5 UoAs as identified in Section These UoAs are ‘Computer Science and In-
formatics’, ‘Mathematical Sciences’, ‘Clinical Medicine’, ‘Allied Health Professions, Den-
tistry, Nursing and Pharmacy’ and ‘Physics’. We provide the full data set for experimen-
tation and further analysis in digital format via Figshare[ﬂ In each case we also calculate
Pearson correlation coefficient between the two metrics to assess statistical correlation. We

deliberately omit Journal Impact Factor(JIF) from our study because it is only available at

Yhttps://help.altmetric.com/
Uhttp://www.crossref.org/
Phttps://figshare.com/s/751679e8993a7fe2c5d8
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journal level and cannot be meaningfully calculated at granularities comparable with REF

Impact score.

4.5.1 Mean Normalised Citation Score versus REF Impact Score

Our first experiment examines the relationship between MNCS and REF case study impact
score. MINCS allows us to compare how many citations papers attached to REF impact
studies receive whilst normalising for the discipline-specific citation behaviours discussed
above. MNCS is usually normalised by year and by scientific discipline (Waltman, 2015).
The metadata within the ECNs typically included year of publication but scientific disci-
pline was not typically available. Instead, the UoAs from the associated REF case studies
were used as scientific disciplines for the purpose of normalisation although it assumes that
all papers associated with a REF case study are from within the same UoA as that case
study. MNCS scores are then further averaged across all papers attached to a given case
study to facilitate reporting in terms of UoA-per-Institution as explained above.

MNCS was plotted against average REF impact score and the chart can be seen in
Fig 4.4 below. Visual inspection of the graph appears to show a weak positive correlation
between the two axes which is most obvious when ‘All UoAs’ are plotted together (bottom
right). However, the Pearson coefficient of Impact Score vs MNCS for All UoAs is r =
0.035, suggesting that the relationship is very weak.
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Figure 4.4: Average MNCS per REF case study vs REF case study score.
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4.5.2 h-index versus REF Impact Score

h-index, as defined in section [3.1] is typically calculated with respect to an individual in
order to give an indication of their publication record (limitation on interdisciplinary com-
parisons notwithstanding). However, h-index can also be calculated for groups of authors
to facilitate aggregate comparisons at department or institution level. In this experiment,
we evaluate REF impact score against per-author h-index and also calculate per-case-study
h-index by aggregating all linked articles found within a given case study’s bibliography
and any citations thereof.

Comparison of h-index within ECN versus Commercial Citation Networks

Since the h-index values used in this study are generated from the open access data within
our ECN:gs, it is likely that some citations of papers within the ECN from papers published
in closed, commercial journals, are missing. This would artificially lower observed h-index
values within our ECNs. In order to understand the extent of the missing data, we calcu-
late the h-index of the most prolific authors in our study and compare these against their

respective Google h-index as a probable upper limit in Table 4.2}

Author Google (Since 2011) | Google (All Time) | ECNs
Ellis R. (UCL) 87 144 94
Filippenko A.(University of Cal- | 91 144 72
ifornia, Berkeley)

Jennings N. R. (Imperial College | 62 107 52
London)

Gichter, S. (Nottingham) 45 49 51
Griffiths T. L. (University of | 53 62 44
California, Berkeley)

Wooldridge M. (Oxford) 47 82 39
Shawe-Taylor J. (UCL) 40 59 29
Papaloizou, J. (Cambridge) 41 71 20
Merrifield M. (University of | 27 43 17
Nottingham)

Pourtsidou A. (ICG Portsmouth) | 8 8 5

Table 4.2: Comparison of H-indices for Authors: Google vs ECNs

Google Scholar’s author profile page provides two values for h-index, the ‘all time’
value, which is calculated with all papers known to be authored by the person, and a 5-year
rolling window, which at the time this data was collected (2016) used the same h-index
calculation but on the subset of papers that the author has published since 2011.

Although there is some variation between our h-index scores and Google’s, the ECN
h-index scores are fairly close to the Google ‘since 2011° scores and the deltas between

each author also scale down respectively for both Google h-index values. We were satisfied
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that despite the absolute differences between our h-index values and those of Google, the
information from the citation network provides enough context to perform relative ranking

and measurement within our dataset.

Author h-index vs REF Impact Score

We calculate h-index for all authors of each paper linked to a REF impact study. We then
take the mean of h-indices for authors associated with these studies. We call this Average
Author h-index. All authors are considered with the same weighting and importance across
the corpus and no significance is given to the order of author listings on publications in this
study.

Duplication of citations could artificially boost an author’s h-index if it leads to
citations of their work are counted multiple times (e.g. a single paper published by Jane
Smith appears under Smith J. and is not merged correctly). However, in order for duplicate
papers to significantly impact an author’s h-index, any paper contributing to &, the author’s
current h-index, would have to have at least i + 1 citations (contributed through novel and
duplicate links). Since duplication is very limited within our ECNs (as discussed in section
[@.3.1), we believe that the probability of this happening at a scale significant enough to
noticeably alter the correlation between Author h-index and REF impact study is very low.

The plot of Average Author h-index vs REF impact score is shown in Fig[d.3] There
is no visible correlation between h-index and REF Impact Score and this is further validated

by a Pearson coefficient of » = —0.005 on this dataset.
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Figure 4.5: Average per-author h-index vs Average REF Impact Score
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Unlike MNCS above which measures the citations of works directly attached to
each case study, Average Author h-index is more reflective of each contributing author’s
historical publication record and citations. Therefore, it is unsurprising that the association
between average author h-index and REF Impact Score is weak. For example, academics at
the start of their careers with limited publication histories could collaborate with prestigious
teams on highly impactful REF case studies or vice versa. This comparison also breaks
down for interdisciplinary authors whose h-index is normal for their primary field of interest

but an outlier in the UoA that the impact case study was submitted to.

Per-Case Study h-index versus REF Impact Score

Here, we calculate h-index per REF impact case study using papers linked to each study that
are found in the ECNs. This metric more succinctly encapsulates the academic impact of
the REF case study than the per-author metric used above by taking into account only papers
that are directly linked to the case study rather than providing an average of contributing
authors’ historical works. The duplication issue outlined above is even less likely here since

publication to case study linking is so strict and requires exact matching of title text.
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Figure 4.6: Average per-study h-index vs Average REF Impact Score

Figure [4.6] shows a plot of mean average case study h-index versus REF impact
score per UoA per Institution for the top 5 UoA categories. The graph shows a more obvious
relationship between the two metrics which is reflected by a stronger Pearson coefficient of

r = 0.141. The per-case-study h-index behaves acts almost like an averaging filter over the
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MNCS, reducing the overall effect of a single paper with a large number of citations on any

given study.

4.5.3 Altmetric.com Score versus REF Impact Score

An average Altmetric.com score is calculated with respect to each REF Impact Case Study
and plotted against REF Impact Score per UOA per Institution in Figure One might
consider Altmetric.com score closer to REF Impact Score than the citation-based metrics
based on its coverage of online news and social media interactions which overlap with
REF’s coverage of news articles. However, surprisingly the results show that there is little
in the way of correlation between Altmetric score and REF impact. The Pearson coefficient
for the overall relationship is » = —0.080. This finding seems to support the experience
of [Thelwall et al.|(2013). Their work investigates the correlation between social data, used
by altmetric providers like Altmetric.com to calculate scores, and citation data. They found

that social data coverage was inadequate for drawing any conclusions.
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Figure 4.7: Average Altmetric Score vs Average REF Impact Score. For All UOAs, one
outlier is not displayed at (2.75,218).

We found that many of the 40% of papers with no Altmetric.com score came from
Computer Science, leaving only 4 samples displayed in Figure (top right). This could
suggest that although Computer Science papers are cited many times by academics (as
previous graphs imply), they are not discussed as frequently on social media. A study by

Costas et al. also found that Altmetrics coverage of Mathematical and Computer Science
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papers tends to be much lower than disciplines like Biomedicine and Health or Natural
Sciences and engineering (Costas et al.,2015). Haustein et al.|(2016) suggest that papers are
more likely to be tweeted if they are “...curious or funny, have potential health applications
or refer to a catastrophe..." Computer science papers are often abstract or focus purely on
a technique or algorithm rather than application. This could explain why computer science
papers receive less online attention than biomedical and health papers that have applications
that can easily be understood.

The inverse appears to be true for Physics and Allied Health Professions papers,
which have some of the lower h-index and citation counts in previous graphs but have the
highest Altmetric scores. Perhaps these papers address concepts that are more tangible
to the public on social media. However, neither of these UoAs demonstrate any kind of

correlation between Altmetric scores and REF scores.

4.5.4 Correlation Scores Summary

Pearson r coefficients for each of the UoAs in the experiments discussed in Section {.5|
above are shown in Table [4.3] We note that r coefficient values vary significantly across
each UoA which is likely reflective of the discipline-specific citation and web interaction

behaviors discussed above.

UoA Allied Health | Clinical Computer Mathematical| Physics
Professions, Medicine Science and | Sciences
Dentistry, Informatics
Nursing and
Pharmacy
# of Papers | 65 72 280 136 52
Linked to
UoA
MNCS (r) 0.229 -0.172 -0.003 0.182 -0.06
Data Points 16 23 38 23 12
Author -0.094 -0.21 0.168 0.461 -0.182
h-Index (r)
Data Points | 23 25 42 30 18
Case Study | 0.178 0.139 0.418 0.347 0.023
h-index (r)
Data Points 16 23 46 25 12
Altmetric 0.081 0.210 0.058 0.102 -0.426
Score ()
Data Points 18 20 4 10 11

Table 4.3: Pearson r coefficient scores for metrics evaluated against REF Impact score
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4.6 Regression Modelling

The Pearson r coefficients calculated for academic metrics and REF Impact Scores above
generally point to weak or no correlation. However, we explore whether a combination of
academic metrics could provide a complementary set of features for training a model to
estimate REF impact case study.

We implemented a linear regression Ordinary-Least-Squares (OLS) baseline model
for predicting REF impact score for a case study using per-study h-index, per-author h-
index and mean altmetrics score as features using SciKit-Learn (Pedregosa et al., [2011)).
We also pass in UoA as a categorical variable. The model was trained using Leave-One-
Out cross-validation since the data set was too small to meaningfully divide into folds. We
also used Leave-Out-One-Feature to understand which of the metrics are most influential
in the model. We evaluated the performance of the model using R? metric as defined in
Section [2.4.4) and results of this analysis can be seen in Table [4.4]

We found that, when all features are included, the predictive capability of the model
was very poor (R? = —0.113). Holding out UoA features improves the score but all scores
< 0 indicating poor model fit. We also tried training a Support Vector Regression (SVR)
with RBF kernel to see if the aforementioned features could be separated on a hyperplane.

However, the R? scores for this model were also poor.

Features R2 Score
All Features -0.113
Without Author H-Index -0.102
Without Per-Case-Study H-Index -0.062
Without Altmetric Score -0.067
Without UoA -0.033

Table 4.4: Regression Model Prediction Results

4.7 Discussion

We have shown that for our ECNs which cover an extensive proportion of online, open-
access scientific publications as of 2017, there is negligible correlation between REF im-
pact score and commonly used academic impact metrics. We note that our findings do not
conflict with those of [Pride and Knoth|(2018)) who found that REF output score (as opposed
to REF impact score) strongly correlates with citation-based metric scores. These findings
do support our earlier supposition that comprehensive and academic impact metrics are in-
dependent and measure different things and offers further merit to the suggestion that the
academic community should broaden their measurement of impact beyond citation metrics
(European Association of Science Editors) 2007} |League of European Research Universi-
ties, 2015} [Edwards and Royl 2016).
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A recent study by Wooldridge and King|(2019) concludes that Altmetrics do corre-
late with REF Impact Score although like us, they conclude that REF Impact Score does not
correlate well with citation-based measures. Whilst their results appear to partially conflict
with our own, the authors posit that the difference may lie in their use of a more complex
model for per-institution UOA scores as opposed to use of per-UOA mean. We also note
their use of a much larger, commercial citation network to which we did not have access dur-
ing our work and the recency of their work which may have allowed time for more Altmetric
data to have been accumulated since the 2014 REF assessment. Furthermore, at the time
of original publication, Altmetric.com coverage of the papers in our ECNs was insufficient
to allow us to draw strong conclusions about statistical interactions between Altmetric.com
score and REF impact score. We also remain mindful of the concerns of [Banshal et al.
(2019) and |Ortegal (2018)); even if Altmetric scores correlate with or are predictive of REF
Impact Score, inconsistent data coverage between scientific disciplines remains a concern.

On balance, we believe that Wooldridge and King|(2019)’s findings are encouraging
and provide an opportunity for future work to explore multi-modal methods that combine
Altmetric data with other heterogeneous data sources that provide evidence of comprehen-
sive impact. We discuss this further in section[10.2.2]

Our novel application of h-index to papers linked to REF case studies yields scores
that correlate more strongly with REF Impact Score than other academic metrics. How-
ever, as shown in Table the extent of this correlation strongly depends each specific
upon UoA/scientific discipline. Per-case-study h-index does not appear to be predictive of
comprehensive impact.

Significant time was invested into data collection and sanitation and ensuring that
the ECNs have comprehensive coverage of STEM disciplines. However, only a small num-
ber of REF case studies could be associated with scientific papers in our ECNs. The free-
text format of the REF impact case study bibliographies presented a significant barrier to
link extraction and a large amount of text had to be discarded. It is also likely that papers
referenced by REF case studies were missing from the ECNS due to having been published
in closed-access journals or simply not made available via arXiv, CiteSeerX or PubMed
Central.

Papers need time to accumulate citations. The REF guidelines stipulate that all
supporting works must have been published in the ten year window starting in December
2003 and ending in December 2013. The ECN data dumps for Paperscape and RefSeer
(CiteSeerX) were taken from 2013 and 2014 respectively. The PubMed ECN was generated
in August 2016. It is likely that papers published close to the time that these dumps were
generated have disproportionately low citation-based metric scores due to having had less
time to accrue citations and altmetric data. However, given that we normalised for year of
publication in our comparison of MNCS against REF Score, we would expect a stronger

correlation of MNCS with REF Score if accrual of citations was a major limiting factor.
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4.8 Conclusion

In this chapter we have explored the relationship between widely-used academic impact
metrics that focus on citations and web interactions and REF Impact Score, a comprehen-
sive impact metric that focuses on specific case studies that detail the ways in which the
scientific works under evaluation affect society, the economy and policy. Our aim has been
to understand to what extent academic and comprehensive scientific impact are related and,
given the high complexity and cost of current generation comprehensive impact metrics,
whether academic impact metrics can be used to approximate comprehensive impact.

We have shown that for a large collection of 7.4 million open-access scientific pa-
pers and 6600 REF Impact Case studies, comprehensive and academic scientific impact
metrics correlate weakly or not at all, nor can comprehensive impact be approximated us-
ing academic impact data. Further work could look to increase coverage of the experimental
citation networks, including newly published articles as well as closed-source publications
and to improve matching of published articles with REF impact case studies which could
also be expanded to include REF 2021 impact case studies. However, such work would re-
quire significant, open-ended investment into numerous commercial access to closed-source
citation networks and paper metadata as well as the resolution of tackling challenges like
de-duplication of metadata and improved linking between scientific papers and REF impact
case studies. We leave these challenges as possible future work and instead, focus on find-
ing new ways to measure and understand comprehensive scientific impact more directly.

REF Impact Score provides a reasonable baseline for the development of new com-
prehensive scientific impact metrics. Its qualitative and broad scope allow the fair and
holistic consideration of a variety of evidence that scientific works under evaluation are
impacting the world beyond academia. However, REF is also an expensive, centrally co-
ordinated process, calculated infrequently and with pseudo-anonymity. Such limitations
mean that REF Impact Score and other similar initiatives cannot, in their current form, be
used proactively by scientists to understand and expand their real world impact, nor is it
likely to be adopted widely by the academic community.

Thus, we conclude that there is a clear need for the development of efficient, cost-
effective tools and metrics to help scientists to understand the the comprehensive scientific
impact that their work generates and to serve as more appropriate instruments for measuring
the broad impact of scientific work as advocated for by European Association of Science
Editors| (2007), |[League of European Research Universities| (2015) and [Edwards and Roy
(2016). In the next chapter, using REF as our starting point, we begin to explore ways to
combine and link real-world datasets with related scientific papers using big-data process-
ing, machine learning and natural language processing techniques. We then use this data to

characterise the comprehensive impact of scientific works automatically.
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S

Empirical Methods for Linking Scientific Papers to Evidence of their Comprehensive

Impact

“Extraordinary claims require extraordinary evidence”

Carl Sagan

5.1 Introduction

There are as many ways to measure comprehensive scientific impact as there are to pro-
duce it, from the number of lives saved by a groundbreaking treatment to the number of
laws and policies influenced by a meta-analysis on passive smoking to the number of novel
high-density batteries sold by its inventor’s spin-out company. This makes comprehensive
impact paradoxically easy to measure and yet very hard to compare broadly. There are
many outputs that can be measured but very few that are generalisable or freely and widely
available across disciplines, institutions or countries; even if the private company selling
high density batteries agrees to share their sales figures, we can’t directly quantify that in
terms of lives saved or government policies influenced.

As discussed in Chapter [3] existing comprehensive impact metrics typically avoid
this set of problems by limiting their scope to a particular discipline (Sgrensen et al., [2022),
type of impact (e.g. financial (Lane and Bertuzzi, 2010)) or geography (REF 2014, 2011).
In the latter case, the focus on qualitative rather than quantitative outcomes in REF impact
case studies enables broader comparison of distinct outcomes at the cost of an expensive
and labour-intensive process and even then, comparison is still siloed into units of impact
as discussed in Chapter ]

To successfully measure comprehensive impact broadly and at scale across disci-
plines, geographies and types of impact requires supporting evidence that is ubiquitous
across these categories and a method for comparing and measuring such evidence. This
is likely a significant reason for the continued popularity of citation-based academic im-
pact metrics within academia; citations and publications are a commonality shared by all
academic disciplines internationally and counting them is simple and intuitive despite the
limited scope of such methods.

In this chapter tackle research question RQ2 (section|[I.2) and Challenge CH3 (sec-
tion [[.3.3). We briefly discuss different types of comprehensive impact and datasets that
provide evidence of such impact. After assessing the pros and cons of each, we focus

specifically on news articles that describe scientific work and assemble a corpus of news ar-
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ticles linked to scientific publications (further discussion of other types of impact and their
possible uses can be found in our future work section in Chapter [I0). Finally, we explore
the statistical relationship between scientific news and comprehensive impact by linking
pairs of news articles and scientific publications to REF Impact Case Studies and the ECNs
from Chapter 4

This chapter is partially based on our publication ‘HarriGT: Linking News Articles
to Scientific Literature’. which was published in Proceedings Of the 56th Annual Meeting
Of the Association for Computational Linguistics-System Demonstrations, 19-24, 2018
and can be accessed at http://aclweb.org/anthology/P18-4004.

Our specific contributions are:

A web-based tool for semi-supervised matching of news articles to scientific papers

* A novel algorithm for ranking candidate scientific papers to facilitate efficient manual

matching to news articles that discuss them

* The HarriGT corpus: A set of 5903 news articles linked to 9891 linked scientific
abstracts and 1086 full-text scientific papers

* A subset of the HarriGT corpus linking 140 news articles and 108 scientific papers to
103 REF Impact case studies.

* We show that the REF impact case studies that have one or more linked news articles
are likely to have been awarded a higher impact score than case studies that are not

linked to news articles.

5.2 Evidence of Comprehensive Impact

Evidence of comprehensive impact can take many forms. The subset of such evidence
that is widely and freely available and common across a large number of disciplines and

geographies is small. Here we briefly discuss a number of such sources.

5.2.1 Commercial & Financial Impact

Many academic works created within universities lead to the creation of spin-off companies
and startups which go on to achieve commercial success. Likewise, scientific works pub-
lished by private research & development departments often lead to improved commercial
outcomes for their parent company. Although evidence that pressure to commercialise re-
search may have adverse impacts on research environments (Caulfield and Ogbogul, 2015)),
both |[Lane and Bertuzzi| (2010) and REF (Parks et al., 2018; |[HEFCE, 2019) propose that
jobs created, money earned and patents filed as a result of scientific work could serve as
proxy measures for the commercial impact of science. However there are a number of

challenges regarding the availability, coverage and interpretation of these sorts of data.
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Companies’ financial information may only be available in limited quantities and
geographies. All companies in the UK, privately or publicly owned, are obliged to file
public notices of ownership upon incorporation as well as financial statements on an an-
nual basis in which they disclose their profits, losses and any outstanding debts. These
documents are then made public record and available for free download from the UK Gov-
ernment However, the UK’s policy here is an exception and such data does not exist for
most other countries. Therefore, in the majority of territories where this data does not exist
as a public record it would need to be volunteered by relevant commercial entities which
prevents the widespread use of financials as an impact metric.

Even where financial data is available, statutory financial records are usually high
level documents that are unlikely to provide a detailed breakdown of revenue and under-
standing the impact that a scientific work has on a company’s financial or employment
figures may also be difficult or impossible. The filings of a purpose-build spin-out com-
pany may present a clear picture but in larger companies, a significant number of factors
can affect financial performance; the commercialisation of a piece of research may be one
of a number of strategies being employed by the company at any given time. Furthermore,
authors within such companies are unlikely to be directly responsible for its commercial-
ization; most often, ownership of privately developed intellectual property is retained by
the employer, even if the original author leaves the organisation.

Patents are documents that disclose the technical details behind a novel product
which are made public record in exchange for a time-limited period of legal exclusivity to
make, use or sell the disclosed product granted to their author. Patents often directly cite
supporting research allowing automatic detection of links between patents and the research
that led to them being granted(Gerrero-Bote et al., 2019). Unfortunately, the significant
geographical and disciplinary variation in the numbers of patent filed (Sung et al.l 2014;
European Commission. Joint Research Centre., [2017)) limit the utility of patent data as a
universal indicator of commercial impact. Furthermore patents are expensive and can take
many years to file and are therefore seen as a poor investment in industries, like computer
science and machine learning, where technologies become obsolete very quickly. The cost
of filing patents also serves as a barrier to entry, further excluding researchers who are
unable to afford to patent their work even if they want to.

In summary, commercial financial and patent data is sparse, fragmented and paints a
limited picture of the impact that science has on the global economy. Available commercial
data may provide partial information about the economic impact of research but needs to be

used in combination with other data to provide holistic coverage of comprehensive impact.

'https://www.api.gov.uk/ch/companies—house/
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5.2.2 Impact on Government Policy

Government policy is another important area that scientific research can impact. Govern-
ments rely on research publications to help them to make sensible decisions about the health
and productivity of their citizens, directly affecting large numbers of people in the process.
Notable examples in the UK are the introduction of a national minimum wage in 1998, the
implementation of a ban on smoking in public places in 2007 and the codification into law
of The Climate Change Act in 2008 (Rutter et al. 2012). The UK Government was also
particularly reliant upon the quick dissemination and processing of scientific findings for
ministers during the recent COVID-19 pandemic (Cairneyl, |2021). We, like REF (HEFCE]
2012}, 2019), propose that scientific works which influence policy either directly or indi-
rectly, during the course of its implementation, have produced impact. We considered a
number of data sources for extraction of such impact.

A number of governments are beginning to adopt open data and open governance
policies, making available information about how they operate for free onlineﬂ In the UK,
data sources like the Hansard Records, an archive of all parliamentary debates for the last
200+ yearsﬂ and POSTnotes ﬁ], impartial lay-briefings on scientific topics given to ministers
before debates, provide ample opportunity for text mining to identify evidence of scien-
tific impact on policy. Commercial resources like Overton E] which provides a structured
database enumerating citations of scientific works made from a variety of policy documents
(Szomszor and Adie, [2022)) may also provide insight into research’s political impact.

The major limitation of using government policy as a universal indicator of com-
prehensive impact is its exclusivity. A large number of scientific works lead to tangible
commercial and other applied outcomes. However, most do not end up affecting policy
unless they affect or bring new insight or understanding to societal issues. For example, a
new method for manufacturing more efficient solar panels is unlikely to lead to new legisla-
tion; however the new solar panels could still impactful in terms of commercial success and
popularity. Like commercial and financial data (section [5.2.1] above), open policy data is
also fragmented with information spread across multiple data repositories for each country.
Therefore evidence of impact on policy would also need to be used in combination with

other types of evidence to provide a fair and holistic view of comprehensive impact.

5.2.3 Scientific Journalism and Comprehensive Impact

Scientific journalism is one of the primary ways that the general public interact with science.
News about scientific work serves an important form of impact in its own right in its ability

to raise awareness of scientific issues and is also recognised in the REF guidelines (HEFCE]

2UK:https://data.gov.uk/,US: https://data.gov/, EU:https://data.europa.eu/
*https://api.parliament.uk/historic—hansard/api
*nttps://post.parliament.uk/

Shttps://www.overton.io/

84


https://data.gov.uk/
https://data.gov/
https://data.europa.eu/
https://api.parliament.uk/historic-hansard/api
https://post.parliament.uk/
https://www.overton.io/

2012,[2019) as a contributing form of impact for case study submissions.

As well as raising awareness of scientific work, scientific journalism provides evi-
dence of many types of comprehensive impact including those discussed in sections [5.2.2]
and [5.2.1] as well as in many other areas such as health, the environment and culture. For
example “Scientists Create Tomatoes Genetically Edited to Bolster Vitamin D Levels” dis-
cusses specific work involving genetically enhanced tomato plants and links them to a new
law being proposed in the UK permitting the widespread use of genetically engineered food
crops (Geddes, [2022). “R2-D-Chew: Robot Chef Imitates Human Eating Process to Create
Tastier Food” (Abdul, 2022) outlines advances in automated sensing of food which it links
to advances in automated food preparation and a domestic appliances manufacturing com-
pany, Beko. “Robot-Assisted Surgery Can Cut Blood Clot Risk and Speed Recovery, Study
Finds” outlines a specific study which showed that robotic surgery for certain conditions
can lead to better outcomes than human surgery (Gregoryl, [2022)). In each case, these arti-
cles mention specific scientific works and directly summarise the impact that those works
have generated. Thus, it is usually possible to understand and appreciate the impact that a
scientific work discussed in a news article has had without needing to rely upon third-party
proprietary datasets.

Scientific news articles are also plentiful and ubiquitous; most countries have a na-
tional press who publish science and technology articles. The majority of these articles are
made available online and free access to them via news websites is usually provided. Such
articles can then be gathered using web scraping technologies which can extract the full
text content from a given news article for downstream analysis. There are also a number
of web archives such as CommonCrawﬂ and the UK Web Archive (JISC and the Inter-
net Archive, 2013) that provide free, historic access to web content that has already been
collected. Although web scraping was previously considered controversial, recent lawsuits
in the United States have concluded that web scraping is legal on publically-accessible web-
sitesﬂ Furthermore, processing of scraped, copyrighted material, such as news articles, is
usually permitted in countries like the United Kingdonﬁ and countries within the European
Unimﬂ which provide legal copyright exceptions for application of text and data mining
technologies.

Journalists tend to publish articles that discuss scientific works that they consider
newsworthy based on the work’s scope, scale and novelty, timeliness, cultural relevance and
how relatable the work is (Molek-Kozakowskal 2017). Press Releases are written briefings
provided by scientists, often with help from university press officers, that outline the news-

worthiness of their work, often by using some of the aspects such as timeliness and cultural

6https ://commoncrawl.org/

7https ://cdn.ca9.uscourts.gov/datastore/opinions/2022/04/18/17-16783.pd
f

$https://www.gov.uk/guidance/exceptions-to-copyright

‘nttps://eur-lex.europa.eu/eli/dir/2019/790/0j
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relevance as a hook to interest journalists (Fuocol [2021)). For example, by providing a
timely link between a study showing the need to frequently wash hands due to contamina-
tion from harmful flame retardants found at participants’ homes and the COVID pandemic
during which early advice was also to wash your hands to avoid infection (ibid.) Recent
work by MacLaughlin et al.|(2018) found that scientific journalists are much more likely to
publish news about scientific work that has an associated press release.

Clearly not all scientific works can feature in the news. However, many break-
through studies that are not mature enough to directly change policy or become a billion
pound startup idea but which lay the foundations for further-reaching works, are consid-
ered interesting and newsworthy enough to report on. Additionally, the policy-changing,
money-making works also tend to be newsworthy and do often feature in publications,
making scientific news a rich, broad resource for understanding comprehensive impact. For
the remainder of this work, we primarily focus on the link between scientific news articles
and comprehensive impact. Discussion of other sources of evidence for comprehensive

impact explored in this section and possible integrations thereof can be found in Chapter

5.3 NLP and IR Approaches for Linking News Articles and the
Scientific Papers They Discuss

We aim to evaluate the effect that links to news articles, or a lack thereof, can have on a REF
impact case study’s score. However, before we are able to do this, we require a practical
way to find news articles that discuss the scientific works that we previously linked to REF
case studies in Chapter 4]

Within our data model, visualised in Figure [5.1) news articles may have a direct
outbound link to a scientific paper via a DOI or by referring to the work within the body of
the work. Alternatively, links between scientific works and news articles may be inferred
by parsing REF case studies which provide both citations to supporting scientific works and

references to news articles that discuss the work.

5.3.1 Process Overview

We develop a multi-step article linking process visualised in Figure [5.2] that allows us to
explicitly link corresponding News Articles and Scientific Papers to each other and to REF
Case studies that mention them using the data model outlined above.

The process takes as inputs three datasets. The first is a large multi-terabyte histori-
cal web archive containing a large number of news articles which we describe in more detail
in section [5.3.2)). We additionally re-use both the REF case studies and citation networks
identified in Chapter 4]
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News Article REF Impact Case Study Scientific Paper

Figure 5.1: A visual representation of possible relationships between news articles, REF
impact case studies and scientific papers.

The process begins with the identification of news articles within the web archive
(section [5.3.2). We then carry out automated processes that identify explicit references
to news articles from within REF case studies (section [5.3.3) and explicit references to
scientific papers from within the news articles (section [5.3.3). Scientific news articles that
cannot be automatically linked to REF case studies or scientific papers are submitted for
human verification in our HarriGT annotation tool (section[5.3.6)).

HarriGT, uses semi-automated processes to filter out irrelevant news articles that
have a low probability of containing a link to scientific works (section [5.3.6.1) and auto-
matically propose scientific papers that are likely to be linked to each article (section[5.3.9).
Annotators have two manual touchpoints with the process. Firstly, they may override the
article filter, marking news articles as irrelevant if they do not discuss scientific work or
vice versa. Secondly, they review relevant news articles and the automatically proposed
candidate scientific papers, formalising links between them where appropriate.

Finally, news articles, scientific papers and REF case studies are assembled into a

single linked data set and missing links are inferred and made explicit where appropriate.

5.3.2 Identifying and Extracting News Articles From the UK Web Archive

In order to build a comprehensive corpus of news articles, we worked with the UK Web
Archive (JISC and the Internet Archivel 2013), a comprehensive collection of the .uk top-
level domain between 1996 and 2013. Content is stored in ARC and Web Archive (WARC)
compressed format (Technical Committee ISO/TC 46, 2017) and indexed separately in
CDX files which contain metadata about every URL that was scraped and a pointer to
the related content within the WARC structure. The JISC Web Archive is approximately
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Figure 5.2: A flowchart outlining the process we have developed for linking news articles,
scientific papers and REF Case Studies. Each sub-process (rectangular box) is described in
depth in corresponding sections in this chapter. The shaded area shows which parts of the

process reside within our HarriGT annotation tool.

62 Terabytes in size, and many websites with a .uk web address are irrelevant. Therefore,

identifying and filtering relevant content was a primary concern.

Content collected before 2011 is stored in ARC files and following a software
change at the UK Web Archive, content after 2011 is stored in WARC files. The latter for-

mat is easier to work with since it additionally stores HTTP protocol metadata and header

information as well as the HTML payload itself, allowing users to more efficiently scan
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for and quickly and reliably discard records that returned HTTP errors (e.g. 404 content
not found) and non-text data (e.g. images, PDFs, audio clips). In order to make use of the
easier-to-use WARC formatted dataset, we initially decided to restrict our investigation to
WARC archives retrieved between 2011 and 2013. It should be noted that this date range
corresponds to when the web content was collected rather than when it was originally pub-
lished. Since most mainstream news publishers do not rescind old content, a large number
of web pages published before 2011 are included in these collections archives, including
content dating back as far as 10 years prior to REF submissions in 2013.

We compiled a list of web addresses for local and national UK news outlets via a
Wikipedia articl in order to reduce the number of hostnames that our tool should inspect
down to 205. The archive index files also provided metadata about the type of each WARC
entry and whether the original scrape was successful or not (e.g. whether the URL was
invalid). This brought down the total number of WARC entries to be examined to approxi-
mately 11.5 million. Requests to the BLOB store hosting the web archive were optimised
through a script that identified batches of URLS archived in the same BLOB.

The contents of the archives were typically HTML and thus we needed to extract
the title and body of each news story. HTML layouts can vary significantly between sites
but news articles follow a typical layout and thus extraction of content fields can be carried
out using rules and patterns rather than a machine learning approach. For our purposes we
found that the open source library newspapeIE-I was highly effective and gave us access to
an article’s title, authors, publication date and other metadata.

During the process we realised that some news articles had been duplicated in the
archive. This can occur when a web crawler retrieves a URL that has been generated erro-
neously by the scraper script or the website being scraped. This can lead to multiple links
to the same content. Examples include incorrectly appending search keywords, pagination
information and other parameters into URLs that do not require these parameters. To get
around this problem, we introduced a hashing system, taking the SHA256 (U.S. Depart-
ment of Commerce and National Institute of Standards and Technology, 2012)) hash of the
title body text from each article and only accepting new content if its hash is not already
known.

Most online news publishers categorise their content by subject matter. However,
we found that limiting our analysis to just science and technology sections of the newspa-
pers led to exclusion of relevant material. A second approach was to only accept articles
that pass two high-level keyword filters. The first, simpler check is to see whether or not an
article contains one or more keywords: science, scientist, professor, doctor, academic, jour-
nal, research, publish, report. We deliberately chose these keywords as a simplistic filter to

reduce the amount of current affairs/celebrity gossip news that was initially accepted into

lohttps ://en.wikipedia.org/wiki/List_of_newspapers_in_the_United_Kingdom
Uhttp://newspaper.readthedocs.io/en/latest/
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our system.

For the second of our filters, we ran a Named Entity Recognition (NER) algorithm
(Honnibal and Montani, 2017) that provided multi-word expression identification and clas-
sification for names, locations and geo-political entities. From the results of the NER execu-
tion, we only accepted articles with at least one organisation containing University, College
or Institute.

The final step in the pre-processing pipeline was the identification of each article’s
publication date. Publication date is one of the most salient features in our paper candidate
scoring algorithm discussed below. Recent digital news articles give their date of publica-
tion in their HTML metadata. However, for many of the old articles in the web archive, this
information was not present. For articles with no known publication date, we first attempted
to retrieve the same URL from the live internet where much of the original content is still
available but with updated layouts and metadata. If the content can’t be found, we used a
set of regular expressions (found within the newspaper library mentioned above) to try and
find the date in the article HTML.

We used Apache Spark (Zaharia et al., 2016) to process the the articles in batches
on a large-scale cluster. Our process yielded a collection of 1.3 million quality press and
tabloid digital newspaper articles from UK outlets including BBC News, The Guardian,
The Telegraph, The Daily Express, The Independent and The Daily Mail.

5.3.3 Identifying News Articles mentioned in REF Case Studies

The linking process between REF case studies and news articles is summarised in Figure
[5.3] As discussed in Chapter ] REF impact case studies contain a free-text “Supporting
Works” section which we previously parsed to identify links between case studies and sci-
entific works. Case studies also have a free-text “Details of the Impact” section in which
academics enumerate the comprehensive impact that their work has had and a “Sources to
Corroborate The Impact” section on which authors provide references and links to external
sources, including news articles providing corroborating evidence.

We built SOLRE indices of these fields for all 2014 REF impact case studies. We
also indexed all news article URLs captured during the processing of the web archive (as
discussed above in section [5.3.2). We search our impact case study index for URLs con-
taining the domain name of any of the popular newspaper websites from our list of news
outlets (also described in section [5.3.2). Any URLs with matching domains are then used
to query the index of news articles to see if they match.

Of the 6640 REF case studies, 633 (9.5%) case studies contain links to one or more
news article hosted at one of the included newspaper websites. Most of these case studies
(445) link to one news article with 128 case studies linking to two news articles and 50

linking to more than two. This meant that, in order to build a larger data set, it was also

“https://solr.apache.org/
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Figure 5.3: A visual summary of the REF impact case study to news article matching
process. Historical news articles extracted from the news archive discussed in section
are indexed and then case studies are systematically searched for hyperlinks to popular
news sites. News links within case studies are used to query the news index and exact
matches with indexed articles are stored as links in the Link DB.

important to be able to find links from news articles back to REF case studies via scientific

papers (as shown in Fig[5.1)).

5.3.4 An Introduction to Extracting Citations from News Articles

Citation extraction from news articles reporting on scientific topics remains a challenging
and relatively unexplored task. There are no conventions, formal or informal, for citing
a scientific work in a news article. On the other hand, parsing and understanding citations
between scientific works is a domain that has seen a lot of attention from academia in recent
years and provides partial solutions that can be applied to news articles.

Citations in scientific papers are relatively well structured and formulaic. As such,
pattern-based extraction mechanisms have been found to yield good citation extraction re-
sults (Councill et al., [2008]). Disambiguation of the scientific work and authors to which a

citation refers can be a much more challenging task. This especially applies in cases where
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authors have ambiguous names (e.g. J. Smith). One approach is to assign scientific works
and authors unique identifiers such that there is no ambiguity in cited works (DOI and OR-
CID respectively) (Paskin, 2015} |Butler, 2012). A more pragmatic approach is needed to
disambiguate publications and authors for which no DOI or ORCID ID have been assigned.
Huang and Ertekin| (2006) present a method for disambiguation of authors using a learned
distance metric that takes into account author’s known names, affiliations and venues that
they typically publish at. Similar approaches have led to the creation of citation networks
that store relationships between huge volumes of scientific works. Networks such as Cite-
SeerX (Wu et al., 2015), Microsoft Academic Knowledge Grapr] and Scopu@ provide
external access via APIs for research and application development purposes.

Drawing inspiration from these approaches, we automate the generation of links
in cases where journalists do provide structured citations and/or DOIs and URLs for the
documents that they discuss (Section[5.3.5) and when such information is unavailable, we
use a fuzzy matching and scoring strategy, like that of|[Huang and Ertekin|(2006), to propose
links for human approval via our HarriGT annotation tool (Section 5.3.6).

5.3.5 Automated Scientific Paper Reference Detection in News Articles

Most scientific journalists will directly cite scientific work either using a traditional citation
strings that can be parsed using methods like Freecite (as discussed in Chapter ). Alter-
natively, they may providing a hyperlink leading to the digital location of the work which
can be followed or give an exact DOI which can be used as a unique identifier for the work.
These helpful behaviours are common in quality press papers such as The Guardian and
higher quality online news portals like the BBC.

In these cases, we were able to use an automated approach to record links between
documents. Regular Expressions were used to match DOI strings in newspaper text. For
extracting hyperlink references, we developed a web scraping script to follow the hyper-
links and extract DOIs from the HTML metadata tags embedded in the target web pages.
These metadata tags are mostly standardised across academic journal publishers® websites

allowing full automation of our scraper scripts.

5.3.6 HarriGT: Semi-Automated Linking of Ambiguous Links to Scientific
Papers from News Articles

Some scientific journalists tend to make passing or implicit references to scientific work,
normally omitting DOIs and URLS and usually in the format “Researchers at < Institution >
have published a study in < journal >". Occasionally, journalists completely omit all key

information about who funded or even carried out a given study from their reports making

Bhttps://makg.org/
Yhttps://www.scopus.com/
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Figure 5.4: An expanded view of the annotation process diagram for HarriGT.

identification of the work very difficult (Bubela et al., 2009). Furthermore, journalists of-
ten solicit the opinions of academics who work in the same field as but were not directly
involved with the subject of the article which can further confuse attempts to automate ci-
tation extraction (Conrad, [1999). These behaviours are more common in tabloid format
papers such as The Daily Express and The Daily Mail.

To help us to identify and confirm links for these ambiguous matches, we developed
HarriGT, a tool that combines an automated NLP-based matching pipeline with human-
in-the-loop supervision in order to quickly match news articles to scientific papers where
only partial information is available. Figure [5.4] outlines the process that HarriGT uses to
generate matches between news articles. Articles from the web archive collection are stored
in a database and labelled using a spam classifier. Information from the non-spam news
articles is then used to search external academic APIs and citation networks for candidate
scientific papers that could be linked to the news article.

A human annotator can then view the news article and candidate scientific papers
via a web interface (shown in Figure [5.5)) and decide whether to link them. The annota-
tor can also review the spam model results and update them accordingly to correct mis-

classification. The spam classification model and scientific paper matcher components as
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well as the citation graph integrations shown in the diagram are discussed in more detail

below.
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Figure 5.5: HarriGT Web UI shows a news article in the top pane and a selection of can-
didate matches to scientific papers in the bottom pane that the annotator can review and
formally link to the news article. Helpful metadata about the news article that help the an-
notator identify authors, institutions and publication dates for the research are shown in a
side-bar on the right.

5.3.6.1 HarriGT Relevant/Irrelevant Classification Model

Although our keyword filter during pre-processing removes a large number of general in-
terest articles that do not discuss scientific work, there are still a number of articles that pass
this initial screening that are off topic. For example, a celebrity article may mention that
they went to a particular university or a crime article may involve a doctor or scientist. On
the other hand, a relevant article should focus on one or multiple scientific advancements
e.g. discovery of a new fossil, invention of an improved industrial process, successful trial
of a medical treatment. Whilst such an article may include a celebrity interest story, e.g. a
quote from an actor who is personally affected by a medical advancement, coverage of the
scientific advancement and the investigators involve should remain its primary purpose.
Identifying whether an article is relevant or not can be very time-consuming for

annotators, who may spend several minutes reading significant parts of an article and even
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Model Type ‘ Accuracy F1-Score
SVM 0.94 0.94
Naive Bayes | 0.82 0.86

Table 5.1: Micro-averaged Results from Relevant/Irrelevant Models. Irrelevant Articles:
2085, Relevant Articles: 840

start looking through paper matches before realising that there are no relevant academic
links to the story. Hiding irrelevant articles accelerates annotation by reducing the number
of articles that do not yield any links to scientific work that the human annotator must
review. However, hiding these articles is also a non-trivial goal since we must also avoid
hiding too many relevant articles which could hinder the quality of our annotated dataset.
We address this issue by including a machine learned “relevant/irrelevant” classifier model
into HarriGT. Within the user interface, news articles can be marked as irrelevant by the
human annotator if they contain little relevant scientific content.

Articles are placed in separate tabs in the user interface depending upon which
class they are assigned. Having been briefed about the definitions of relevant and irrelevant
as discussed above, users of the HarriGT tool are encouraged to re-label articles that are
incorrectly classified and periodically review the irrelevant tab. A set of 50 relevant and
50 irrelevant news articles were collected using the HarriGT interface in order to provide
an initial labelled dataset for the model. Subsequently, the model was re-trained using
new examples from the irrelevant and link categories periodically as the users continued
to correctly tag articles. This ongoing review process ensures that model performance is
repeated over time and helps annotators to minimise time spent reviewing irrelevant articles.

We initially trained two machine learning models to address the problem, a Naive
Bayes classifier and a Support Vector Machine. We used Grid Search to identify the
best training hyper-parameters for feature extraction and the models. The optimal feature
hyper-parameters were found to be unigram and bigram bag-of-words features with TF-
IDF weighting, maximum document frequency of 75% and a maximum vocabulary size of
10,000. We found that an SVM with a linear kernel and C' = 1 produced the best results
and used this model in the live system. Table 5.1]shows our model results after 4 iterations
of training and use.

Given the size of the corpus, the hardware environment that the model was required
to support and the positive results from the SVM model, we decided not to explore deep
learning approaches to relevant/not-relevant filtering.

This model facilitates the general classification of news articles as relevant or ir-
relevant in the context of science in general. However, news articles are not yet linked to

specific papers at this stage.
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5.3.7 Citation Graph Integrations and Candidate Retrieval

In order to provide candidate scientific works for each newspaper article, we required in-
tegration with rich sources of metadata for as many scientific disciplines as possible. We
decided to integrate HarriGT with the Microsoft Academic KnowledgeE], Scopus{f] and
Springe APIs. These APIs all provide broad, up to date coverage of known academic
works. Each API had a different search endpoint with differing query languages and syntax
that had to be catered for.

Each of the APIs returns metadata such as title, names and affiliations of authors,
name of publishing venue and date of publication. In most cases each API returned a DOI
so that each work could be uniquely identified and hyperlinked via the HarriGT interface.
This allowed us to de-duplicate items returned by more than one API.

Articles typically talk about the institution that a scientific work was carried out at
and independently the name of the author e.g. “Cambridge Researchers have found that...
Dr Smith who led the study said...” making automatic extraction of reference information
very difficult. Therefore, we use the NER matches generated for each news article in Sec-
tion[5.3.2]to identify all names and institutions in the article and run citation graph queries
for each permutation. For example: “A study run by Oxford and Cambridge universities
found that... Dr Jones who led the study said...” would yield two queries: (Jones, Oxford),
(Jones, Cambridge). Frequently, university press officers work with journalists to ensure
that news articles are published on the same day or very shortly after a scientific work is
published. However, in some cases, journalists may hear about new scientific works a few
days after they are published via online press releases or other, earlier news articles. In some
cases, metadata associated with news articles and scientific paper publication dates can be
inconsistent (in particular if there are multiple publication dates for the scientific paper cor-
responding to an online version and a physical version. HarriGT’s searches are bounded
by the article’s publication date plus-or-minus 90 days in order to take these variations into

account,.

5.3.8 Candidate Scoring Implementation

The candidate retrieval mechanism described above in Section tends to over-generate
links between news articles and scientific publications, resulting in a significant number of
false positives. Therefore it is important to have a mechanism for ranking these further, to
avoid spurious matches and only show the user the most prominent ones for formal linking.
To address this we propose a simple but effective mechanism based on the Levenshtein
Ratio. Each news article is associated with a set of C candidate scientific works ¢; where

i € [0,C] are found using the retrieval method discussed above. News articles contain

Bhttps://makg.org/
Yhttps://dev.elsevier.com/index.html
"https://dev.springer.com/
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two sets of entity mentions of interest: A set of /N peoples’ names n; and a set of O
organization names oj. We also record the number of times each entity is mentioned M;.
For each candidate scientific work c;, we identify a set of A; authors’ names af and their
respective academic affiliations uf We also note the publication date of each news article
D and the publication date of each candidate scientific work P;.

For a given news article, we score each candidate scientific work ¢; by summing
over the square of Levenshtein Ratio (L, (x,y)) of each pair of mentions of names and

authors:

N A
ST =) M) Li(ng,a)?
j=0 k=0

A similar calculation is carried out for organisation mentions and affiliations.

o A;
S0 =D M; Y Li(ojup)?
j=0 k=0

The Levenshtein Ratio is a simple, effective measure that has been used for as-
sessing named entity similarity (Moreau et al., 2008). We also calculate A p, the number of
days between the publication date of the news article, D and the scientific work P;. In cases
where the candidate article has multiple publication dates (for example, online publication
versus print publication), A p is calculated for all publication dates and the smallest value

is retained.

Ap = min(/(D — F")?)

Finally, we calculate an overall score S; for each article by normalizing S?*" and
S by their respective numbers of distinct entity mentions and then dividing by Ap like
s0:
SPT8I
S; = ( L 4 ¢ ) X —
N O Ap

Candidates are ranked according to their .S; score in descending order so that the

highest scoring candidates are presented to the user first.

5.3.9 Candidate Scoring Evaluation

To evaluate our candidate scoring technique, we use it to retrieve the N-best candidates
for news articles with known links to one or more scientific papers. For each of the news
articles in our ground truth collection, we retrieved all candidate scientific works from the
citation graphs as described in section[5.3.7]above. We then use the scoring algorithm from

section [5.3.8] above to rank the candidates then check to see whether actual linked papers
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appear in the top 1,3 and 5 results (Top-K Recall).

Top-1 | Top-3 | Top-5
Recall | 0.59 0.83 0.90

Table 5.2: Top-K Recall for scoring algorithm for 296 news articles with 314 manually-
validated scientific papers and 3964 automatically-proposed candidate scientific papers
(mean 13 candidates per news article, median 11 candidates per article)

We identified a small number of reasons for sub-optimal ranking. Newspaper arti-
cles occasionally focus around candidate works published months earlier. In some cases,
incorrect publication dates are being reported by the scientific paper APIs. In both cases,
our system strongly penalizes candidates in terms of Ap. HarriGT’s ranking algorithm
also weakly penalizes candidates that have multiple authors in cases where only one author
(often the lead) is mentioned in the newspaper text. This effect is amplified when work by
the same lead author with fewer or no co-authors is also found since these candidates are
preferred and filtered to the top of the list.

HarriGT’s recall is not bounded by the candidate ranking algorithm but by the
queries and results from our integration with Scopus, Microsoft and Springer APIs. Har-
riGT allows the user to hide news articles that are scientific but for which no relevant
candidates are recommended. This action is distinct from marking an item as spam, which
indicates that it has no scientific value and should be excluded from the corpus.

We evaluate the recall of our tool by considering items marked as link to be retrieved
and deemed relevant and items marked as hide to be retrieved but for which no relevant

items could be found. Thus defining recall as:

[{linked}|
{linked} U {hidden}|

At the time of writing, the recall of the system is 0.57. This figure may be lower than the

recall =

actual figure, since papers are occasionally classified as ‘hidden’ by annotators if several
strong candidates are presented and they are unsure which paper to link to. We expect that

this figure will get stronger with more use.

5.4 Exploring the Relationship Between Comprehensive Impact
& News Coverage With The HarriGT Corpus

Using the document linking strategies discussed above, we assembled a corpus of 5903
digital news articles and linked citation records (author names, title, publication date and
venue) for 9891 scientific papers. The larger number of scientific papers being attributed to
news articles that mention multiple scientific works. We were able to collect the full paper

text for 1086 of the 9891 scientific paper citation records. We call this collection of records
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and full documents the HarriGT Corpus. We were then able to identify 103 REF impact
case studies with links to 140 of the news articles and 108 of the scientific paper citation
records (see (F) in Figure [5.6).

We use subset F of the HarriGT corpus to explore the statistical relationships be-
tween REF impact and news coverage. As discussed in Chapter ] REF impact scores for
individual case studies are not published in order to preserve anonymity of academics. In-
stead, the number of 4%, 3*, 2% 1% and unclassified case studies are reported per unit of
assessment (UoA, approximately: faculty or department) at each partaking institution. REF
controls for department size by mandating a minimum of two impact case studies to be
submitted per UoA with an additional case study per 10 Full Time Employees (FTE) REF
2014 (2011). We found that the mean number of FTE per participating scientific UoA was
27.3 and thus the mean number of case studies submitted per UoA was 3-4.

Following the approach discussed in Section[4.2.T] we assign the mean impact score
of the case studies from the associated UoA and institution as the score for individual case
studies. Although some information loss is inevitable, in 96% of submissions the mean
calculation involved 10 or fewer data points.

Given the national importance of REF, UK universities are heavily incentivised to

A

Scientific
Papers (SP)

1740 D B
5655 NA News Articles

& (NA)
3553 SP 248

E
4631 SP &
2719 CS

Cc F
REF Impact Case Studies (CS) 108 SP & 140 NA &
3620 103 CS

Figure 5.6: Documents in the corpus according to size and relation.
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select their best scientific work for inclusion into case study submissions at UoA level. The
limits on how many case studies a university may submit per UoA and the imposition of a
4 page limit per study (REF 2014, 2011) favours the inclusion of what academics consider
to be their most impactful work and precludes reporting of less impactful work (in other
words there is a focus on quality, not quantity). Therefore, we assume that the inclusion of
a scientific paper in a REF case study is a general indicator of high comprehensive impact.
The vast majority of scientific papers are not included in REF case studies either due to
the small number of impact case studies submitted per institution UoA, the timing of the
papers in relation to REF (i.e. they were published outside the reporting period) or the
authors being external to the UK.

Using metadata from the HarriGT corpus, we split all REF impact case study results
into two sets depending on whether they had news articles linked to them. Our hypothesis is
that scientific papers linked to REF impact case studies with associated newspaper articles
(F in Figure [5.6] referred to as “linked”) have a higher comprehensive impact than those
linked to cases studies without any such news articles (F, referred to as “unlinked”). Figure
shows a plot of the frequency distribution for these these two sets against average REF
impact score as per the calculation above.

Using D’ Agostino and Pearson’s normality test (D’ Agostino, [1971]) we found that
neither set of scores has a normal distribution (p = 8.66 x 1077 and p = 1.01 x 107220
for linked and unlinked subsets respectively). We therefore opted to use the non-parametric
Kolmogorov-Smirnov 2-sample test [Massey| (1951]) (KS-2 Test) to test the significance of
the difference between the two distributions. The KS-2 test shows that the two samples are
most likely drawn from separate populations (p = 0.007), supporting the hypothesis that

the two sets represent distinct populations. We also test the error bounds of the two sets
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Figure 5.7: Frequency Distribution of REF Impact Scores for REF case studies that are
linked (F' U G, blue) or not linked (C' U D,red) to one or more news article.
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using a two-sample bootstrap test of mean difference (Hesterberg, 2015). This test yields
a 95% bootstrap percentile confidence interval of [0.07,0.27] which suggests that i. the
difference between the two distributions is too large to be attributed to random chance and
ii. given that confidence interval is positive, the ‘linked’ set of case studies and papers tend

to have a higher impact score than the ‘unlinked’ set.

5.5 Conclusion

In this chapter we aimed to identify a source for evidence of comprehensive impact that
is easy to access, scalable and generalisable to different geographies and scientific disci-
plines and which has a clear statistical link to comprehensive impact performance in terms
of REF Impact Score. We initially explored a number of data sources that provide evidence
of scientific works‘ comprehensive impact, settling upon scientific news which is plentiful,
covers a plethora of impact types including commercial and political impact can be easily
collected. Scientific news provides broad but relatively shallow coverage of scientific disci-
plines. On the other hand, the remaining sources discussed in Section[5.2] provide narrower
but deeper coverage of specific types of impact which may provide additional context and
complement news coverage of scientific work. For example, scientific work that leads to the
incorporation of a modestly successful startup or a minor policy change within a specific
area of healthcare may not feature in national or international news publications but may be
visible in appropriate commercial or political data. However, the biggest challenge faced
by anyone aiming to build a system that integrates all of these complementary sources is
their abundance and sparsity and the amount of manual engineering and analytical effort
required for this integration.

We next assembled the HarriGT corpus, a dataset of news articles, scientific papers
and REF impact case studies by processing over 62TB of web archive data and identifying
11 million historical news articles with potential links to scientific works. We developed a
set of retrieval strategies that enabled us to search for links from news articles to scientific
works and from REF impact studies to news articles where explicit links were available.
For implicit links, we also built a semi-supervised web tool that uses machine learning
to remove irrelevant content and facilitate ranking of candidate scientific papers, allowing
humans to quickly and efficiently confirm links between news articles and scientific papers.

Finally, we carry out a statistical analysis on subsets of the HarriGT corpus with and
without links to news articles, finding that scientific work with at least one associated news
article is likely to achieve better a REF Impact Score than works that are not linked to the
news. We find this relationship to be intuitive since more impactful works that have a larger
effect on society, the economy or policy are more likely to be of interest to the general public
and thus reported in the news. However, given the small size of the linked HarriGT corpus

subset, future work should focus on understanding possible confounding variables such as
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the presence or absence of press releases or the relative prestige of authoring academic
institutions.

Having established the existence of a statistical link between news mentions and
REF impact score, in the next chapters we investigate the mechanisms behind this phe-
nomenon. In Chapter [6| we explore how information in scientific articles is transferred to
newspaper articles and how we can identify and align paraphrasing excerpts of text across
pairs of documents despite the differences in style and tone between the document types.
Subsequently, in Chapter [9] we focus on the paraphrasing and rewording of information
across the two document types, establishing a methodology for determining the ‘impactful-

ness’ of sentences.
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6

Information Transfer Between News Articles & Scientific Papers

“Science is the only news. When you scan a news portal or magazine, all the human
interest stuff is the same old he-said-she-said, the politics and economics the same
cyclical dramas, the fashions a pathetic illusion of newness; even the technology is
predictable if you know the science behind it. Human nature doesn’t change much;
science does, and the change accrues, altering the world irreversibly”

Stewart Brand

6.1 Introduction

In order to characterise the relationship between news coverage, scientific work and com-
prehensive impact that we uncovered in Chapter [5] we seek to better understand how in-
formation flows from scientific work into news articles. Although scientific papers and
the news articles that discuss them share the same core subject matter, the purposes and
audiences of these documents have very different purposes and audiences necessitating di-
vergent structures and styles. The primary purpose of a scientific paper is to precisely
communicate the technical details of scientific work to a deeply technical audience with
appropriate scientific backgrounds in a way that allows other scientists to understand and
recreate them. On the other hand, a scientific news article’s primary purpose is to com-
municate scientific work to a broad and general readership in a way that makes them feel
engaged, informed and entertained and encourages them to buy more newspapers.

As a key part of their role, scientific journalists must consider which information
from a scientific paper should be included in their news articles and whether or not the
content is accessible, re-writing complex scientific text in a fun and interesting way for their
readership. This process usually results in writing that is significantly different from the
scientific source material, some direct quotation and paraphrasing notwithstanding. Good
scientific journalists will often make creative use of metaphor and simile to help make
scientific work more relatable and understandable to their readers (Louis and Nenkova,
2013a)). Furthermore, science news articles tend to include summaries of related work
from relevant scientific disciplines in order to furnish readers with the context they need to
understand the focal scientific work.

For a typical reader, the task of identifying journalistic writing that either originated
in or was strongly influenced by specific excerpts of scientific writing is very challenging,
direct quotation notwithstanding. Readers without a deep scientific background may have to

do significant supplementary research to understand the technical scientific content enough
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to be able to link it back to the simplified news writing. For example, a lay reader who
encounters a new article titled “...Scientists Reverse Ageing In Old Mice Using Brain Fluid
From Younger Mice..ﬂ > and its associated scientific papelﬂ would be required to know
what “oligodendrogenesis” is and that it is a useful biological process that mouse brains are
less able to carry out as they age in order to make the connection that “revers[al of] ageing in
old mice” refers to the resumption of oligodendrogenesis in the older mouse brain. Both the
breadth and depth of this task also represents a significant challenge for automated systems;
they must identify thematically aligned content across two documents that use very different
vocabularies and levels of detail.

In this chapter we aim to address RQ3 (section and CH4 (section by
developing methods for measuring semantic similarity as a proxy for information flow from
scientific papers and the news articles that discuss them, despite the linguistic and structural
differences between the two documents. We start with a discussion of the key differences
between scientific news articles and scientific papers. We investigate several document
representation methods, evaluating how well they are able to encode similarities between
pairs of news articles and scientific papers via an information retrieval task. Finally, we
discuss the suitability of each representation method for identifying conceptually aligned
segments of document pairs and facilitating downstream analysis in later chapters

This work was carried out in Early 2018 before the widespread use of transformer-
based language models like BERT (Devlin et al., 2019). Therefore, there are a number of
newer models and techniques, which we did not explore at the time which could provide
new directions for future work which we discuss further in section [6.6] However, many of
the tasks involved in comparing and aligning information across long documents are still
challenging for modern NLP models (as we briefly outline in CH4 in Section|1.3.4).

Specifically the contributions of this chapter are as follows:

1. We carry out an analysis of document structure and vocabulary within the full-text
subset of the HarriGT Corpus and show clearly the disparity between scientific papers

and the news articles that discuss them.

2. We discuss and evaluate a series of state-of-the-art document representation tech-
niques and their suitability for encoding information flow in pairs of linked news

articles and full-text scientific papers HarriGT linked corpus (Chapter [5).

3. We define a new information retrieval task for determining how well the document
representation techniques discussed encode information overlap between pairs of

news articles and scientific papers.

4. We show that despite disjointed vocabularies, simple bag-of-words outperform more

"https://www.indiatimes.com/technology/science-and-future/scientists-re
verse—-ageing-in-old-mice-using-brain-fluid-from-younger-mice-569389.html
“https://www.nature.com/articles/s41586-022-04722-0
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complex approaches at retrieving research papers described in corresponding scien-
tific news articles but that they are less capable of encoding information flow between

documents.

5. We make recommendations about future work and suggestions for where current

state-of-the-art models could facilitate more effective encoding of information flow.

6.2 Data

The differing purposes and audiences of scientific papers and news articles lead to a num-
ber of key differences in the style, structure, length, vocabulary and readability of the two
documents, all of which pose major challenges for automated linguistic analyses of the
commonalities between pairs of topically aligned newspaper articles and scientific papers.

Scientific papers use very complex vocabularies to describe technical concepts and
processes as precisely and specifically as possible. On the other hand, Newspaper articles
aim to communicate these same concepts in a way that is accessible to as broad an audi-
ence as possible. Since larger, more complex vocabularies are negatively associated with
readability (Pitler and Nenkoval, 2008), it follows that news articles tend to use smaller, sim-
pler vocabularies than scientific papers to make the content more accessible. In some cases
news articles will include direct quotes from the authors of the studies that they describe
and in these cases, simple exact-string matching may help to identify regions of information
transfer between the two documents. However, journalists will often paraphrase the origi-
nal work and use creative writing and metaphor to make complex scientific concepts more
accessible to their readers (Louis and Nenkova, [2013b)). For example, a recent news article
reporting on COVID-19-related parosmia refers to the phenomenon instead as ‘changes to
smell.

6.2.1 Vocabulary and Communication Style

We ran a preliminary experiment in order to characterise differences in vocabulary across
news articles and scientific papers. We tokenized all news and scientific article pairs for
the top four news outlets in the full-text subset of the HarriGT corpus in order to calculate
their document-wise vocabulary sizes and pairwise overlap of vocabularies. We counted all
words with three or more letters that did not appear in a list of common English stop words.
We calculated mean document-wise vocabulary sizes and mean pairwise-overlap by news
outlet as shown in Table [6.1] Within our corpus, news articles typically have vocabularies
around 14-28% of the size of associated scientific articles and between 7-12% of the words

in those vocabularies are shared by both news articles and scientific papers. Furthermore,

*https://www.theguardian.com/world/2022/may/25/scientists—identify-trig
ger-molecule-for-covid-related-changes-to-smell
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News Outlet | # News | Mean Mean Mean Pairwise
Articles | News Science Vocab Overlap
Linked Article Paper Y%

to  Sci- | Vocab Vocab

ence Size Size
Papers
Quality Press PPC 360 167 702 116
uatity The Guardian | 585 266 922 12.1
. Daily Mail | 73 157 658 11.7
Tabloid The Express | 57 97 685 7.7

Table 6.1: A summary of mean vocabulary size for newspaper articles and associated sci-
entific papers in the HarriGT corpus and the size of the vocabulary overlap. The vocab
size is slightly smaller for the Tabloid press than quality press, but for all news outlets, the
vocabulary overlap with science papers is no more than 12.1%

the mean vocab sizes in the table also show an intuitive difference in complexity between
quality press outlets which focus on research-based hard news coverage targeted at well
informed, politically engaged readers and tabloid outlets which typically publish less de-
tailed articles focusing on lifestyle and celebrity issues and target younger, less educated
audiences (Bastos| [2016)).

6.2.2 Document Length

We also calculated the mean lengths of all documents in the HarriGT corpus. Whilst the
mean length of a scientific paper is 8151 words and median 6307, the mean length of a
news article is 1012 words and median 828 words. Prior studies support our findings;
scientific papers are typically around 5000-7000 words (de Araujo, 2014) dependent on
scientific discipline and typical news articles tend to be around 600-700 words in length
(Wobbrock et al., 2021; Menéndez Alarcon, 2012). However, |Louis and Nenkoval (2013b)
consider only articles containing 1,000 words or more for their corpus of science news
articles, suggesting that this is a reasonable length for good quality science news articles.
We further break down mean lengths of the linked news articles in the HarriGT corpus in
Table

Given the respective goals of ‘entertain and inform’ versus ‘explain precisely’, the
disparity in length between news articles and scientific papers is intuitive. Scientific jour-
nalists aim to summarise a story briefly without boring or scaring the reader aways; it is
intuitive that longer articles are harder to read than shorter articles and this was also found
to be the case by |Pitler and Nenkoval (2008). Journalists are also likely limited to 1-2 pages
of A4 paper by the newspaper editorial team and must therefore write concisely and clearly.
Conversely, scientific papers must describe exactly and precisely the work carried out, re-

quiring much more space. Scientific papers are typically limited to a set number of pages
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News Qutlet | # News | Mean Mean Length

Articles | Length of Linked

(words) Science Papers
Quality Press BBC . 360 687 6162
The Guardian | 585 1325 9847
. Daily Mail 73 642 5854
Tabloid The Express | 57 374 6786

Table 6.2: A breakdown of mean lengths of news articles from different outlets in the full-
text subset of the HarriGT corpus. Quality press articles are typically longer than Tabloid
articles, and some Tabloid articles can be really very short when compared to the length of
the scientific work that they describe. Linked scientific papers are of similar length except
for the Guardian which links to a number of longer papers and has the longest news articles.

depending on publication venue and discipline. However, ensuring that scientific papers
are easy to read is usually a much lower priority than ensuring that the work is complete,
precise and rigorous. As with article vocabulary (see section [6.2.1)), there is a noticeable
difference in length between Quality Press and Tabloid articles. Quality Press articles are
typically longer than Tabloid articles which likely reflects the preferences of the different
audiences served by these outlets.

The disparity in length between document pairs makes the selection and reformula-
tion of relevant information from scientific papers to be communicated in news articles all
the more important and the omission of important information all the more detrimental to

the goal of communicating scientific work.

6.2.3 Types of Scientific News & Links to Scientific Papers

Some news articles link to multiple scientific works which makes the task of identifying
which part of the news article relates to which scientific paper even <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>