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#### Abstract

This study investigates the use of a random-walk search algorithm for a swarm of mobile robots for area exploration. A stochastic process was employed to define the robots' route, and a cluster-based distribution factor and nature-inspired algorithms were used to explore undiscovered areas. A distributed search technique was also evaluated for area exploration using a multi-robot team, with cost and performance of the swarm analyzed for determining the optimal size of the swarm. The results suggested that the random-walk search algorithm is a viable and cost-effective solution for area exploration by a swarm of robots, with the added benefit of improving performance. In addition, the optimal size of the swarm analysis revealed the optimum number of robots for a particular task.
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## I. Introduction

In this study, a random-walk search technique was used to explore a region with a swarm of mobile robots [1]. The algorithm instructed the robots on covering the entire area, using a 2 D stochastic process known as a random walk [2]. A common example of a random walk is the walk on the integer number line, which starts at zero and takes +1 or -1 steps with an equal probability. Single-robot area exploration is plagued with many challenges due to low size and high mobility, especially balancing the exploration vs exploitation trade-off [3]. In contrast, a swarm of robots can explore a larger area quickly and efficiently, while performing various tasks such as obstacle avoidance, localisation and mapping. A wide range of advanced tasks and challenges were reviewed in [4] for swarm robots like homogeneous vs heterogeneous robots, self-assembling and self-reconfigurable robots, centralized vs decentralized communication and control, parallelism, scalability and robustness, formation control and connectivity, path planning and obstacle avoidance, object transport and manipulation amongst many others. To address these issues, a multi-robot area exploration algorithm was developed using cluster-based distribution and a nature-inspired approach in [5] utilizing the mean square displacement (MSD) and truncation random walk methods. Furthermore, a distributed control technique was introduced to explore an area with a multi-robot team. This swarm-based approach will not only improve the performance of a team of robots but also make them more costeffective. Therefore, swarm exploration is vital for research, but it is essential to analyze how the swarm size affects its
performance as shown in [6]. Previous research in [6] showed a comparison of the detection performance of obstacles and exploration time using groups of three, six and nine robots using analysis of variance (ANOVA).

## II. Material and Methods

In this section, we discuss the methodology employed in our research i.e. the Random Walk Search Strategy (RWSS) for swarms of mobile robots in an exploration area. In our simulation, a swarm of robots roam around the environment and utilized the RWSS to cover the given area. This strategy is based on the concept of random motion which allows the robot to explore the environment by taking random steps, ensuring that the entire area is covered. The robots were set off randomly in different directions, each taking their own path while avoiding obstacles or other robots. We designed a mechanism to adjust the speed and direction of the robots in reaction to obstacles and the presence of other robots in the vicinity. Our simulation took into account the physical constraints, including walls and objects, as well as the presence of other robots in the swarm. We created a mechanism for detecting and avoiding collisions between robots and obstacles, the results of which are used to analyze the performance of the robots and guess the efficiency of the RWSS in exploring an unfamiliar space. This data can be used to refine the RWSS and develop more effective methods for swarm robotics.

For multi-robot swarms, there have been many studies. For example, the impact of parameters, different environments, environment size and population were discussed in [7], based on the particle swarm optimization algorithm. Coverage time has been compared as a metric of area exploration in [8]. Optimization efficiency, mean cost improvement and auction cycles were studied as a function of multiple robots and multiple tasks in [9]. Merging multiple explored areas of a map by multiple robots have been addressed in [10], [11]. Area exploration time has been identified as one of the key parameters in multi-robot missions in [12], [13]. Additionally, the role of history size has been discussed for robots with random walks in [14].

## III. Random Walk for Area Exploration

Area exploration by stochastic processes in chaotic or uncertain environments is made possible by the random walk
technique, which offers a potential tool for modelling the behaviour of a system and forecasting its future states. By choosing at random direction of the system or object's present state at each time step and taking into account new data or events as it advances, it can be utilised to optimise the movement and behaviour of the robots. [15]. The random walk technique can be used to model various types of systems, such as chemical reactions, biological processes, and economic phenomena, or random events, such as stock market fluctuations, weather patterns, and other stochastic processes [16]. This technique can be used to study the behaviour of complex systems and to make predictions about their future states [16]. The random walk technique is based on the principle of probability. It is assumed that the probability of an event occurring is independent of the past and is the same for all future events. In other words, the probability of a future state of a system is not determined by its past but by the current state and the input of new information [17]. The random walk technique can be used to estimate the expected path of a system or object. This involves calculating the probability of a certain event/movement occurring and then multiplying the probability by the expected value of the event, which is the expected value of the system or object at the end of the random walk [18].

In this paper, we report a simulation study of a random-walk exploration of an area with obstacles using 2, 3, and 4 robots where each of these explorations was conducted $n=15$ times, independently. The metric that was recorded for the simulation was the time needed (in seconds) by 4 robots to explore $50 \%$ of the accessible part of the map. The simulation environment was conducted using Python programming language. In terms of the efficiency of exploration, if it is assumed that one robot explores $50 \%$ of the accessible part of the map in $x$ seconds on average, then by simple proportions, it is expected that two robots will take $x / 2$ seconds on average to explore the same area, three robots will take on average $x / 3$ seconds, and four robots will take an average of $x / 4$ seconds. Therefore, in order to calculate the mean time it takes for 2,3 , and 4 robots, to explore $50 \%$ of the map, it is expected that the following relationships will hold: $\mu_{3}=\frac{2}{3} \mu_{2}$ and $\mu_{4}=\frac{1}{2} \mu_{2}$. A one-way ANOVA with contrasts was conducted to test this expected null hypothesis of exploration time for 2-4 swarm robots. The exploration ratio of swarm robots has been previously addressed in [19].

## IV. Real-time Polygon Random Walk with Obstacles Using Gridmap Robots

A random walk with obstacles is a type of artificial intelligence algorithm that helps a gridmap robot navigate an area with obstacles [20]. A wide variety of swarm robot navigation methods were introduced in [20] viz. probabilistic map, Markov localization, Kalman filter localization, Monte Carlo localization, landmark/roue-based localization, stochastic map building, cyclic and dynamic environments while using a wide variety of probabilistic, heuristic search and evolutionary optimization methods. In terms of performance
criteria of the swarm robots - minimum exploration time, minimum jerk, minimum energy consumed or motor effort and hybrid criteria are notable [20]. These methods were also compared for land-based, air-based and water-based robots with 6 wheels or legs. Swarm robots can employ a wide variety of sensors or their mixtures e.g. tactile, force torque, encoders, infrared, ultrasonic, sonar, active beacons, accelerometers, gyroscope, laser range finder, vision-based, colour tracking, contact or proximity, pressure and depth sensors [20]. The control algorithms of such swarm robots may be of different kinds and based on different methods e.g. global linearization, approximate linearization, Lyapunov theory, computed torque control, robust control, sliding mode control, adaptive control, neural network control, fuzzy logic control, invariant manifold method, zero moment point control etc. [20] are notable, amongst many others.

The gridmap robot is a type of robot that is able to sense the environment around it and make decisions based on the information it receives. The robot uses a gridmap to map out the environment and determine the best path to take while avoiding obstacles [21]. The robot is given a goal and must traverse the environment to reach it [22]. A wide variety of complex maps and tasks were used to show the effectiveness of the probabilistic roadmap algorithms in [22]. The robot will use random walks to reach the goal. In other words, the robot will start moving in a random direction. If it encounters an obstacle, it will randomly pick another direction and try again. This process is repeated until the robot reaches its goal [23]. Random walks with obstacles can be used in a variety of applications, such as navigating through a warehouse or factory. They can also be used to help robots find their way around a maze or spatially distributed puzzle which was solved using deep $Q$-learning in [24]. The advantage of a random walk with obstacles is that it allows the robot to find its way around an environment without having to remember the exact location of every obstacle. This is especially useful for robots that have limited memory or processing power. Random walks also enable robots to make decisions quickly and efficiently, as the robots do not have to waste time trying to figure out the best route to take [20].

To select the optimal trajectory, we must first determine the maximum allowed speed $s$ of the robot along the path, and its acceleration $\alpha$. After doing so, we can use equation (1) to maximize our selection function, which takes two weight factors into account $\beta_{1}$ and $\beta_{2}$ that favor trajectories with a long distance to collision and heading towards the goal. The goal point can be either the final global goal point or an intermediate goal point generated by the path planner. Equation (1) takes into account the rotational velocity of the vehicle $\omega$, the short distance to collision $d_{\text {coll }}$, and the long distance to collision $D_{\max }$ as:

$$
\begin{equation*}
s=\beta_{1} \times \frac{d_{\mathrm{coll}}}{D_{\max }}+\beta_{2} \times\left(1-\frac{|\alpha-\omega T|}{\pi}\right) \tag{1}
\end{equation*}
$$

To determine whether the obstacle point hits the robot, we need to calculate the trajectory of the obstacle point in the
robot frame. The point at which the obstacle collides with the robot can be found by determining the intersection between the robot's contour and the trajectory. If no intersection is detected, then the obstacle does not collide with the robot. The solution can be determined using a simple system with the following vectors and variables: $v$ (translational velocity), $r$ (radius), $p$ (point), O (obstacle point), $R$ (robot frame), and $C$ (collision):

$$
\begin{align*}
\overrightarrow{P_{c}} & =\vec{P}-\vec{C} \\
\overrightarrow{O_{C}} & =\vec{O}-\vec{C} \\
\overrightarrow{R_{c}} & =\vec{R}-\vec{C}  \tag{2}\\
r_{n} & =|\vec{C}|=v / \omega \\
r_{o} & =\left|\overrightarrow{O_{c}}\right|
\end{align*}
$$

We can now determine the radius from the point of view of the robot in Equation (3), which is represented by vectors in a temporarily stationary coordinate system that coincides with the global frame at the start as:

$$
\begin{equation*}
r_{0}^{2}=\left(x^{2}-r^{2}+y^{2}\right) \tag{3}
\end{equation*}
$$

Equations (4)-(7) provide a simple analytical expression for the robot contour, making it easy to determine the collision point. These coordinates are particularly straightforward, as they both have rectangular shapes. Additionally, the robot coordinate system is valuable in this process, since the robot contour always follows the axial direction of the robot frame. This is further demonstrated by the fact that the left and right sides of the robot can be expressed as two lines parallel to the $x$-axis, and the front and back sides can be described as two lines parallel to the $y$-axis. Solving these systems for each case gives the collision point for the front, left, right, and back:
$x_{c}$ Left-right robot collusion,
$y_{c}$ Back front robot collusion.

$$
\begin{align*}
& \text { Front side: with } x_{c} \in\left[X_{\mathrm{LEFT}}, X_{\mathrm{RIGHT}}\right] \\
& \left.\left(x_{c}-r\right)^{2}+y_{c}^{2}-r_{o}^{2}=0\right] \Rightarrow x_{c}-r= \pm \sqrt{r_{0}^{2}-Y_{\mathrm{FRONT}}^{2}} \text {. } \tag{4}
\end{align*}
$$

Left side: with $y_{c} \in\left[Y_{\mathrm{BACK}}, Y_{\mathrm{FRONT}}\right]$

$$
\begin{equation*}
\left.\left(y_{c}-r\right)^{2}+x_{c}^{2}-r_{0}^{2}=0\right] \Rightarrow y_{c}-r= \pm \sqrt{r_{0}^{2}-X_{\mathrm{LEFT}}^{2}} \tag{5}
\end{equation*}
$$

Right side: with $y_{c} \in\left[Y_{\mathrm{BACK}}, Y_{\mathrm{FRONT}}\right]$

$$
\begin{equation*}
\left.\left(y_{c}-r\right)^{2}+x_{c}^{2}-r_{o}^{2}=0\right] \Rightarrow y_{c}-r= \pm \sqrt{r_{0}^{2}-X_{\mathrm{RIGHT}}^{2}} \tag{6}
\end{equation*}
$$

Back side: with $x_{c} \in\left[X_{\mathrm{LEFT}}, X_{\mathrm{RIGHT}}\right]$

$$
\begin{equation*}
\left.\left(x_{c}-r\right)^{2}+y_{c}^{2}-r_{o}^{2}=0\right] \Rightarrow \cdot x_{c}-r= \pm \sqrt{r_{0}^{2}-Y_{\mathrm{BACK}}^{2}} \tag{7}
\end{equation*}
$$

If a feasible solution is found for any of the equations stated above, the robot will crash into point $P$. The distance $d$, traversed by the robot until the collision is then calculated.

$$
\left.\begin{array}{rl}
\alpha & =\cos \left(\left.\frac{\overrightarrow{C_{C}} \cdot \overrightarrow{O_{C}}}{\mid \overrightarrow{C_{C}}} \right\rvert\, \overrightarrow{O_{C}}\right. \tag{8}
\end{array}\right),
$$

An individual point of obstruction can intersect with the robot outline at multiple points. Because of this, the overall distance to the collision is determined by finding the shortest distance from the final point to all of the collision points $d_{\text {coll }}$ as:

$$
\begin{equation*}
d_{\mathrm{coll}}=\min \left(d_{\mathrm{FRONT}}, d_{\mathrm{LEFT}}, d_{\mathrm{RIGHT}}, d_{B A C K}\right) \tag{9}
\end{equation*}
$$

## V. Results and Discussions

A random-walk exploration of an area with obstacles using 2,3 , and 4 robots was simulated $n=15$ times. The metric that was recorded for the simulation was the time needed (in seconds) to explore $50 \%$ of the accessible part of the map. The simulations were made in Python. In terms of the efficiency of exploration, if it is assumed that one robot explores $50 \%$ of the accessible part of the map in $x$ seconds on average, then by simple proportions, it is expected that the same area is explored by two robots in $x / 2$ seconds on average, by three robots in $x / 3$ seconds, and by four robots in $x / 4$ seconds. Therefore, if $\mu_{2}, \mu_{3}$ and $\mu_{4}$ are population mean times to explore $50 \%$ of the map for 2,3 and 4 robots respectively, it is expected that the following relationships will hold: $\mu_{3}=\frac{2}{3} \mu_{2}$ and $\mu_{4}=\frac{1}{2} \mu_{2}$. A one-way ANOVA with contrasts was conducted to test this expected null hypothesis. The results of this one-way ANOVA with contrasts [25], [26] showed that in general, there is a significant decrease in the amount of time needed to explore the given area when using 2,3 , or 4 robots. The relationship between the number of robots used and the amount of time needed to explore the area was significant and inversely proportional, corroborating the proposed null hypothesis that an increase in the number of robots in a simulated exploration will result in a decrease in the amount of time needed to explore the area. This indicates that swarms of robots can quickly and efficiently explore a given area, with more robots used to accomplish the task, less time is needed on average. This provides strong evidence that swarm robotics is an effective and efficient way of tackling exploration tasks rather than using one robot.

## A. Descriptive Statistics of the Exploration Time

In this subsection, we report the descriptive statistics for the time to explore $50 \%$ of the map. Firstly we, show in Table I how the exploration time changes with the number of robots $(N R)$ varying between 2-4 in terms of min, max, mean and standard deviations of the independent 15 trials. Fig. 1 shows the histograms of the 15 independent trials of the $50 \%$ area exploration using 2-4 robots along with normal distribution fits which shows that the mean time of exploration decreases with a higher number of robots. Simulation results for the random walks for all three groups of robots have been shown in 2,3 , 4 respectively.

## B. Inferential Analysis of the Exploration Time

The results of one-way ANOVA of the exploration time are shown below in Tables II, III, IV, V with the corresponding


Fig. 1. Histograms of the exploration time for 2-4 robots and their corresponding normal histogram fits.


Fig. 2. The simulation of 2 robots with random walk.


Fig. 3. The simulation of 3 robots with random walk.

TABLE I
TIME TO EXPLORE ONLY 50\% OF THE CORRESPONDING AREA: DESCRIPTIVE STATISTICS IN CASE OF TWO, THREE AND FOUR ROBOTS RESPECTIVELY

| NR | Iter | Min | Max | Mean | Std. Dev. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 15 | 1593.27 | 1766.13 | 1684.38 | 46.21 |
| 3 | 15 | 970.72 | 1061.17 | 1014.70 | 28.92 |
| 4 | 15 | 742.64 | 798.96 | 756.90 | 18.38 |



Fig. 4. The simulation of 4 robots with random walk.
descriptive statistics and results. Table II shows the $95 \%$ confidence intervals the 15 independent trials of the area exploration. Table III shows the test of homogeneity of variance using the Levene statistic along with the significance levels [27]-[29]. Table IV reports the ANOVA table with betweengroup and within-group comparisons of mean square time and $F$-statistic [30]. Table V reports the robustness test using the equality of mass utilizing the Welch and Brown-Forsythe method [31], [32].

## C. Asymptotic distributions of the Exploration Time

The mean time of $50 \%$ completion for 2 robots was $M=$ 1684.39 seconds ( $\mathrm{SD}=46.22$ seconds); for 3 robots, it was $M=1014.71$ seconds ( $\mathrm{SD}=28.92$ seconds), and for 4 robots, it was $M=756.91$ seconds ( $\mathrm{SD}=18.39$ seconds). We observe that the assumption of homogeneity of variances is not met i.e. $F(2,42)=3.624, p=0.035<0.05$; therefore, the results of the one-way ANOVA in Table IV alone may be unreliable,

TABLE II
Descriptive Statistics for the Three Groups of Robots

|  |  |  |  |  | 95\% Confidence <br> Interval for Mean |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{N}$ | Iter. | Mean | Std. <br> Dev. | Std. <br> Error | Lower <br> Bound | Upper <br> Bound | Min | Max |  |
| 2 | 15 | 1684.39 | 46.22 | 11.94 | 1658.79 | 1709.98 | 1593.27 | 1766.13 |  |
| 3 | 15 | 1014.71 | 28.92 | 7.47 | 998.69 | 1030.73 | 970.72 | 1061.17 |  |
| 4 | 15 | 756.91 | 18.39 | 4.75 | 746.73 | 767.09 | 742.64 | 798.96 |  |
| Total | 45 | 1152.01 | 396.64 | 59.13 | 1032.84 | 1271.16 | 742.64 | 1766.13 |  |

TABLE III
Time to Explore 50\% Area Using the Test of Homogeneity of Variances

|  | Levene Statistic | $\boldsymbol{d f 1}$ | $\boldsymbol{d f} \mathbf{2}$ | Sig |
| :---: | :---: | :---: | :---: | :---: |
| Based on Mean | 3.624 | 2 | 42 | 0.035 |
| Based on Median | 3.145 | 2 | 42 | 0.053 |
| Based on Median <br> with adjusted df | 3.145 | 2 | 31 | 0.057 |
| Based on trimmed mean | 3.654 | 2 | 42 | 0.034 |

TABLE IV
ANOVA Test for the Time to Explore 50\% of the Area

|  | Sum of <br> Squares | df | Mean square | $\boldsymbol{f}$ | Sig |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 6875753.718 | 2 | 3437876.859 | 3115.423 | 0.000 |
| Within Groups | 46347.098 | 42 | 1103.502 |  |  |
| Total | 6922100.816 | 44 |  |  |  |

especially considering the small sample size. Therefore, more robust tests were performed (the results are shown in Table V), and using Welch's statistic $W(2,25.11)=2651.52, p<$ 0.001 where it can be concluded that the mean time for $50 \%$ completion is not the same in the three cases which is also visible from the distributions in Fig. 1. In Table VI we show the three scenarios based on different numbers of robots by calculating the mean difference, lower and upper bounds along with the standard errors.

As expected, the post-hoc results indicate that 4 robots take a significantly shorter time than 3 robots and 3 robots take a significantly shorter time than 2 robots to explore the same area. In terms of efficiency, the following contrasts were tested: $\mu_{3}=\frac{2}{3} \mu_{2}$ and $\mu_{4}=\frac{1}{2} \mu_{2}$. The results are shown in Tables VII and VIII. More details of the contrast tests assuming equal and unequal variance can be found in [33]-[35].

Based on the results presented above, both contrasts are rejected. The sign of the $t$-statistics provides evidence in

TABLE V
Robustness Tests of the Equality of Means

|  | Statistic | $\boldsymbol{d f 1}$ | $\boldsymbol{d f 2}$ | Sig |
| :---: | :---: | :---: | :---: | :---: |
| Welch | 2651.521 | 2 | 25.110 | 0.000 |
| Brown-Forsythe | 3115.423 | 2 | 28.538 | 0.000 |

TABLE VI
Experimental Statistical Evaluation Demonstrating the 3 Scenarios Subjected to Different Numbers of Robots

| No. of Robots | Mean Diff | Std Error | Sig | Lower Bound Upper Bound |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{3}$ | 669.68 | 12.13 | $<.001$ | 640.21 | 699.15 |
| $\mathbf{4}$ | 927.48 | 12.13 | $<.001$ | 898.01 | 956.95 |
| $\mathbf{2}$ | -669.68 | 12.13 | $<.001$ | -699.15 | -640.21 |
| $\mathbf{4}$ | 257.80 | 12.13 | $<.001$ | 228.33 | 287.27 |
| $\mathbf{2}$ | -927.48 | 12.13 | $<.001$ | -956.95 | -898.01 |
| $\mathbf{3}$ | -257.80 | 12.13 | $<.001$ | -287.27 | -228.33 |

TABLE VII
Contrast Coefficients

| Contrast | Number of robots |  |  |
| :---: | :---: | :---: | :---: |
|  | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| 1 | 0.66 | -1 | 0 |
| 2 | 0.5 | 0 | -1 |

TABLE VIII
Time to explore $50 \%$ of the area Contrast Tests

|  | Contrast | Value | Std. Error | $\boldsymbol{t}$ | $\boldsymbol{d} \boldsymbol{f}$ | 2-tailed |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Equal Variance | 1 | 108.104 | 10.308 | 10.487 | 42 | 0 |
|  | 2 | 85.2861 | 9.590 | 8.894 | 42 | 0 |
| Unequal Variance | 1 | 108.104 | 10.911 | 9.908 | 27.889 | 0 |
|  | 2 | -172.514 | 9.558 | 11.185 | 26.654 | 0 |

favour of $\mu_{3}<\frac{2}{3} \mu_{2}$ and $\mu_{4}<\frac{1}{2} \mu_{2}$, which suggests strong statistical evidence for the efficiency of using more robots. Swarm robotics is also advantageous because it can handle complex tasks that would be too difficult for a single robot to complete. Additionally, swarm robotics allow work with distributed computing which can lead to faster and more accurate accomplishing of the specified tasks. Finally, Swarms robotics has the potential to be more expandable and robust when tackling tasks in uncertain and dynamic environments.

## VI. Conclusions

In this study, an RWSS was used for a swarm of mobile robots in an exploration area. A random-walk exploration of the area with obstacles using 2,3 , and 4 robots was simulated with $n=15$ times. The metric that was recorded for the simulation was the time needed (in seconds) to explore $50 \%$ of the accessible part of the map. Descriptive statistics showed that the mean time for $50 \%$ completion was 1684.39 seconds for 2 robots, 1014.71 seconds for 3 robots, and 756.91 seconds for 4 robots. A one-way ANOVA with contrasts was conducted to compare the differences in these time intervals. The results showed that the mean time for $50 \%$ completion is significantly different for the three settings, with 4 robots taking a significantly shorter time than 3 robots, and 3 robots taking a significantly shorter time than 2 robots. The results also showed that the cost and performance of the swarm can be effectively analyzed for optimum performance. With the results of this study, it is clear that the use of multiple robots in a random walk exploration can increase efficiency and reduce the cost of parallel exploration in unknown environments.

Future scope of research may include using multiple sensors for robot navigation, using dynamic environments and other mathematical models of random walk like Levy flight [2], [12], [36], Wiener process [37], [38], Brownian motion, Langevin equation, Fokker-Planck equation and other Monte Carlo family of algorithms [39], [40]. Additionally, designing distributed learning and control algorithms for swarm robots for path planning and obstacle avoidance are additional challenges based on random area exploration methods by utilizing the recent advances in heuristic optimization and other classes of intelligent control algorithms [41], [42].
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