
Chapter 17
Leveraging Digital and Computational
Demography for Policy Insights
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Abstract Situated at the intersection of the computational and demographic sci-
ences, digital and computational demography explores how new digital data streams
and computational methods advance the understanding of population dynamics,
along with the impacts of digital technologies on population outcomes, e.g. linked
to health, fertility and migration. Encompassing the data, methodological and social
impacts of digital technologies, we outline key opportunities provided by digital and
computational demography for generating policy insights. Within methodological
opportunities, individual-level simulation approaches, such as microsimulation
and agent-based modelling, infused with different data, provide tools to create
empirically informed synthetic populations that can serve as virtual laboratories to
test the impact of different social policies (e.g. fertility policies, support for the
elderly or bereaved people). Individual-level simulation approaches allow also to
assess policy-relevant questions about the impacts of demographic changes linked
to ageing, climate change and migration. Within data opportunities, digital trace data
provide a system for early warning with detailed spatial and temporal granularity,
which are useful to monitor demographic quantities in real time or for understanding
societal responses to demographic change. The demographic perspective highlights
the importance of understanding population heterogeneity in the use and impacts
of different types of digital technologies, which is crucial towards building more
inclusive digital spaces.
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17.1 Introduction

Demography is the scientific study of populations, including the three fundamental
forces that shape population dynamics—mortality, fertility and migration. While
these three forces produce the essential events for which demographers have
developed a range of measurement methods, each of these processes is also
the result of complex individual behaviours that are shaped by multiple forces.
Thus, in addition to measuring demographic phenomena and describing macrolevel
population patterns, demographers examine how and why specific population-
level outcomes emerge, seek to explain them and understand their consequences.
While pursuing science-driven discovery, demographers also inevitably address
several interrelated, policy-relevant themes, such as ageing, family change, the
ethnic diversification of societies, spatial segregation and related outcomes and
the relationship between environmental and population change. These and related
policy-relevant topics are intimately connected with the three core demographic
processes of mortality, fertility and migration. For example, significant reductions in
mortality rates over the course of the twentieth and twenty-first centuries imply that
individuals across Europe can expect to lead long lives, with an increasing overlap
of generations within populations. How does the ageing of populations impact on
key social institutions linked to the labour market, pension systems and provision of
care? Moreover, how can societies better prepare for these changes?

Demography has historically been a data-driven discipline and one that has
developed tools to repurpose different kinds of data—often not originally intended
or collected for research—for measuring and understanding population change
(Billari & Zagheni, 2017; Kashyap, 2021). Demography is thus uniquely positioned
to take advantage of the opportunities enabled by the broader development of
the computational social sciences, both in terms of new data streams and com-
putational methods. A growing interest in this interface between demography and
computational social science has led to the emergence of digital and computational
demography (Kashyap et al., 2022). This chapter describes how insights from
digital and computational demography can help augment the policy relevance of
demographic research.

Demographic research is relevant for policy makers in several ways. At its most
basic level, understanding the current as well as anticipated future size, composition
and geographical distribution of a population—whether a national, regional or local
population—is essential for planning for the provision of services, for identifying
targets of aid and for setting policy priorities. For example, the needs for specific
public services are closely tied to the age structure of a population—populations
that have more young people have very different needs than those with a larger share
of older people. The impacts of these age structures are also felt in economic and
social domains. This shapes not only what services are needed, e.g. schools versus
social care for the elderly, but also which issues require priority at a given time.
Demographic analyses can also help identify population changes and trends for the
future, to identify areas that will emerge in the future as relevant for policy making.
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For instance, subnational areas where population is growing quickly have very
different needs, and require a different type of planning, compared to those areas
that experience depopulation. More broadly, demography sheds light on population
heterogeneity along various dimensions and offers insights into the heterogeneous
impact of policy interventions on different segments of the population. For example,
when considering key demographic trends like ageing, or the impact of climate
change on health and population dynamics, questions of the inequality in these
impacts across different regions and socioeconomic groups are critical from a
policy perspective for identifying vulnerable communities and for supporting them
appropriately. Policy makers may also try to favour certain demographic trends,
such as through fertility policies or migration policies, in a way that leads to co-
benefits at the individual and societal level. For example, policy makers may pursue
fertility policies oriented towards helping individuals achieve the desired number
of children, which may in turn affect the long-term sustainability of social security
systems.

17.2 The Digital Turn in Demography: An Overview

Demographers have conventionally relied on data sources such as government
administrative registers, censuses and nationally representative surveys to describe
and understand population trends. A key strength of these data sources that makes
them well-suited for demographic research is their representativeness and popula-
tion generalizability. Censuses and population registers target complete coverage
and enumeration of populations. In contrast, the types of surveys conducted by
and used by demographers draw on high-quality, probability samples to provide a
richer, in-depth source of data with a view to testing specific theories, understanding
individual behaviours and attitudes that underpin demographic patterns. While these
data sources are critical for demographic research, they also have a number of
limitations. These data sources are often slow (e.g. censuses are mostly decennial),
resource- and time-intensive and often reactive (e.g. surveys that require asking
individuals for information), although in some cases these data are generated as
by-products of administrative transactions where individuals interact with state
institutions (e.g. birth registration, tax registration). Demographers have developed
and applied mathematical and statistical techniques to use quantitative data sources
to carefully measure and describe macrolevel (aggregate) population patterns,
understand the relationships between different demographic variables and decom-
pose changes in population indicators into different underlying processes. Growing
bodies of individual-level and linked datasets have also enabled demographers to
address individual-level causal questions about how specific social policies or social
changes affect demographic behaviours.

The growing use of digital technologies such as the internet and mobile phones,
as well as advances in computational power for processing, storing and analysing
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data, has led to a digital and computational turn in demography (Kashyap et al.,
2022). This digital turn has affected demographic research along three dimensions:

1. Advancements in data opportunities
2. Applications of computational methods for demographic questions
3. Growing interest in the impacts of digitalization for demographic behaviours

17.2.1 Advances in Data Opportunities

Technological changes in digitized information storage and processing have
improved access and granularity of traditional demographic data sources, while
also generating new types of data streams and new opportunities for data collection,
thereby enriching the demographic data ecosystem (Kashyap, 2021). Some of these
new data streams are opened up by the widespread use of digital technologies
such as the internet, mobile phones and social media. However, the digitization of
information more broadly means that diverse types of digital data sources can now
be repurposed for demographic research, ranging from detailed administrative data
to bibliometric and crowdsourced genealogical databases, many of which were not
intentionally collected for the purpose of research (Alburez-Gutierrez et al., 2019).
These new data sources offer novel possibilities, but also come with their own
unique ethical and methodological challenges, as we describe in the next section on
computational guidelines.

In terms of their opportunities, these new data streams can help fill data gaps in
areas where conventional data may be lacking and can provide higher-frequency
and real-time measurement than conventional sources of demographic data to
capture events as they occur. In addition, they provide better temporal and/or spatial
resolution that can help ‘nowcast’ and understand local patterns and indicators in a
timely way. For example, a growing body of research has used digital trace data from
the web, mobile and social media to measure international or internal migration (e.g.
Zagheni & Weber, 2012; Deville et al., 2014; Gabrielli et al., 2019; Alexander et al.,
2020; Fiorio et al., 2021; Rampazzo et al., 2021). Different types of digital traces
have been used to capture mobility processes. Some widely used examples include
aggregated social media audience counts from Facebook’s marketing platform
(Rampazzo et al., 2021; Alexander et al., 2020) and timestamped call detail
records from mobile phones that provide changing spatiotemporal distributions of
mobile users (e.g. Deville et al., 2014). Vehicle detection with machine learning
(ML) techniques applied to satellite images obtained via remote sensing have
also been used to track mobility processes (e.g. Chen et al., 2014). Conventional
data on migration are often lacking, and these studies identify ways in which
these nontraditional data can help fill gaps and complement traditional sources of
demographic statistics. Digital traces of behaviours, such as those from aggregate
web search queries or social media posts, can further provide non-elicited forms of
measurement of contexts, norms and behaviours that are relevant for understanding
demographic shifts (Kashyap, 2021). For example, aggregated web search queries
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have been shown to capture fertility intentions that are predictive of fertility rates
(Billari et al., 2016; Wilde et al., 2020) or information-seeking about abortion (Reis
& Brownstein, 2010; Leone et al., 2021). Social media posts have also been used
to study sentiments surrounding parenthood (Mencarini et al., 2019), while satellite
images have been used to assess the socioeconomic characteristics of geographical
areas (Elvidge et al., 2009; Gebru et al., 2017; Jochem et al., 2021).

Beyond passive measurement from already existing digital traces, internet-
and mobile-based technologies can also provide cost-effective opportunities for
data collection. Targeted recruitment of survey respondents, based on social and
demographic attributes such as those provided by the social media advertisement
platforms (e.g. Facebook), has enabled research on hard-to-reach groups, e.g.
migrant populations (Pötzschke & Braun, 2017), or those working in specific service
sector jobs/occupations (Schneider & Harknett, 2019a, b). Digital modes of data
collection also proved invaluable during the COVID-19 pandemic, when rapid
understanding of social and behavioural responses to the pandemic and associated
lockdowns was needed but traditional face-to-face forms of data collection were
impossible (Grow et al., 2020). Combining passively collected information (e.g.
from social media or mobile phones) with accurate surveys is an active area of
research, with great promise in the context of monitoring indicators of sustainable
development on a global scale (Kashyap et al., 2020; Aiken et al., 2022; Chi et al.,
2022).

17.2.2 Computational Methods for Demographic Questions

Second, improvements in computational power have facilitated the adoption of com-
putational methodologies, such as microsimulation and agent-based simulation, as
well as ML techniques, for demographic applications. Microsimulation techniques,
which take empirical transition rates of mortality, fertility and migration as their
input to generate a synthetic population that has a realistic genealogical structure,
have been used to study the evolution of population dynamics. Microsimulation
techniques have been used to examine kinship dynamics and intergenerational
processes, such as the availability and potential support of kin and extended
family across the life course (Zagheni, 2010; Verdery & Margolis, 2017; Verdery,
2015) or the extent of generational overlap (Alburez-Gutierrez et al., 2021), as
well as the impact of macrolevel changes, like technological changes (Kashyap
& Villavicencio, 2016) or educational change (Potančoková & Marois, 2020) that
affect demographic rates, on population dynamics. Agent-based simulation tech-
niques build on microsimulation by incorporating individual-level behavioural rules,
social interaction and feedback mechanisms to test behavioural theories for how
macrolevel population phenomena emerge from individual-level behaviours. Agent-
based simulation approaches have been used within the demographic literature to
model migration decision-making (Klabunde & Willekens, 2016; Entwisle et al.,
2016) as well as family and marriage formation processes (Billari et al., 2007;
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Diaz et al., 2011; Grow & Van Bavel, 2015). Both these types of individual-based
simulation techniques that model individual-level probabilities of experiencing
events—when infused with different types of real demographic data—offer ways
of building what Bijak et al. describe as ‘semi-artificial’ population models that are
empirically informed (Bijak et al., 2013). Such semi-artificial models are useful for
generating scenarios to examine social interaction and feedback effects or assess
the likely consequences of policies given a set of theoretical expectations. These
approaches can be used to generate synthetic counterfactual scenarios and are useful
to identify causal relationships, especially for social and demographic questions for
which experimental approaches like randomized trials are not possible nor ethically
desirable. Given that policy making is often concerned with causal relationships,
these tools are of quintessential importance, especially when used in combination
with data-driven approaches.

Improvements in computational power combined with an increasingly data-rich
environment have also opened up opportunities for the use of ML approaches in
demographic research. The focus on the discovery of macrolevel regularities in
population dynamics, its interest in exploring different dimensions of population
heterogeneity and the discipline’s orientation towards projection of unseen (future)
trends based on seen (past) trends lends itself well to the applications of ML tech-
niques (Kashyap et al., 2022). An emerging body of work has used supervised ML
approaches that find predictive models that link some explanatory variables to some
outcome to individual-level longitudinal survey data to assess the predictability of
demographic and life course outcomes (Salganik et al., 2020; Arpino et al., 2022).
ML approaches have also been used for demographic forecasting (Nigri et al.,
2019; Levantesi et al., 2022) and for population estimation using geospatial data
(Stevens et al., 2015; Lloyd et al., 2017). While demographic research has been
broadly concerned with prediction of risk for population groups or sub-groups,
ML techniques offer the opportunity to generate more accurate predictions at the
individual level and to better quantify heterogeneity in outcomes or responses.

17.2.3 Demographic Impacts of Digitalization

Digitalization has implications for demographic processes as digital tools are used
for information-seeking, social interaction and communication and accessing vital
services. The importance of digital technologies as a lifeline for different domains
was powerfully illuminated during the COVID-19 pandemic. Demographic research
has highlighted how the use of internet and mobile technologies can directly impact
on demographic outcomes linked to health (Rotondi et al., 2020), marriage (Bellou,
2015; Sironi & Kashyap, 2021), fertility (Billari et al., 2019, 2020) and migration
(Pesando et al., 2021), by enabling access to information, promoting new paths
for social learning and interaction and providing flexibility in reconciling work
and family (e.g. through remote working). This research suggests that access to
digital resources (e.g. broadband connectivity, mobile apps) may, for example,
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enhance the health, wellbeing and quality of life in sparsely populated areas,
by enabling better connectivity, access to services and economic opportunities in
those regions. This may contribute to reduce depopulation in certain rural areas
of Europe, by making them more attractive places to live and work. At the same
time, not everyone may have the same level of access or skills necessary to take
full advantage of the digital revolution (van Deursen & van Dijk, 2011; Alvarez-
Galvez et al., 2020), and a deeper examination of the heterogeneity of these impacts
is necessary to understand who and under what conditions digital technologies can
empower. In addition to understanding the social impacts of digital technologies,
there is value in understanding the demographic characteristics of digital divides
also from the perspective of using new streams of digital data for population
generalizable measurement. This is an area where demographers have also begun
to make contributions through exploring demographic dimensions of social media
and internet use (Feehan & Cobb, 2019; Gil-Clavel & Zagheni, 2019; Kashyap et
al., 2020).

17.3 Computational Guidelines

Digital and computational demography, which bridges computational social sci-
ence with demography, offers several opportunities for addressing policy-relevant
questions. We provide guidelines for leveraging these opportunities along three
dimensions: methodological opportunities, data opportunities and understanding
demographic heterogeneity in the impacts of digital technologies.

17.3.1 Methodological Opportunities

Policy makers frequently need to understand the impacts of specific policies or
a basket of policies (e.g. fertility policies that seek to promote the realization
of desired fertility), examine multiple scenarios and counterfactuals and assess
the heterogeneity in the impacts of specific policies or social and environmental
changes (e.g. climate change) on populations. Computational simulation techniques
such as microsimulation and agent-based simulation, which have been increasingly
adopted within digital and computational demography, are particularly useful for
addressing these types of questions. By incorporating different types of data and
forms of population heterogeneity (e.g. differences by educational groups) within
simulation models, these approaches can be used to create synthetic populations
where individual decisions and behaviours are guided by empirical survey data
and/or observed demographic rates (e.g. birth, death or migration rates).

Agent-based simulation approaches are especially useful when the focus is on
understanding non-linear feedback effects or social influence effects on behaviours,
such as those linked to whether or not to have a child given a wider set of
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contextual conditions. Microsimulation approaches can help understand the broader
implications of a current set of demographic rates for population composition and
change, as well as for kinship and intergenerational processes. Microsimulation
techniques, for example, can help understand the evolution of kinship availability
and support as a consequence of changing demographic rates. By incorporating rates
that vary by different population sub-groups (e.g. ethnic groups), microsimulation
approaches can help explore questions about the future size and composition of
the availability of kin support for different population groups, which is a central
question for understanding and adapting in the context of population ageing. These
approaches provide the necessary flexibility to create counterfactual scenarios and
for an opportunity to link different types of data to understand how different parts
of a population system respond—e.g. individual-level changes affect macrolevel
patterns, or macrolevel shocks affect individuals. A central challenge when building
simulation models is the trade-off between parsimony and complexity. On the
one hand, while simulation models allow for flexibility to incorporate different
parameters to model complex systems, the inclusion of too many parameters can
be counterproductive for interpretability, i.e. for understanding which parameters
directly affect the outcome of interest. Another separate concern is that of how
best to understand model uncertainty and draw statistical inferences from model
outcomes. To this end, different approaches for computationally intensive calibra-
tion of simulation models have been applied within the demographic literature.
These approaches combine the tools of statistics (including Bayesian statistics) with
simulation approaches to help assess model sensitivity and uncertainty (Poole &
Raftery, 2000; Bijak et al., 2013).

As noted in the previous section, the data ecosystem of demography has been
significantly enriched with the digital revolution. The availability of a greater variety
of data sources and the ability to link them, either at individual or aggregate levels,
offer an opportunity to apply tools of causal analysis for observational data, such
as quasi-experimental techniques. These techniques can be especially powerful
for analysing the impacts of climate shocks (e.g. temperature changes, natural
disasters). Such research designs are enabled by the availability of georeferenced
data and the ability to link these to other data, e.g. survey or census datasets, thereby
facilitating analysis of the impacts of environmental contexts on demographic
outcomes (e.g. Andriano & Behrman, 2020; Hauer et al., 2020; Thiede et al., 2022).

Computational methods like ML further provide new approaches to harness an
enriched data ecosystem. While a lot of social demographic research has been
guided by a theoretical perspective focused on analysing the specific relationship
between a theoretical predictor and outcome of interest, ML techniques allow for
ways in which a wider range of potential predictors (or features) that are increasingly
available in our data sources as well as different functional forms can inform
analyses such that new patterns can be learned from data. From a policy perspective,
these approaches have the potential to help identify new types of regularities and
relationships between variables (e.g. social factors and health outcomes), detect
vulnerable population sub-groups and help guide new questions to identify new
social mechanisms that can help streamline the targeting and delivery of public
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services and social policies (e.g. Wang et al., 2013; Mhasawade et al., 2021;
Aiken et al., 2022). The deployment of algorithmic decision-making processes
however also raises significant social and ethical challenges, such as those about
bias and discrimination, whereby algorithms can amplify existing patterns of social
disadvantage, as well as transparency and accountability, particularly given concerns
about the opacity of complex algorithms (Lepri et al., 2018). Insights from the
demographic literature further emphasize the importance of proceeding carefully
when deploying these tools. Social demographic research that has applied ML
techniques to long-standing survey datasets to predict life course outcomes such
as educational performance or material hardship has shown that these outcomes are
often challenging to predict at the individual level (Salganik et al., 2020). More
work is needed to understand the conditions under which ML approaches can help
improve predictive accuracy with different types of social data but also to better
evaluate the social and ethical implications and trade-offs in the use of predictive
approaches for policy making.

17.3.2 Data Opportunities

Policy makers are interested in knowing about real-time developments as they
unfold. A key challenge with traditional sources of demographic data, as noted in
the previous section, has often been their slower timeliness and lags between data
collection, processing and publication. Digital trace data, which are generated as by-
products of the use of web, social media and mobile technologies, are often able to
more effectively capture real-time processes. The widespread use of different types
of digital technologies in different domains of life implies that aggregated forms of
these data can provide meaningful signals of population behaviours. For example,
the reliance on search engines such as Google for information-seeking means that
aggregated web search queries, such as those provided via Google Trends, can
help us understand health concerns or behaviours, or fertility intentions within a
population. When calibrated to ‘ground truth’ demographic data sources, these real-
time data have the potential to help predict future changes and ‘nowcast’ patterns
before they appear in official statistics.

More generally, new data opportunities provide a system for early warning
with detailed spatial and temporal granularity. This can be useful in cases where
demographic quantities, like migration flows, need to be monitored in response to
a crisis, or for understanding the societal responses to demographic change, e.g.
misinformation related to migration or media portrayals of immigrant populations.
The value of nontraditional, digital trace datasets for monitoring mobility was
highlighted during the COVID-19 pandemic, where Google mobility data was used
to track the impacts of lockdowns and for other forms of public health surveillance
(Google, 2022). These data proved useful to assess the potential impact of policy
decisions related to partial or full lockdowns, and related reductions in mobility, on
lives saved (Basellini et al., 2021).
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Different types of digital trace data can also provide complementary measures
of sentiments, attitudes, norms and current conversations in different formats (e.g.
images, text) that are useful for capturing social responses to events, as might
be required for policy makers. Online spaces have become salient spaces for
social interaction and exchange, information-seeking and collective expression and
mobilization. For example, in the area of fertility and family formation, online
platforms and forums, such as Mumsnet or fertility apps, can provide a view on
prevailing sentiments, concerns and aspirations surrounding parenthood. For other
domains, such as for the labour market, when understanding supply or demand in
specific sectors may be necessary (e.g. long-term care), online job search forums
can provide insights into these dynamics (e.g. Buchmann et al., 2022). Social media
can also provide a useful barometer to track sentiments surrounding immigration
or policy changes surrounding immigration (e.g. Flores, 2017) while also providing
novel ways to measure the integration of immigrant groups (e.g. Dubois et al., 2018).

While digital trace data provide unique opportunities, it is important to ensure
that appropriate ethical, measurement and theoretical frameworks guide the use
of the data for policy purposes and, where feasible, the data be triangulated and
contextualized against traditional data sources. In many cases, aggregated data
are sufficient to address a policy-relevant research question, whereas in others
more fine-grained, individual-level information may be needed. In cases where
aggregated data are insufficient, creating ways to appropriately anonymize the data
and safeguard against any risk of harming respondents should remain priority. Given
that digital trace data are often not expressly collected for research and collected
with informed consent, which is a fundamental principle for survey research, higher
standards of privacy protection should be adhered to when using these data. A
central challenge with digital trace data remains data access. These data come
from and are often owned by private companies, which implies that both their
access can often be limited and important details of the proprietary algorithms
that shape them may not be known. The landscape of access to digital trace data,
via more democratic modes of access such as public application programming
interfaces (APIs), has become increasingly more constrained, and in many cases
platform terms of use have become more stringent. Policy initiatives to support
the development of transparent frameworks for enabling ethically guided and
privacy-preserving modes of data sharing between research institutions and private
companies are urgently needed to ensure that the potential of these data is realized.

When analysing digital traces, it is important to consider demographic biases to
better understand who is represented in them and the broader generalizability of the
data. These biases may reflect broader digital divides in internet access or platform-
specific patterns of use. Triangulation against high-quality traditional data, e.g.
from probability surveys, can be valuable in assessing these biases. A separate, but
equally important, consideration is that of algorithmic bias, i.e. whereby algorithms
implemented on online platforms shape behaviours, such that it is difficult to
assess whether observed patterns detected in the data reflect actual behaviours or
the algorithms. One way to address algorithmic bias is to move beyond passively
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collected digital traces towards data collection that involves surveying respondents
directly, as we describe next.

The increasing adoption of digital technologies has also facilitated online and
mobile modes for primary data collection. For example, even in the case of
traditional data sources such as censuses, respondents can fill in questionnaires
online, although no census so far has shifted completely online as the exclusive
mode of data collection. Digital technologies provide cost-efficient modes for
survey data collection, although mode and demographic biases of these platforms
need to be addressed when using these approaches. A significant opportunity for
online recruitment of specific population groups, e.g. migrants or new parents,
is provided by social media-targeted advertisement platforms. These are relevant
from a policy perspective as they offer new opportunities for data collection
that are cost-efficient, timely, and can help overcome some of the limitations of
only passively collected digital traces. For example, Facebook allows ads that are
targeted towards migrants from specific countries or language speakers, although the
algorithms used to determine whether a user is a migrant are unclear. By conducting
surveys on migrant groups where respondents are recruited using these algorithmic
targeting capabilities of social media ad platforms, researchers can help audit the
algorithms that are used in designing the targeting features of these platforms.
While such online surveys offer advantages, they are not high-quality probability
samples. Drawing population-level inferences from them requires users to collect
demographic information within them followed by the application of de-biasing
techniques such as post-stratification weighting, where population weights come
from a source such as a census or a high-quality probability survey (Zagheni &
Weber, 2015).

An important direction for extracting greater value from digital behavioural
data is to integrate these with surveys—for example, mobile app-based modes
of data collection may enable both the collection of self-reported information
combined with data on location or movement (e.g. via an accelerometer) or time use.
More broadly, data linkage of different types of data—e.g. survey and geospatial
data, administrative data with survey data—can help bolster the value that can be
derived from data for policy purposes. Linked administrative data, such as that
from population registers, are a key resource for demographic research. The Nordic
countries (Thomsen & Holmøy, 1998; Blom & Carlsson, 1999), but also others such
as the Netherlands (Bakker et al., 2014), have led the way in creating robust data
infrastructures and access to these data, and greater policy efforts across Europe to
improve linkage of and access to administrative data are highly desirable.
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17.3.3 Understanding Demographic Heterogeneity in the
Impacts of Digital Technologies

Research suggests that digital technologies, by providing cost-effective ways of
accessing information, enabling communication and exchange and providing access
to vital services, can help empower individuals in different domains of life,
including their health, wellbeing and family life, among others. Digital technologies
have the potential to provide valuable tools, for example, for mitigating isolation and
exclusion of rural or ageing populations, or providing modes for flexible working.
While technology has the potential to make significant positive impacts, the internet
is also not a singular technology, and one where content is often deregulated
and user-generated and where the risk of misinformation is also present. From
a policy perspective to ensure that the full potential of digital technologies is
realized effectively and equitably, it is essential to understand who is using digital
technologies and tools (or not), how they use them and who benefits from them.
The demographic perspective can be especially valuable for understanding this with
the aim of clarifying who and under what conditions technology can empower and
when it does not.

For understanding demographic differences in the use of digital technologies and
functionalities, different data sources are needed. First, a deeper assessment of these
differences requires more detailed questions, moving beyond simple measures of
internet use within traditional data sources, e.g. large-scale social and demographic
survey data infrastructures, to understand how individuals are leveraging technolo-
gies for various life domains. Second, administrative data from governments, but
also private companies (e.g. mobile phone operators), can provide important insights
on the use of digital services by demographic groups. Policy makers should seek to
incorporate demographic information (e.g. age, gender, education, ethnicity) where
possible in identifying the uptake and impacts of digital tools. Third, digital traces
from different platforms can themselves be useful for understanding demographic
differences in the use of different platforms in some cases. For example, data from
the social media marketing platforms can provide insights on the demographic
composition of their user base, although the aforementioned limitations about
potential algorithmic bias affecting these data should be carefully considered when
interpreting these data.

17.4 Discussion

Demography is a highly policy-relevant discipline. As this chapter has highlighted,
the new data sources and computational tools available to demographers enable us
to provide sharper images of our societies and of sociodemographic mechanisms.
This, in turn, amplifies our intuition of the implications of alternative policy
choices. While the use of computational approaches, such as those outlined in this
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chapter, is clearly valuable, we emphasize that these are best thought as providing
complementary and synergistic potential. The most fruitful use cases are likely to
be those where both traditional and nontraditional data can be integrated for policy
making purposes.

Computational modelling approaches that we have described, such as individual-
level simulation models, will further benefit from integrating different types of
data to help build ‘semi-artificial’ societies (Bijak et al., 2013), or in other words
empirically informed synthetic models, that can serve as virtual laboratories to
assess the potential social impacts of different policies. These provide useful tools
to assess policy-relevant questions about the impacts of the future course of key
demographic trends, such as ageing, climate change and immigration.

A distinct opportunity offered by the demographic perspective is the importance
of understanding demographic differences in the use of different types of digital
technologies and platforms. This is crucial both from the perspective of understand-
ing their social impacts and also for more careful use, analysis and interpretation of
the data generated by the use of technologies (e.g. digital trace data). The internet is
not a singular technology, yet the digital revolution has affected nearly all domains
of life. Understanding population-level heterogeneity in digital access and skills,
as well as identifying pathways through which digital tools can empower different
marginalized populations (e.g. rural populations, older populations), is crucial for
addressing population inequalities. Ensuring that no one is left behind in digital
spaces is something that needs to be addressed by policy makers, as presently
significant digital divides in digital infrastructure, as well as digital skills, persist,
such as between Eastern and Western Europe (OECD, 2019). Closing these divides
will require policy efforts targeting both infrastructure and also digital (up)-skilling
to facilitate the digital inclusion of communities.

Policy efforts that push for frameworks for data sharing and access between
researchers and proprietary datasets to facilitate their scientific use are crucial
for realizing the opportunities offered by new types of data. The involvement of
researchers, not only at point of access but also in the process of coproduction
of proprietary datasets and for algorithmic transparency, is desirable, to ensure
constructive use for scientific and policy insights. Beyond proprietary data, the data
revolution also encompasses administrative data held by governments, which is now
increasingly digitized, and streamlined access to these data as well as frameworks
to facilitate more effective data linkage between different governmental agencies is
crucial. While the data ecosystem has diversified and become enriched, we stress
that more and bigger datasets do not necessarily mean better data. The proper
assessment of data quality and reliance on proper measurement should remain core
principles when collecting, producing, using and analysing data, which are areas
where demographic research has much to contribute. Lastly, it is useful to remember
that while better data when used in an ethical way can provide better images of our
societies, data itself can only help us identify problems, but does not solve them.
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