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Abstract

Interest in the Wireless Medical Sensor Network (WMSN) is rapidly gaining attention
thanks to recent advances in semiconductors and wireless communication. However, by
virtue of the sensitive medical applications and the stringent resource constraints, there
is a need to develop a routing protocol to fulfill WMSN requirements in terms of delivery
reliability, attack resiliency, computational overhead, and energy efficiency. Therefore,
this doctoral research aims to advance the state of the art in routing by proposing a
lightweight, reliable routing protocol for WMSN.

Ensuring a reliable path between the source and the destination requires making trust-
aware routing decisions to avoid untrustworthy paths. A lightweight and effective Trust
Management System (TMS) has been developed to evaluate the trust relationship be-
tween the sensor nodes with a view to differentiating between trustworthy nodes and
untrustworthy ones. Moreover, a resource-conservative Reinforcement Learning (RL)
model has been proposed to reduce the computational overhead, along with two updat-
ing methods to speed up the algorithm convergence. The reward function is re-defined
as a punishment, combining the proposed trust management system to defend against
well-known dropping attacks. Furthermore, with a view to addressing the inborn overes-
timation problem in Q-learning-based routing protocols, we adopted double Q-learning
to overcome the positive bias of using a single estimator. An energy model is integrated
with the reward function to enhance the network lifetime and balance energy consump-
tion across the network. The proposed energy model only uses local information to avoid
the resource burdens and the security concerns of exchanging energy information.

Finally, a realistic trust management testbed has been developed to overcome the lim-
itations of using numerical analysis to evaluate proposed trust management schemes,
particularly in the context of WMSN. The proposed testbed has been developed as an
additional module to the NS-3 simulator to fulfill usability, generalisability, flexibility,
scalability, and high-performance requirements.

Keywords: Wireless Medical Sensor Networks (WMSN), Trust Management System
(TMS), Reinforcement Learning (RL), Q-learning, Double Q-learning, NS-3, Blackhole
attacks, Selective forwarding attacks, Sinkhole attacks, On-off attacks.
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Chapter 1

Introduction

Researchers are in no doubt that Wireless Medical Sensor Network (WMSN) will play
an imperative role in our future [2]. Thanks to technological advancements, physicians
can monitor their patients’ physiological signs regardless of their geographical locations.
These patient-friendly devices are not just mobile monitor devices but also telemedicine
actuators. However, despite these advantages, security concerns and routing limitations
are still hampering the widespread adoption of this promising technology. WMSN is
prone to different types of threats that affect its operation and consequently endanger
the patient’s life.

Due to the ad hoc nature of the WMSN, cooperation between the network’s nodes is
essential to ensure the network’s operation, as malicious or even selfish nodes may pose
serious threats to service availability. WMSN is intolerant to packet-dropping attacks due
to its real-time and sensitive information. Sensor Nodes (SNs) always have to choose the
most reliable path to avoid dropping attacks. Moreover, the proposed routing candidate
must be computational and energy efficient to fit the stringent resource constraints of
WMSN.

1.1 Research Motivation

The percentage of people with chronic diseases is increasing dramatically, and it is ex-
pected to rise more over time as the population of the group of people aged over 60 is
growing significantly [3]. This will increase the number of overloaded medical staff who
are already working under pressure. Consequently, it increases the number of medical
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errors and endangers patients’ lives. Considering that caregivers have already been suffer-
ing from understaffed teams, the near future does not seem promising without adopting
a revolutionized solution. WMSN has attracted much attention because of its various po-
tential applications, in addition to the ability to relieve the burden of overloaded medical
staff.

These tiny bio-sensor nodes with wireless communication capability are able to provide
continuous monitoring data. For instance, a wrist-mounted pulse oximeter device is
able to monitor the oxygen saturation of the blood. In contrast, a Continuous Glucose
Monitor (CGM) device is able to send on-time readings of the levels of glucose in the
blood. When it is necessary, the augmented insulin pump injects the required dosage of
insulin into bloodstream.

WMSN will be part of our future life not just because of the diverse medical applications
it provides, but also because it is able to enhance the efficiency of medical staff and reduce
the long operational hours [4]. Unfortunately, however, WMSN is susceptible to different
kinds of internal attacks that disrupt data delivery and may endanger the patient’s life.

1.2 Challenges

WMSN is regarded as a branch of Wireless Sensor Network (WSN). Routing in WSN
is still a challenging task despite the fact that abundant research is being put forward.
The inherited WSN’s security concerns, in addition to WMSN resource constraints and
critical applications, make developing a routing protocol for WMSN more challenging for
several reasons.

• Reliable delivery is a must in WMSN as packets carry sensitive data. Routing de-
cisions are made based on calculating path cost using different parameters, such as
hop counts and link bandwidth, to ensure a high delivery ratio. However, choosing
the lowest cost path does not guarantee reliable data delivery as relaying nodes
may drop the received packets for different reasons.

• Trust Management System (TMS) is introduced to deal with non-cooperative nodes
within the network and enhance the overall security. However, this security coun-
termeasure is vulnerable to on-off attacks, where a smart adversary can launch this
attack leveraging his trust value.
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• Evaluating novel proposals for Trust Management (TM) schemes remains a chal-
lenging task due to the lack of an adequate testbed. Researchers usually use nu-
merical analysis to evaluate their proposed methods despite their limitations and
inability to reflect realistic network scenarios.

• WMSN suffers from a resource scarcity, which places additional constraints on the
deployment of any potential routing protocol; moreover, any protocol proposed for
WSN may not necessarily fit WMSN.

• Reinforcement Learning (RL) algorithms, especially Q-learning, have been widely
used in the literature to design routing candidates. However, the traditional RL
model is resource-consuming and may not fit the resource constraints of WMSN.

1.3 Research Objectives

This thesis aims to enhance the overall security of WMSN by proposing a lightweight, effi-
cient, and reliable routing protocol. To achieve this goal and address the aforementioned
challenges, five objectives have been identified in this thesis as follows:

1. Review the WMSN security threats and identify the potential security countermea-
sures to protect the network from internal and external adversaries. This includes
identifying the desired requirements for each security countermeasure to be met and
highlighting the potential research areas and the promising enhancing directions.

2. Develop an effective, lightweight, and attack-resistant trust management scheme
that is able to evaluate the behavior of nodes within the networks so as to differ-
entiate between trustworthy and untrustworthy nodes.

3. Develop a novel RL model for routing applications to reduce the computational
overhead of the traditional RL model. This method should be effective and able to
reflect any change in the environment swiftly.

4. Develop an energy-efficient reliable routing protocol for WMSN. Enhancing the
data delivery reliability of WMSN even in a hostile environment is essential because
of the critical application of WMSN. SNs must always choose the most lowest cost
reliable path to the destination.

5. Develop a trust management testbed to evaluate proposed trust schemes under dif-
ferent conditions. This testbed should be generic to evaluate the trust relationship
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for different networks and protocols. Moreover, it should be easy to use and has a
minimum resource footprint.

1.4 Contributions

The main contribution of this thesis is to expand the state of the art by proposing a
reliable, efficient, and lightweight routing protocol for WMSN. The list below summarizes
the key outcomes of this research:

• The first contribution of this thesis is the novel TMS presented in Chapter 3. It
is a lightweight and attack-resistant TMS with two methods to evaluate the trust
relationship between SNs. It provides a further line of defense against internal
attacks.

• The second contribution is developing a novel RL model for routing applications to
fit WMSN resource restrictions in Chapter 4. The proposed model, along with the
proposed asynchronous updating method, are able to perform efficiently in routing
applications and converge swiftly.

• The third contribution is proposing an energy-aware routing protocol based on
double Q-learning for WMSN in Chapter 5. Q-learning algorithm has an inborn
overestimation problem, which may affect the routing decisions negatively; hence,
double Q-learning is used to fix this positive bias in the Q-learning algorithm.

• The fourth contribution is developing a generic trust testbed to evaluate proposed
trust schemes for different networks and protocols. To bridge one of the critical gaps
in this problem area, the testbed is developed as a module for the NS-3 simulator.
The proposed module design meets several requirements, such as being lightweight,
usable, and scalable.

1.4.1 List of Publications

Following is the list of publications produced during the work presented in this thesis:

• Journals

– Muhammad Shadi Hajar, Harsha Kalutarage, and M. Omar Al-Kadri. "3R:
A Reliable Multi Agent Reinforcement Learning Based Routing Protocol for
Wireless Medical Sensor Networks." IEEE Internet of Things Journal. Under
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review.

– Muhammad Shadi Hajar, M. Omar Al-Kadri, and Harsha Kumara Kalu-
tarage. "A survey on wireless body area networks: Architecture, security
challenges and research opportunities." Computers & Security 104 (2021):
102211.

• Conferences

– Muhammad Shadi Hajar, Harsha Kalutarage, and M. Omar Al-Kadri. "RRP:
A Reliable Reinforcement Learning Based Routing Protocol for Wireless Med-
ical Sensor Networks." IEEE 20th Consumer Communications & Networking
Conference (CCNC). IEEE, 2023.

– Muhammad Shadi Hajar, Harsha Kalutarage, and M. Omar Al-Kadri. "DQR:
A Double Q Learning Multi Agent Routing Protocol for Wireless Medical
Sensor Network." 18th EAI International Conference on Security and Privacy
in Communication Networks (SecureComm). 2022.

– Muhammad Shadi Hajar, Harsha Kalutarage, and M. Omar Al-Kadri. "A
Robust Exploration Strategy in Reinforcement Learning Based on Temporal
Difference Error." 35th Australasian Joint Conference on Artificial Intelligence
(AI). 2022.

– Muhammad Shadi Hajar, Harsha Kalutarage, and M. Omar Al-Kadri. "Trust-
Mod: A Trust Management Module For NS-3 Simulator." 2021 IEEE 20th
International Conference on Trust, Security and Privacy in Computing and
Communications (TrustCom). IEEE, 2021.

– Muhammad Shadi Hajar, M. Omar Al-Kadri, and Harsha Kalutarage.
"LTMS: A lightweight trust management system for wireless medical sensor
networks." 2020 IEEE 19th International Conference on Trust, Security and
Privacy in Computing and Communications (TrustCom). IEEE, 2020.

– Muhammad Shadi Hajar, M. Omar Al-Kadri, and Harsha Kalutarage. "ETA-
REE: An effective trend-aware reputation evaluation engine for wireless medi-
cal sensor networks." 2020 IEEE Conference on Communications and Network
Security (CNS). IEEE, 2020.

• Book Chapters
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– Muhammad Shadi Hajar, Harsha Kalutarage, and M. Omar Al-Kadri. "Secu-
rity Challenges in Wireless Body Area Networks for Smart Healthcare." CRC
Press, 2022.

• Code Repository

– The author’s GitHhub is available at https://github.com/mshsyr/

1.5 Thesis Structure

The remainder of the thesis is structured as follows.

Chapter 2 provides a background and literature review about WMSN that would be
useful for readers who are not in the WMSN domain to understand the rest of this thesis.
In this chapter, WMSN security threats and vulnerabilities have been investigated
thoroughly. Moreover, potential security countermeasures have been discussed at
different levels of defense, in addition to proposing a relevant taxonomy.

Chapter 3 proposes an effective and lightweight trust management system for WMSN.
Two methods have been proposed to evaluate the trust relationship, one for in-body
SNs, which suffer from tough resource constraints, and the other for on- and off-body
SNs. The latter has been further improved by integrating an on-off attack detection
module to enhance the overall protection.

Chapter 4 presents the proposed RL model for routing applications to reduce the
computational overhead of the traditional RL model. Moreover, it presents the proposed
method to produce a lightweight, reliable routing protocol using Q-learning.

Chapter 5 extends the work in Chapter 4 by proposing an energy-aware double
Q-learning routing protocol. This chapter addresses the overestimation problem of
Q-learning to ensure that the agents make unbiased routing decisions.

Chapter 6 presents the proposed trust testbed for trust evaluation, including a detailed
description of the design requirements and implementation details. The proposed
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simulation testbed has been developed as an additional module for the NS-3 simulator
to allow researchers to use it under different conditions and for different networks.

Chapter 7 concludes this thesis. It summarizes the contributions and the key outcomes
of this research. Moreover, future research directions are discussed in order to highlight
potential improvements.

In this doctoral research, we developed an effective trust management system in Chapter
3, which has been used later in Chapters 4 and 5 to ensure reliable data delivery in
WMSN. Furthermore, the same trust management system has been used to validate the
developed trust testbed for NS-3 in Chapter 6.
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Chapter 2

Research Background

In the era of communication technologies, wireless healthcare networks enable innovative
applications to enhance the quality of patients’ lives, provide helpful monitoring tools
for caregivers, and allow timely intervention. However, due to the sensitive information
within WMSNs, insecure data can violate the patients’ privacy, while unreliable packet
forwarding may disrupt the network operation and endangers the patient’s life. Achiev-
ing a high level of security and packet delivery reliability involves various challenges due
to its resource limitations and critical applications. This chapter provides the necessary
background and literature review of WMSN technology, with a particular focus on se-
curity and privacy concerns along with their countermeasures, followed by highlighting
research directions and open issues.

The main findings of this chapter were published in Computers & Security journal in
2021 [5].

2.1 Introduction

A WMSN is a wireless network that consists of a set of tiny bio-medical sensor nodes
distributed on the body surface, underneath the skin, inside the body, or in the vicinity of
the body. These extremely low-power sensor nodes have the ability to monitor the vital
physiological signs of the body, and some nodes are also able to inject a medicine dosage
directly into the body. WMSN, also known as Wireless Body Area Network (WBAN),
Body Sensor Network (BSN), or a Medical Body Area Network (MBAN), has only one
international standard released in 2012, which is IEEE 802.15.6 standard [1]. However,
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this standard is vulnerable, as it will be discussed later, and thus many manufacturers use
different protocols, such as IEEE 802.15.4 [6]. In the literature, there is some conflicting
information regarding the characteristics of WMSN. For instance, some papers suggest
that WMSN is scalable up to 256 nodes [7, 8], whereas the IEEE 802.15.6 standard
defines it as a maximum of 64 nodes. Therefore, the information of the IEEE 802.15.6
standard is adopted to avoid such conflicts.

IEEE 802.15.6 provides a reliable, short range of communications and a wide range of
data rates to fit different types of applications. Both wearable devices and Implantable
Medical Devices (IDMs) are designed to send real-time readings of the body bio-signals
to a remote server or a sink node. The monitored signals vary considerably depending on
the node type and could be body temperature, blood pressure, respiration measurement,
heart rate, blood glucose level, Electrocardiogram (ECG), or Electromyogram (EMG).
Monitoring these physiological parameters of the elderly or those with chronic diseases
provides more flexibility and freedom to patients and allows quick intervention when
necessary. At present, the aging population is increasing dramatically across the globe
[9]. For instance, the number of people aged over 85 in the United Kingdom is heading to
double by mid-2041 [9]. Additionally, according to World Health Organization (WHO)
[10], diabetes will be among the leading causes of death by 2030, where up to 15%
of the overall national healthcare budget is dedicated to diabetes care. Consequently,
the total expenditure on health systems and the percentage of overloaded medical staff
are expected to increase significantly. This incentivizes taking advantage of the latest
advancements of WMSN to enhance the quality of patients’ lives, improve monitoring
procedures, make timely intervention decisions, and reduce the overall cost of health
systems and the long operational hours of medical staff.

Security and privacy concerns and limitations of routing protocols are the major chal-
lenges facing the widespread adoption of WMSN. Sensor nodes send very critical and
sensitive data. Any compromise would not only violate the patients’ privacy but may
also endanger their lives. For instance, when an ECG sensor reading is dropped or a
false one is provided to physicians, it may lead to incorrect interventions that could be
harmful to patients. Similarly, when an automated insulin pump does not receive an in-
jection command or receive a wrong or compromised command, it may inject an insulin
overdose into the patient’s bloodstream. In addition, WMSN is prone to various types
of attacks ranging from internal to external and passive to active attacks. On the other
hand, security countermeasures vary from traditional security solutions like authenti-
cation and encryption to Intrusion Detection Systems (IDSs) and Trust Management
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Systems (TMSs) in order to address potential security vulnerabilities [5].

2.2 Wireless Medical Sensor Network

The importance of WMSN and its critical role in healthcare systems motivate the stan-
dardization process to enable the interoperability of different products from different
vendors. IEEE 802.15.6 defines the Physical (PHY), and the Medium Access Control
(MAC) layers [1]. The extremely rigorous requirements of WMSN transceivers, such as
power efficiency, force IEEE Task Group 6 (TG6) to adopt three types of physical layers
in order to satisfy different types of applications [11]. These physical layers could be
summarized as follows [12]:

• Narrowband (NB) PHY: supports seven frequency bands with different data rates
[1].

• Ultra-wideband (UWB) PHY: supports two different frequency bands, low and
high, with a different number of channels while having the same bandwidth. The
design of UWB PHY provides durable implementation with lower complexity and
power consumption.

• Human body communication (HBC) PHY: supports one low-frequency band cen-
tered at 21 MHz, where the data transmission is conducted through the patient’s
body using Electric Field Communication (EFC) technology.

2.2.1 Design Characteristics

The overall design characteristics of the IEEE 802.15.6 standard are as follows [1, 8, 7]:

• Recoverable in case of any link or node failure.

• The ability to support a vast range of data rates starting from tens of Kbps and
up to around 10 Mbps in order to meet all potential applications.

• Provides efficient power consumption mechanisms that allow the power source to
last for several years.

• Provides reliable communication with acceptable jitter and latency values for both
medical and non-medical applications.

• Supports the coexistence of both in-body and on-body sensor nodes.
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• Able to support authentication, encryption, and integrity security mechanisms.

• Able to address node adding and removing within a relatively short time.

• Supports operation in a heterogeneous wireless environment.

• Complies with Specific Absorption Rate (SAR) regulations.

• Supports scalability up to 64 nodes.

These design requirements are taken into account in the proposed routing protocol in
this thesis.

2.2.2 WMSN Topology

The IEEE 802.15.6 defines the network as a logical set consisting of sensor nodes and
a single hub. It adopts the star topology with two different types of communications,
simple one-hop and extended two-hop star topology. In simple one-hop star topology,
nodes exchange frames directly with the hub. In contrast, in the extended two-hop
topology, a relay node is introduced, and nodes are able to communicate directly with
the hub or via a relay node, as illustrated in Fig. 2.1. The total number of nodes is
specified by the MAC sublayer parameter mMaxBANSize, which has been set to 64.
Sensor nodes (SNs) could be classified based on their role into:

• Hub: The hub node, the sink node, or the coordinator are different names for the
same node type. The hub acts as a gateway to external networks. It controls the
WMSN, and all the external communications go through it. It has better resources
compared to normal nodes inside the network.

• Relay node: Some nodes have the relay capability to relay messages from end nodes
to the hub. They are located in the hub’s direct communication range.

• End node: Other nodes are considered end nodes. They are designed to perform
specific tasks and exchange messages with the hub directly if they are in the direct
communication range or via relay nodes if they are out of the direct communication
range.

In addition to the aforementioned classification of nodes, different types of classifications
are available in the literature, such as node deploying location (in-body or on-body, etc.)
and node functionality (sensor nodes or actuator nodes, etc.) [13].
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2.3 Security in WMSN

Security and privacy issues are critical concerns in all types of networks. However,
WMSN, which processes critical data that, if compromised, may affect patients’ health
or endanger their lives, requires more effective security mechanisms to protect patients
from all types of malicious activities. Although security in WMSN is crucial and has
a high priority, there are still many open areas to research due to its strict resource
restrictions, in addition to a wide range of security and privacy vulnerabilities inherited
from WSN.

In order to ensure a high level of security and privacy, secure and reliable data delivery
must be guaranteed. The basic security requirements could be outlined as follows:

• Confidentiality : Data must be protected from being disclosed to any unauthorized
parties during data transmission as well as during the storage phase [14]. Data in
WMSN contains very sensitive information about the health of the patient. It could
be disclosed during transmission in an open channel by eavesdropping or could be
disclosed when it is stored in a plain format when a node gets compromised.

• Integrity : When data is received, the receiver party has to ensure that the received
information is original and has not been altered during the transmission phase
[15]. Confidentiality measures cannot protect data from modification, which can
be easily done by intercepting data in the transmission phase to inject, delete, or
modify the sent message.

• Availability : Adversary can breach the availability and prevent authorized enti-
ties from accessing the required data [16]. Considering the critical applications of
WMSN, disrupting the communication between the caregivers and sensor nodes
may threaten the patient’s life. Therefore, maintaining the ability to access the
required data under any circumstances is a crucial requirement for this kind of
applications.

• Data Authentication: While data integrity aims to save data from being modified
during the transmission, data authentication aims to ensure that the received mes-
sage came from the origin node, which is believed to be [17]. IEEE 802.15.6 defines
the Message Authentication Code (MAC) to verify that the received message is
sent by the original sender.
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• Data Freshness: Adversary may intend to capture the transmitted messages and re-
play them afterward, which causes confusion and instability in WMSN [18]. There-
fore, a mechanism to ensure that the received message is recent and that no ad-
versary replays old messages is a must. Ensuring that the received messages are
in order and on time is referred to as strong freshness, whereas there is no latency
guarantee in weak freshness.

• Secure Management : Many security mechanisms such as encryption, decryption,
and data authentication require keys, which must be distributed in a secure manner
[19].

IEEE 802.15.6 defines three levels of security, where the hub and the sensor nodes can
choose from. Each one of these security levels has different security characteristics as
follows:

• Level-0 Unsecured Communication: No security measures are used at this level
of security. Messages are exchanged in unsecured frames without confidentiality,
authentication, integrity validation, or replay defense.

• Level-1 Authentication: Messages, at this security level, are exchanged in secured
authenticated frames that ensure message authenticity, replay defense, and integrity
validation. However, no measures are applied to provide confidentiality and privacy
protection.

• Level-2 Authentication and Encryption: The highest level of security proposed in
the standard. Messages are exchanged in secured, authenticated, and encrypted
frames. Therefore, confidentiality, message authenticity, integrity, and replay de-
fense are all provided at this security level.

Nodes and the hub are to choose the suitable security level during the association process
based on their security requirements. Fig. 2.2 shows the security structure to generate
security keys and provide security services. A preshared Master Key (MK) has to be
activated or established between the hub and every node during the association process
to achieve secured unicast communication. A Pairwise Temporal Key (PTK) is then
created and shared between the two parties to be used per communication session. On
the other hand, for secured multicast communication, a Group Temporal Key (GTK)
is generated in the hub and subsequently shared with corresponding multicast group
members by the hub.
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Figure 2.2: Security Structure

Although the IEEE 802.15.6 standard provides three security levels, recent research shows
that the security mechanisms introduced in the standard are still vulnerable to different
types of attacks. The author in [20, 21] analyses the key agreement protocols of the
standard for MK establishment. He states that four protocols for key establishment
defined in the standard are vulnerable to Key Compromise Impersonation (KCI) attacks
and do not meet the forward secrecy requirement. Additionally, one of the protocols is
vulnerable to offline dictionary attacks.

In this thesis, we assume that all secure communication requirements discussed in Section
2.6.1 are fulfilled and all data is exchanged in secure frames.

2.4 Routing in WMSN

WMSN is an infrastructure-less wireless network where cooperation between the network
nodes is essential for network operation. The IEEE 802.15.6 standard defines only the
physical and medium access control (MAC) layers. Thus, routing is still an open area
of research. Furthermore, ensuring a lightweight, reliable data forwarding in WMSN is
still challenging due to stringent resource requirements and the sensitive applications it
provides. Therefore, WSN routing proposals do not necessarily fit WMSN. Generally
speaking, routing in WMSN could be classified into non-learning routing protocols and
learning-based routing protocols.

2.4.1 Non-learning routing protocols

Non-learning routing protocols involve using various methods to find the optimal path
between the source and destination. Different classifications are proposed in the literature
for this kind of routing methods [22, 23]. Generally speaking, those methods could be
classified into posture-based, thermal-aware, and cluster-based routing.
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Posture-based routing

The posture-based routing is built on the body movements regularity assumption to an-
alyze the network topology [24]. If the SN is able to predict it is neighbors in a given
time slot, efficient routing decision could be made to improve the data transmission rate
and reduce the end-to-end latency [22]. In [25], the authors proposed a store-and-forward
routing protocol for on-body SNs in WBAN. It is a distance vector routing protocol with
a stochastic link cost. Although results showed an enhanced end-to-end delay, it is still a
delay tolerant protocol that does not fit the critical application of WBAN. Moreover, the
protocol is only proposed for on-body SNs. In [26], the authors proposed Network Man-
agement Cost Minimization for Dynamic Connectivity and Data Dissemination (NCMD)
routing protocol to deal with high network dynamicity and reduce the network manage-
ment cost. NCMD is proposed for on-body SNs to reduce the topology management
overhead due to postural disconnections. However, the protocol complexity is high [22]
and still regarded as a scope-specific protocol.

Thermal-aware routing

In thermal-aware routing, the nodes’ temperatures are mainly used to evaluate paths with
a view to reducing nodes’ temperature by avoiding high-temperature nodes. Authors in
[27] proposed TARA, one of the early thermal aware routing protocols for implanted
SNs to balance temperature rise caused by relaying activities. Another example is Relia-
bility Enhanced-Adaptive Threshold based Thermal-unaware Energy-efficient Multi-hop
ProTocol (RE-ATTEMPT) [28] where the authors propose a single-hop and multi-hop
routing protocol to reduce the delay and energy consumption. RE-ATTEMPT is de-
signed to address the main shortcomings of ATTEMPT routing protocol [29], such as
unbalanced energy consumption and the inability to avoid dead nodes from the routing
path. Although there are many routing proposals adopted this approach [30, 31], the
interest in this routing approach has decreased recently [22]. It is worth mentioning that
both posture and thermal-based routing are regarded as scope-specific routing protocols.

Cluster-based routing

Cluster-based routing is another routing approach to tailor a routing protocol for WMSN.
This method has been mainly proposed for WSN, where hundreds of nodes may exist in
the network to reduce communication overhead. The Low Energy Adaptive Clustering
Hierarchy (LEACH) [32] is the benchmark for this approach of routing with abundant
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proposed variants that have been surveyed in [33]. In this routing approach, the net-
work is divided into clusters of nodes. Each cluster elects a cluster head to integrate
and forward the information. For instance, the authors in [34] proposed a Clustering
based Routing Protocol for wireless Body Area network (CRPBA) to enhance the en-
ergy consumption rate and prolong the network lifetime. CRPBA uses two methods to
forward frames to the sink, direct forwarding and cluster based forwarding depending on
the distance from the sink node and the frame data type. However, the energy of cluster
head, which are close to the sink, is depleted fast causing network disruption. Although
cluster-based routing approach is widely investigated in WSN for large networks, it may
not fit WMSN where the maximum number of SNs is set to 64 [1].

Other routing approaches

In addition to the aforementioned approaches, there are some routing methods that do
not fall within the previous categorization. For instance, in [35], the authors proposed
independent multi-path routing protocol for WBAN. Another example is mobile sink
routing protocols [22]. However, these approaches still do not meet the tough resource
constraints and do not ensure reliable data delivery.

2.4.2 Learning-based routing protocols

Machine learning (ML) is the science that enables computer systems to learn and adapt on
their own. It has been widely used in every aspect of our life. As routing is regarded as an
optimization problem where the agent always try to find the optimal path, much research
has been put forward to optimize routing decisions using machine learning algorithms
[36, 37, 38, 39, 40]. There are three main types of learning in ML, supervised learning,
unsupervised learning and reinforcement learning. In supervised learning, the machine
learning model is trained using labelled dataset while in unsupervised learning, unlabelled
dataset is used to identify hidden patterns. On the other hand, in reinforcement learning,
no dataset is required for training. The learning agent interacts with the environment to
maximize the long term rewards. As in routing applications there is no use of training
data, Reinforcement Learning (RL) methods, especially Q-learning, are widely used to
learn routing paths in WSN [36, 37, 41, 42]; however, a few has targeted WMSN [43,
44, 45]. The reason could be attributed to the computational overhead incurred when
adopting the traditional RL model to learn the network environment, which will be
discussed further in Chapter 4 when proposing our RL model for routing applications.
To the best of our knowledge, all RL-based routing protocols used the same RL model
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which is a resource consuming process as it calls for updating the action value table for
each sent or forwarded packet. Different kinds of metrics have been used to propose an
efficient routing protocol, such as hop counts [46], delay [47] and energy [48]. However,
this kind of metrics does not necessarily guarantee reliable delivery, which is a critical
requirement for WMSN applications. Therefore, there is a need to develop a routing
protocol that ensure high delivery ratio with minimum resource footprint and energy
consumption, which have been discussed further in Chapters 4 and 5.

2.5 WMSN Threats

Considering WMSN as a branch of WSN, it inherits all security threats from WSN. More-
over, the special type of applications that WMSN provides and the stringent resource
constraints increase the threats and security concerns to WMSN deployment. The secu-
rity concerns in WMSN could be divided into attacks and misbehavior activities. While
attacks involve any malicious activities that intend to damage the network or affect its
operation, misbehavior threats occur when an internal node acts in an improper way that
affects the operation or the network’s performance. Fig. 2.3 shows the WMSN threats
taxonomy discussed throughout this chapter.

2.5.1 WMSN Attacks

WMSN is susceptible to different types of attacks, which could be classified based on the
origin of the attack into internal and external attacks as follows [49],

• Internal attacks: This kind of attack is sourced from inside the network by a mali-
cious or compromised node, such selective forwarding attacks. The main challenge
in this type of attack is that traditional security measures, which are considered the
first line of defense, are not able to protect the network from this type of attack.

• External attacks: This kind of attack is launched by outsiders, which may involve
external nodes or any other types of adversaries, such as eavesdropping attack.

Another method proposes classifying attacks based on the nature of the attack into
passive and active attacks as follows [49],

• Passive attacks: The main aim of passive attacks is to gather data rather than
threaten the network, such as eavesdropping attacks. This type of attack violates
the confidentiality and privacy requirements. Furthermore, adversaries could utilize
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Figure 2.3: WMSN Threats Taxonomy
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the gathered information to launch active attacks later.

• Active attacks: This kind of attack contains a various range of malicious activities
such as data alteration and route poisoning. DoS attacks, for instance, target the
operation of the network in order to degrade the performance of the network and
deplete the resources as well.

To provide a logical sequence across this chapter, we classify the attacks based on the
CIA (Confidentiality, Integrity, Availability) security requirements model. Note that the
below list of attacks is not exhaustive. It covers the widely-known types of attacks.

Attacks on Confidentiality

The attacks on confidentiality are listed as follows:

• Eavesdropping Attack: The eavesdropping attack is a monitoring attack where
the adversary snoops on the medium to capture the transmitted frames in order
to extract sensitive information in the absence of a victim’s awareness [50]. In
security level 0 (unsecured communication) and security level 1 (authentication
but not encryption), where no confidentiality or privacy protection is available [1],
the adversary can easily gather sensitive and private information. On the other
hand, in security level 2, where authentication and encryption are provided, the
adversary still has the chance to eavesdrop and get the secret keys during the key
exchange phase.

• Replay Attack: Attackers may capture and store messages and then replay them
into the network [51]. This may lead to confusion and in some circumstances, lead
to a significant problem when an action is taken based on these replayed messages
because the late received messages are still valid ones. IEEE 802.15.6 provides a
replay defense mechanism to detect replay attacks in both security levels 1 and 2,
where the first octet of the MAC frame body, which is the "Low-Order Security
Sequence Number", is used for data freshness and replay detection [1].

• Relay Attack: It is a sort of the Man-in-the-middle attack where the malicious
node intercepts the communication between two nodes [18]. The two victimized
nodes believe they are in direct communication; however, the malicious node can
intercept all exchanged frames.
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• Impersonation Attack: The attacker can take advantage of the eavesdropped mes-
sages to impersonate a legitimate node in order to receive more private information,
which causes more harmful effects [52].

Attacks on Integrity

All integrity attacks are active attacks where the adversary injects or manipulates trans-
mitted messages over the network.

• Spoofing Attack: There are different types of spoofing attacks where adversaries
in all of them aim to alter or modify messages to get legitimate access or even to
interrupt the operation of the network [51]. The communication in security levels 1
and 2 of IEEE 802.15.6 transfers authenticated messages between nodes by setting
the MIC field of the Media Access Control (MAC) frame body to the Message
Authentication Code (MAC) in order to ensure the integrity and authenticity of
the received messages [1].

• Modification/Injection Attack: It is a sort of Man-In-The-Middle (MITM) attack
where the adversary not just relays messages between the victims but also injects
new messages or modifies the exchanged ones [50]. What makes it worse is that
the exchanged messages may convey critical or urgent biometric signals. For ex-
ample, the message may reflect an emergency case or contain a command from the
healthcare center to a respective node to increase the insulin dosage that has to be
injected into the patient’s body. In both cases, this attack may affect the patient’s
life.

• Sybil Attack: In the Sybil attack, the adversary impersonates fake identities illegit-
imately. He can use the fake identity to attack the network until he is got detected
and then generates a new identity and continues his malicious activities [53].

Attacks on Service Availability

The main attack against service availability is the Denial of Service (DoS) attacks. DoS
attacks can be performed at any stack layer. Below are the most common DoS attacks:

• Jamming Attack: Since it has been explored in the literature in 1982 [54] till this
date, transmitting data wirelessly is always liable to jamming attacks. The attacker
intentionally interferes with the frequencies used by other nodes in the networks;
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consequently, the Signal-to-Interference-plus-Noise ratio (SINR) decreases signifi-
cantly. As the jamming attack is very detrimental, WMSN has to address this
serious threat in order to save computational and energy resources.

• Tampering Attack: A tampering attack is a physical attack where the adversary is
able to access the node physically and cause damage to the hardware components
of the node or acquire critical information like cryptographic keys [51]. Although
nodes in WMSN are either implanted underneath the skin or in direct touch with
the human body, the patient still has to be aware of who is authorized to handle
the nodes physically to defeat this type of attack.

• Collision Attack: The collision occurs when two or more nodes transmit at the same
time [55]. This overlapped transmission degrades network performance and depletes
the nodes’ energy. Adversary intentionally overlaps other nodes’ transmission to
create a collision. This signal interference leads to receiving a collided frame, and
consequently, Cyclic Redundancy Check (CRC) fails to verify the received frame.
Hence, it will be discarded. The performance degrades dramatically by continuing
the adversary to collide with the transmitted frames. For example, colliding with
acknowledgment frames like I-Ack or B-Ack may double the Contention Window
(CW) up to reach CWmax[UP] [1].

• Interrogation Attack: In this kind of attack, the adversary or the compromised node
takes advantage of the RTS/CTS (Request To Send/ Clear To Send) mechanism,
which is usually used with the CSMA/CA protocol to overcome the hidden terminal
problem [56]. The attacker frequently sends an RTS message in order to obtain a
CTS response from the targeted nodes, and consequently, all nodes abstain from
using the network [57, 58, 59]. To the best of our knowledge, RTS/CTS mechanism
is not used in IEEE 802.15.4, nor IEEE 802.15.6 [1, 6]; however, authors in [60, 61]
evaluate RTS/CTS mechanism in conjunction with the CSMA/CA protocol for
both IEEE 802.15.4 and IEEE 802.15.6, respectively. The simulation results show
a tangible enhancement in the overall performance. Therefore, the interrogation
attack still has to be considered.

• Exhaustion Attack: It is a kind of attack in which the adversary attempts to de-
plete the victim’s resources, such as the denial of sleep attack where the adversary
depletes the battery of the victim [62].
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2.5.2 Misbehavior Activities

The second type of WMSN threats is misbehaving activities, which are unexpected be-
havior of an internal node. It is usually a selfish activity to gain extra resources unfairly
or to save power. For instance, a relay node could launch a packet-dropping attack to
disrupt the network operation with a view to saving power. Packet-dropping attacks
have different patterns. Below is a list of the most common dropping attacks:

• Selective Forwarding Attack: Selective forwarding (or greyhole) attack is a well-
known attack in WSN where a compromised node drops some packets or selectively
forwards some of them [63]. For instance, forwarding packets to a specific destina-
tion and dropping others. According to the WMSN topology, the sink node is not
necessarily in a direct communication range with all nodes [1]; hence relay nodes’
cooperation is mandatory to ensure WMSN operation [64].

• Blackhole Attack: This kind of internal attack is a particular type of selective
forwarding attack, where malicious nodes drop all incoming frames instead of for-
warding them [65].

• Sinkhole Attack: The malicious or the compromised node attempts to attract all
the traffic inside the WMSN and then drop it [66]. The adversary can run this kind
of attack by sending fake routing updates showing itself as the shortest path to the
medical server.

• On-off Attack: One of the smart packet dropping attacks where the compromised
node alternately changes its behavior between benign and malicious manners in
order to keep itself undetected [67]. Hence, a malicious node is regarded as a
trusted one while it continues to disrupt the network operation.

Misbehaving is very harmful because traditional security mechanisms usually fail to de-
tect or prevent this kind of internal threat. TMS, discussed later in Section 2.6.3, is an
effective measure to assess nodes’ behavior to identify untrustworthy and misbehaving
nodes.

2.6 Security Countermeasures

Security and privacy in WMSN are essential due to the detrimental effects of its vulner-
abilities. However, achieving a high level of security and privacy is challenging. This is
because of the specific nature of WMSN, notably, the resource limitations and the vital
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applications it provides. In this section, we comprehensively investigate the available se-
curity countermeasures and highlight their vital requirements to ensure that our routing
proposal is deployed in a secure WMSN ecosystem. Moreover, this allows identifying
available research gaps, which have been reported in Section 2.7. In order to ensure an
end-to-end high level of security, three different types of security countermeasures need
to be considered. It is worth mentioning that due to the scarcity of WMSN-specific
schemes in the literature, some security schemes presented in this section are generally
proposed for WSN, which have a high potential of deployment on WMSN; however, these
potentials are worthy of further investigations before direct adoption. Fig. 2.4 shows a
high-level perspective of the security countermeasures discussed throughout this chapter.

2.6.1 Secure Communication

More attention needs to be paid to security and privacy in military and medical applica-
tions due to the dangerous consequences of their vulnerabilities. This section states the
security requirements related to WMSN communications. This is followed by a review of
the security countermeasures, which are authentication and key establishment, integrity
validation, and encryption.

Secure Communication Requirements

In order to defend against well-known attacks and achieve a high level of security, the
following security requirements have to be met in any proposed scheme:

• Lightweight: Any proposed security solution must be computationally lightweight
to fulfill the constraints of resource limitations [68].

• Anonymity: It ensures that no outsider will be able to know the identity of the two
parties during the authentication process, which enhances the privacy [69].

• Mutual authentication: It means that the involved parties are able to authenticate
each other; therefore, the authentication process is secured from any impersonation
attack [70].

• Unlinkability: It ensures that the hidden identity of the nodes is still maintained
even if the adversary could capture two transmitted messages belonging to the same
node because it is impossible to link or associate the captured messages to find out
the identity of the sender [71].
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Figure 2.4: WMSN Security Countermeasures Taxonomy
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• Session key establishment: After a successful authentication process between two
nodes, a secure session key should be generated and exchanged securely in order to
secure the subsequent communications [70].

• Forward secrecy: It ensures that the session key is still secured even if one or the
two communicating parties are compromised; moreover, even when the adversary
has one or both private keys [72].

• Revocability: It is the ability to revoke any misbehaved node effectively [70].

• Non-repudiation: It is imperative that the transmitted messages in WMSN are not
repudiated; therefore, the sender cannot deny his sent messages [69].

• Resilience to well-known attacks: Any proposed security solution must be immune
to well-known attacks. For instance, resilience to replay attack, resilience to im-
personation attack, resilience to modification attack, and resilience to man-in-the-
middle attack [17].

• Key escrow resilience: Generating keys by Private Key Generator (PKG) raises a
key escrow problem in both Public Key Infrastructure (PKI) and ID-based infras-
tructure as well [73].

Authentication and Key Establishment

Authentication and key establishment form one of the essential foundations of securing
the communication of WMSN. Much research has been proposed in the literature to
address this issue. However, many of the proposed schemes fail to meet the aforemen-
tioned security requirements or are vulnerable to certain attacks [74], [75]. Therefore,
authentication and key establishment are still an open area for research in WMSN [71].
Authentication gives the receiver the ability to verify the origin of the received messages
in order to identify any malicious sender claiming legitimacy. These authentication and
key establishment schemes could be classified as follows:

Non-cryptographic security schemes All non-cryptographic security schemes are
based on assumptions related to the physical characteristics of the network. It is worth
mentioning that this type of security scheme is classified as non-cryptographic due to
the used technique to achieve authentication; however, this does not mean that they
are unable to generate keys. For instance, some biometric security schemes are able
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to generate keys, which could be used later to encrypt the exchanged messages. Non-
cryptographic security schemes could be classified as follows:

1. Biometric based security schemes: Much research in the literature uses unique
data from the body domain to achieve lightweight authentication. This trend of
research emerges because of the thought that it is difficult to forge physiological
body signs. The authors in [76] propose a novel approach for key generation be-
tween neighbor nodes based on electrocardiogram (ECG) signals. Although the
proposed ECG-based key generation is able to secure intra-BAN communication
without key establishment costs, it has some drawbacks. For instance, it is appli-
cable just in case of all the nodes are located on the surface of the human body,
while in WMSN, nodes could be implanted underneath the skin or in the vicinity of
the body. Therefore, biometric-based security schemes could be considered scope-
specific schemes. Moreover, most of the physiologically based security schemes
proposed in the literature do not meet the aforementioned requirements. Neither
ESKAS [77] nor OPFKA [78] meets the unlinkability and mutual authentication
requirements. Furthermore, not all the nodes have the ability or the hardware to
collect the required authentication data. The authors in [79] proposed a symmetric
security scheme to generate and distribute the cryptographic keys using the ECG
signal for WMSN. WMSN nodes should be able to sense the ECG signal using a
time synchronization method in order to generate the security key. Informal and
formal security analyses are used to prove the robustness of the proposed method.

2. Channel based security schemes: It is another security scheme trend, which takes
advantage of the physical characteristics to authenticate nodes, and in some cases,
to extract keys. It is built on the assumption that channel characteristics between
two nodes are the same. Channel-based security schemes could be categorized into
three types based on the use of physical characteristics:

• Security schemes based on an out-of-band (OOB) communication channel:
Some research proposes using a new auxiliary channel to facilitate node au-
thentication by assuming the resilience of the new out-of-band channel to
eavesdropping attacks. The proposed OOB channel varies from audio to ul-
trasound channels. For instance, authors in [80] introduce a way of authen-
tication using visual OOB and with the patient’s help. By comparing the
blinking LED patterns, the user is able to accept or deny the authentication



Security Countermeasures 28

process. Although the proposed security scheme in [80] meets mutual authen-
tication, forward secrecy, and revocation requirements, it is still regarded as
a scope-specific scheme as some nodes could be implanted inside the body
of the patient. Moreover, the modular exponentiation operations used in the
proposed scheme do not fit the strict resource limitations of WMSN.

• Security schemes that require additional hardware: One of the channel-based
schemes that requires using additional hardware, which is not recommended
from the WMSN perspective due to the tough resource limitations. For in-
stance, Good Neighbor [81] is a proposed solution for pairing two devices using
multiple antennas on the receiver side.

• Security schemes based on channel characteristics measurements: the authors
in [82, 83] propose a lightweight authentication scheme based merely on Re-
ceived Signal Strength (RSS) measurements. Because of the wireless channel
correlation, a condition arises for node placement, which must be distributed
in the half-wavelength range. BANA [83] solely provides an authentication
mechanism for on-body devices, which are on the Line of Sight (LOS) and
does not extract any keys, whereas MASK-BAN [82], which considers the
channel variations of heterogeneous nodes and their reflection on RSS, pro-
vides authentication and keys extraction mechanism as well.

As most of the proposed security solutions are for on-body nodes, channel-based
security schemes are scope specific and may not apply to in-body nodes. Fur-
thermore, many physical parameters could affect RSS, such as the surrounding
environment, nodes’ positions, and mobility.

3. Proximity-based security schemes: By exploiting the small-scale fading variations
on wireless channels when two wireless devices are close to each other and with the
help of a third-party RF source, the authors in [84] introduce their proximity-based
scheme to extract the secret key. However, the central dilemma in such schemes
is that the two involved parties must reside inside the half-wavelength in order to
have the same small-scale fading variation, and it is recommended to be 0.1λ or
less while the adversary should reside on 0.4λ or more. It is worth mentioning that
[84] is a generic security scheme that could be used for sensor networks as well.

Cryptographic security schemes Cryptographic security schemes vary depending
on the types of keys and could be classified into the following categories.
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1. Public key signature schemes: Public key cryptography (PKC) is based on generat-
ing two non-identical keys. One key is used for encryption or signature generation,
whereas the other is used for decryption or signature verification. There is a clear
consensus that conventional PKC is not applicable to be used in wireless health-
care applications because of the restricted resources. The main idea of PKC is
completely based on two mathematical problems. The first one is a straightfor-
ward mathematical problem to generate the public and private keys, while the
second one is the reverse operation to calculate one key knowing the other one,
which must be extremely hard. However, the extreme hardness of this mathemat-
ical operation still needs to be proved [85]. The first mathematical problem could
be either an integer factorization problem like in (Rivest, Shamir, and Adelman)
RSA or a discrete logarithmic problem like in Elliptic Curve Cryptography (ECC).
However, both of them are impractical for WMSN applications because they are
voracious in using minimal resources. Thus, some research focuses on improving
the performance of the inherited algorithms, such as authors in [86] where a hybrid
multiplication method is used in order to limit the number of memory access, which
speeds up the process by around seven times. On the other hand, the traditional
cryptographic algorithm RSA still uses a longer key 1024-bit than ECC 160-bit for
the same security level, which is still memory voracious. Therefore, ECC-based
PKC seems more interesting than RSA. A pre-configurable library based on ECC-
PKC for wireless sensor networks has been proposed in [87].

2. ID-based signature schemes: it is a public-key cryptography that was first proposed
in 1984 [88]. In Identity-based Public Key Cryptography (ID-PKC), the node’s pub-
lic key is built from a combination of identity information like a network address,
whereas the private key is generated by a Trusted Third Party (TTP) named Pri-
vate Key Generator (PKG), hence there is no need for Certificate Authority (CA).
Since then, many ID-based signature schemes proposed in the literature [89, 90, 91].
However, all these solutions are designed for client-server infrastructure, so it can-
not meet all the security requirements of WMSN. Moreover, in addition to their
vulnerability to some well-known attacks, all ID-based signature schemes face the
same key escrow problem because of the TTP entity. Problems of having one PKG
could be summarized into: First, the PKG is able to decrypt any transmitted mes-
sage. Second, because of having all private keys, the PKG is able to forge any
node’s signature.

3. Certificateless signature schemes: A new public-key cryptography that lies between
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PKC where the heavy computational overhead of verifying certificates with CA and
ID-PKC schemes, which suffer from key escrow problem. This new concept was first
proposed in the literature by authors in [92]. Although Certificateless Public Key
Cryptography (CL-PKC) solves the inborn key escrow problem in ID-PKC because
of using PKG as a TTP, it still uses a TTP entity. However, this TTP entity, named
Key Generator Center (KGC) in CL-PKC, does not hold any nodes’ private keys
but a master key instead of it. The KGC is just responsible for providing the partial
private key (DA), which is sent to the other entities to produce their own keys [92].
In addition to having a partial private key, KGC also generates and holds a master
key. Afterward, many certificateless authentication schemes have been proposed in
the literature [93, 52, 70, 94, 95]; however, most of which focus just on a remote
authentication, which is the authentication between the coordinator node and the
Application Providers (APs). Although some schemes like in [52] propose a multi-
layer authentication scheme, it is still considered a certificateless signature scheme
just beyond the intra-BAN domain. Moreover, the author in [96] finds out that the
proposed scheme in [70] is vulnerable to impersonation attack; therefore, neither
mutual authentication nor non-repudiation requirements are satisfied.

4. Symmetric based schemes: In this kind of authentication scheme, a pre-shared
master key, in addition to a unique identifier for each node are used to achieve
mutual authentication as well as key establishment between two nodes like in [71].
Although the authors claim that their proposed algorithm fulfills the unlinkability
and forward secrecy requirements, it is clear that it is not, as the adversary can
easily calculate the value (γ), which is unmaskable in the proposed scheme. The
authors in [97] suggest a modification to [71] in order to fulfill the forward secrecy
and unlinkability requirements. However, there is still a key escrow problem where
the coordinator node saves the master key in addition to all nodes’ identities.

5. Physical Unclonable Function schemes: Physical Unclonable Function (PUF) is the
fingerprint of the node’s hardware. This property occurs because of the unavoid-
able manufacturing difference between nodes. This uniqueness and randomness
hardware feature is very attractive to researchers to build and design security so-
lutions based on it. The authors in [98] take advantage of the Integrated Circuits
(ICs) variant delay characteristics to introduce PUF to be used for authentication
and key generation. In [99] a mutual authentication mechanism between any two
WMSN sensor nodes using PUF is introduced; however, the authentication pro-
cess cannot be achieved without the help of the coordinator, which according to
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the authors’ assumption, cannot be compromised. The authors in [100] present
an authentication and key establishment scheme, not only between sensor nodes
and the coordinator but also between any two nodes with the assistance of the
coordinator. Therefore, sensor nodes are afterward able to communicate directly
with each other. This proposed shared secret establishment aims at authenticity
verification without considering confidentiality. A simplified authentication solu-
tion has also been proposed in [101], which is resilient to some known attacks, such
as impersonation attacks, replay attacks, and tampering attacks. However, some
security requirements like anonymity, mutual authentication, and unlinkability are
not considered. Another PUF-based scheme is proposed in [102] for the multi-hop
body area network. It is a hierarchical authentication scheme to allow nodes that
are not in the direct communication range of the sink to authenticate themselves in
an efficient way. Moreover, a cloud TTP has been used in this scheme to store the
Challenge-Response Pairs (CRPs) with a view to reducing the storage overhead.

The surveyed authentication and key establishment schemes are summarized in Table
2.1, stating the solution approach, the stated requirements it fulfills, and the potential
improvements to fulfill additional requirements.

Integrity Validation

Message integrity is the process of verifying that the received message is intact and is
exactly as sent. This ensures that the transmitted message from the sender to the receiver
is not altered by any type of manipulation such as changing content, adding fragments,
removing fragments, or content transposition. This also includes any type of transmission
error. A secret key is required to ensure the message authenticity; however, confidentiality
by itself is not enough to protect data from being modified by an adversary during the
transmission phase. For instance, an external adversary may intercept and modify the
message before re-transmitting it to the receiver. Although applying a message integrity
scheme can be a simple task to implement when coupled with a durable cryptographic
scheme [103], applying an efficient message integrity mechanism in WMSN can still be a
challenging requirement due to the unique characteristics of WMSN [104].

IEEE 802.15.6 provides a mechanism to verify the message authenticity in both security
levels one and two [1]. The Media Access Control (MAC) frame body is formatted as
illustrated in Fig. 2.5. The MAC frame body length is variable and can scale up to a
maximum value defined in the parameter "pMaxFrameBodyLength", which is set in the
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Table 2.1: Authentication and Key Establishment Schemes

Lit. Title Year Solution Stated Fulfilled Re-
quirements

Potential Im-
provements

Comments

[94]

Certificateless pairing-free
authentication scheme for
wireless body area net-
work in healthcare man-
agement system

2020
Certificateless
signature
schemes

Mutual authentica-
tion, Forward secrecy,
Anonymity, Session key
establishment, Key escrow
resilience, Unlinkability

Security analysis
against more at-
tacks

Remote certificateless au-
thentication scheme.

[52]

A lightweight multi-layer
authentication protocol
for wireless body area
networks

2018
Certificateless
signature
scheme

Lightweight, Non-
reputation, Mutual
authentication, Session
key establishment, Key
escrow resilience, Forward
secrecy

Anonymity
A Certificateless scheme in
the section between the
PDA and AP.

[70]

Revocable and Scalable
Certificateless Remote
Authentication Protocol
With Anonymity for
Wireless Body Area Net-
works

2015
Certificateless
signature
scheme

Non-repudiation,
Anonymity, Key escrow
resistance, Revocability,
Mutual authentication,
Forward Secrecy

Non-repudiation,
Mutual authentica-
tion [96]

Remote certificateless au-
thentication scheme only be-
yond the intra-BAN. The
authors in [96] report that
this scheme is vulnerable to
type-I adversary; therefore,
it does not meet the non-
repudiation and mutual au-
thentication requirements.

[71]

Anonymous mutual au-
thentication and key
agreement scheme for
wearable sensors in wire-
less body area networks

2017 Symmetric
based schemes

Anonymity, Mutual
authentication, Ses-
sion key establishment,
Lightweight, Unlinkabil-
ity, Forward secrecy

Unlinkability, For-
ward secrecy [97]

Although authors state that
their scheme meet the un-
linkability and forward se-
crecy requirements, it is not
[97].
Security is evaluated using
AVISPA and compared to
other schemes.

[76]
ECG-cryptography and
authentication in body
area networks

2012
Biometric
based security
scheme

Lightweight, Session key
establishment, Mutual au-
thentication

Anonymity, Un-
linkability, For-
ward secrecy,
Non-repudiation,
Revocability

A scope specific solution.
It requires all nodes to have
the same physiological sign
sensor.

[77]

An efficient and secure
key agreement scheme us-
ing physiological signals in
body area networks

2012
Biometric
based security
scheme

Session key establishment,
Mutual authentication

Lightweight,
Anonymity, Un-
linkability, Forward
secrecy, Revocabil-
ity

A scope specific solution.
It requires all nodes to have
the same physiological sign
sensor.

[78]

OPFKA: Secure and
efficient Ordered-
Physiological-Feature-
based key agreement
for wireless Body Area
Networks

2013
Biometric
based security
scheme

Lightweight, Resistance
against brute force
attacks, Session key
establishment, Mutual
authentication

Anonymity, Un-
linkability, Forward
secrecy, Revocabil-
ity

A scope specific solution. It
requires all nodes to have
the same physiological sign
sensor.

[80]

Secure Ad-Hoc Trust Ini-
tialization and Key Man-
agement in Wireless Body
Area Networks

2013 Channel based
security scheme

Lightweight, Revocation,
Mutual authentication,
Forward secrecy

Lightweight re-
quirement may
need further en-
hancements

Patient-aided scheme is not
an intuitive schemes.
Heavy scheme because of
the using of modular expo-
nentiation operations, which
is not proper for tough re-
source constraints.

[82]

MASK-BAN: Movement-
Aided Authenticated Se-
cret Key Extraction Uti-
lizing Channel Character-
istics in Body Area Net-
works

2015 Channel based
security scheme

Lightweight, Session key
establishment, Mutual au-
thentication

Anonymity, Key es-
crow resilience

Limited to the on-body
nodes.

[83]

BANA: Body Area Net-
work Authentication Ex-
ploiting Channel Charac-
teristics

2013 Channel based
security scheme Lightweight

Session key estab-
lishment, Mutual
authentication

It just considers the LOS of
the on-body nodes without
generating keys (An authen-
tication scheme only) [82].

[84]
Proximate: proximity-
based secure pairing using
ambient wireless signals

2011
Proximity
based security
scheme

Lightweight, Session key
establishment

Further optimiza-
tions are required
to improve its
functionality and
test its operability
for WMSN

It is a generic security
scheme that could be used
for sensor networks as au-
thors state.
It requires a tough nodes
distribution constraint.

[79]

A new biometrics-based
key establishment proto-
col in WMSN: energy ef-
ficiency and security ro-
bustness analysis

2020
Biometric
based security
scheme

Lightweight, Session key
establishment, Resilience
to some known attacks

Forward Secrecy

A scope specific solution. It
requires all nodes to have
the same physiological sign
sensor.

[91]

A more efficient and se-
cure ID-based remote mu-
tual authentication with
key agreement scheme for
mobile devices on elliptic
curve cryptosystem

2011 ID-based signa-
ture schemes

Anonymity, Mutual au-
thentication, Session key
establishment, Revocabil-
ity, Lightweight

Key escrow re-
silience

Remote authentication
scheme, designed for client
server infrastructure.
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Table 2.1: Authentication and Key Establishment Schemes (continued)

Lit. Title Year Solution Stated Fulfilled Re-
quirements

Potential Improve-
ments

Comments

[93]

An efficient and
lightweight certificateless
authentication protocol
for wireless body area
networks

2013
Certificateless
signature
schemes

Anonymity, Mutual
authentication, Non-
reputation, Lightweight

Insecure scheme
[69]

Adversary is able to trace
the user information during
the session phase [68].
Remote authentication
scheme.

[97]

Highly Efficient Privacy-
Preserving Key Agree-
ment for Wireless Body
Area Networks

2018 Symmetric
based schemes

Anonymity, Mutual
authentication, Ses-
sion key establishment,
Lightweight, Unlinkabil-
ity, Forward secrecy

Key escrow re-
silience

The authors in this research
propose a modification to
[71] in order to fulfil the un-
linkability and forward se-
crecy requirements.

[99]

Encryption-free Authenti-
cation and Integrity Pro-
tection in Body Area Net-
works through Physical
Unclonable Functions

2018
Physical Un-
clonable Func-
tion scheme

Mutual authentication,
Lightweight, Resilience
to impersonate attack,
Revocability

Anonymity
It shares secrets between
any nodes pair with the
help of the coordinator.

[100]

Lightweight mutual au-
thentication among sen-
sors in body area networks
through Physical Unclon-
able Functions

2017
Physical Un-
clonable Func-
tion scheme

Lightweight, Mutual au-
thentication, Session key
establishment, Resilience
to impersonate attack,
Revocability

Anonymity, Un-
linkability

The shared secret in the
proposed scheme provides
just message authenticity
without confidentiality.

[101]

Wireless Body Area
Network Identity Authen-
tication Protocol Based
on Physical Unclonable
Function

2018
Physical Un-
clonable Func-
tion scheme

Lightweight, Resilience to
some known attacks

Anonymity, Mutual
authentication, Un-
linkability, Forward
Secrecy

A simple authentication
scheme based on PUF that
does not fulfil some security
requirements.

[102]

A PUF-based and cloud-
assisted lightweight au-
thentication for multi-hop
body area network

2020
Physical Un-
clonable Func-
tion scheme

Lightweight, Mutual au-
thentication

Anonymity, Un-
linkability

TTP-based escrow prob-
lem.

Figure 2.5: MAC Frame Body Format [1]

standard to 255 octets. IEEE 802.15.6 supports two types of frames, secured frames, and
unsecured frames. The two communication parties choose the security level according
to their security requirements during the association process. The Message Integrity
Code (MIC) and "Low-Order Security Sequence Number" fields only exist in the secured
frames. The "Low-Order Security Sequence Number" field assists in achieving message
freshness by using it in both replay detection and nonce construction [1], while the MIC
field is used to achieve message integrity by setting it to the Message Authentication
Code (MAC) [1].

The Message Authenticating Code (MAC) process is achieved using the Advanced En-
cryption Standard (AES-128) as an underlying block cipher algorithm with CCM mode
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Figure 2.6: MIC calculation and transmit order [1]

(CCM stands for Counter with Cipher Block Chaining Message Authentication Code),
which is provided in the standard defined by the National Institute of Standards and
Technology (NIST) Special Publication SP-800-38C [105]. In security level 1, where no
encryption mechanism is provided, the Message Authentication Code (MAC) is com-
puted directly from the frame being transmitted by the sender and the received frame at
the receiver. In contrast, in security level 2, the Message Authentication Code (MAC)
is computed from the unencrypted version of the frame at the sender and from the de-
crypted version of the received frame at the receiver. Eq. (2.1) and Eq. (2.2) are used
to calculate the MIC field as follows,

MIC = LMBn(M) = AES(Ctr0)⊕Xm (2.1)

X0 = AES(B0), Xi = AES(Bi ⊕Xi−1), i = 1, ...,m (2.2)

where M is the message bit string, LMBn(M) is to specify the leftmost bits of M ,
AES(B0) is the forward cipher function output of the AES applied to block B and⊕ is the
bitwise XOR. AES uses Pairwise Temporal Key (PTK) in unicast secured communication
and Group Temporal Key (GTK) in multicast secured communication. Fig. 2.6 shows
the process of the Message Authentication Code (MAC) calculation and the transmitting
order, starting from the first octet on the left to the last one on the right.
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Encryption

Monitoring the vital signs of the human body demands exchanging extremely sensitive
information. This information is used to diagnose health conditions, and then an action
can be taken to provide the required telemedicine, such as injecting an insulin dosage.
Therefore, in order to ensure the confidentiality and privacy of patient health information,
data must be exchanged and stored in an encrypted form. Many encryption algorithms
have been proposed in the literature, such as 1024-bit RSA [106] and 3DES [107]; however,
these traditional encryption algorithms are not suitable for sensor nodes with stringent
resource limitations. WMSN requires a lightweight encryption algorithm that is energy
and computation efficient. Heavy encryption algorithms with long key size, high number
of rounds, or large block size have not been considered due to their inapplicability to
WMSN.

Due to the importance and potential applications of lightweight cryptography, NIST
began in 2015 the process of standardizing lightweight cryptographic algorithms that
fulfill the requirements of constrained devices such as sensor nodes [108]. However, in
order to fulfill the resource restrictions, the following aspects should be considered when
choosing a suitable lightweight cryptographic function [109]:

• Key size: with extremely limited storage, for instance, MICAz has only 4-KB EEP-
ROM storage [110], the key size of the cryptographic algorithms plays a significant
role. A cryptographic algorithm, which has a smaller key size and provides the
same security level, is highly recommended. In [111], authors introduce SIMECK,
a block cryptographic algorithm. SIMECK is a hardware-oriented algorithm in-
spired by the SIMON encryption algorithm’s design. With its small key size (64,
96, or 128), it shows a more optimized performance regarding memory and power
consumption. mCrypton [112] is a block cipher cryptographic algorithm based on
SPN (Substitution Permutation Network) structure. It has three different key sizes,
where the smallest one is 64 bits. mCrypton is designed to fit into the low resources
environment. Another small key size is TWINE [113], which uses 80 bits key with
a Feistel structure.

• Block size: The block size is also another important factor towards a lightweight
cryptographic algorithm. Smaller block sizes can decrease the processing time and
enhance power consumption. Moreover, medical sensors usually transmit small
messages containing vital medical signals; therefore, the smaller block size is more
efficient. SPECK [114] is a block cipher based on ARX (Addition-Rotation-XOR)
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structure. It supports a variety of block sizes ranging between 32 bits and 128 bits.
SIMON [114] belongs to the same family of SPECK. However, unlike SPECK,
which is designed for software implementation, SIMON is a hardware-oriented al-
gorithm. Another SPN-based lightweight cryptographic algorithm is introduced in
[115] named RECTANGLE. It uses 64 bits block size with a bit-slice technique in
order to achieve rapid execution.

• Number of rounds: Lightweight cryptographic algorithms usually use simple arith-
metic, logic, and shifting operations to fit into the limited resource restrictions
such as ARX structure. Using simple operations leads to increasing the number
of rounds. PRINCE [116] is a block cipher, a hardware-oriented cryptographic
algorithm that aims to enable encryption in just one clock cycle by using a mod-
est number of rounds (12 rounds), which requires a short time to be executed. A
4-round cryptographic algorithm is introduced in [117] called Hummingbird-2. In
addition to encryption, it is able to generate MAC (Message Authentication Code).
Another encryption algorithm that uses a low number of rounds is LWE [118]. LWE
is a 3-round block cipher algorithm. It has been designed to be light enough in
order to meet the resource restrictions of medical sensors and IoT. The key and
the block size are 64 bits. The performance of LWE is contrasted with well-known
lightweight encryption algorithms, such as Rectangle [115] and TWINE [113].
Moreover, in cryptography, when a number of rounds are required to produce the
cipher, a round-key is usually used for each round. The algorithm used to produce
the round-key from the key is called the key schedule. Consequently, the more
complex the key schedule algorithm is, the more memory and computation power
it requires. Therefore, the key schedule algorithm could be regarded as another
factor to be considered.

The surveyed encryption algorithms are listed in Table 2.2, stating the block and key
sizes, the number of rounds, the algorithm structure, and the possible attacks that might
compromise the proposed algorithm.

2.6.2 Intrusion Detection Systems

Secure communication is regarded as the first defense line for WMSN security. However,
a further security solution that is able to protect WMSN from intruders and monitor the
network for suspicious activities can significantly enhance the security of WMSN. IDSs
are introduced to form an additional defense layer to protect from malicious activities
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Table 2.2: Lightweight Cryptographic Algorithms

Lit. Algorithm Year Block size Key size Rounds # Structure Possible Attacks

[111] SIMECK 2015 32, 48, 64 64, 96, 128 32, 36, 44 ARX Differential attacks
[119]

[112] mCrypton 2005 64 64, 96, 128 12 SPN Meet-in-the-Middle
Attack [120]

[113] TWINE 2011 64 80, 128 36 GFN
Single-key attack us-
ing biclique technique
[121]

[114] SIMON 2013 32, 48, 64,
96, 128

64, 72, 96, 128,
144, 192, 256

32, 36, 42, 44,
52, 54, 68, 69, 72 ARX

23-round linear attack
with key guessing tech-
nique [122]

[115] RECTANGLE 2015 64 80, 128 25 SPN Differential attack (18
out of 25 rounds) [115]

[116] PRINCE 2012 64 128 12 SPN

Key recovery attack (6
rounds version) [123],
Sieve-in-the-middle at-
tack (8 rounds) [124]

[117] Hummingbird-2 2011 16 128 4 SPN A probabilistic attack
(theoretical) [125]

[114] SPECK 2013 32, 48, 64,
96, 128

64, 72, 96, 128,
144, 192, 256

22, 23, 26, 27,
28, 29, 32, 33, 34 ARX Sub-cipher attack [126]

[118] LWE 2020 64 64 3 SPN No reported attacks
yet.

and inside and outside abuses. Based on the methods of detection, IDS schemes can be
grouped as follows:

Signature-based IDSs

By defining a signature for each attack pattern, the IDS can detect malicious activities
when an attack pattern matches any defined signature. The main disadvantages of the
signature-based IDSs are the need to be updated periodically and the inability to catch
unknown attacks. A hybrid, lightweight, multi-level, and distributed model that imitates
the human immune system with a signature database has been presented in [127]. It takes
advantage of the danger model used by our immune system, where a particular type of
cell, Dendritic cells, stimulates other cells to form immune responses to any antigens.
Copying this alerting mechanism to WSN, in addition to the use of predefined features,
enable the IDS to detect intrusions.

Anomaly-based IDSs

By profiling the normal traffic and operations of the network, anomaly-based IDSs could
raise an alert when anomaly behavior is captured. According to [128], the anomaly-based
IDSs could be divided into three categories:

Statistical-based: It depends on building a statistical reference profile for the network
in the optimal conditions without any malicious activities. Afterward, periodic profiles
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are being generated for the monitored network. The generated profiles are then com-
pared to the reference model to calculate the anomaly probability based on a threshold.
A cooperative and a statistical-based IDS has been proposed in [129]. The authors use
various types of statistics, such as Forward Percentage (FP) and Local Forward Percent-
age (LFP), in order to detect anomaly behavior. Owing to using the attack’s consequence
and technique, the proposed scheme is able to determine the attack type and the attack
origin. Although it gives good accuracy in detecting selfish activities, such as DoS attacks
and sleep deprivation via malicious flooding attacks, it shows less accuracy in detecting
blackhole and spoofing attacks. However, sharing the responsibility of intrusion detection
between nodes with the same resources could be regarded as a good choice to share the
computational overhead.

Knowledge-based: A previous knowledge of the networks under different circum-
stances ranging from normal conditions to under attack, is used to detect malicious
activities. Expert systems and Finite State Machine algorithms are used as a detection
engine for a knowledge-based IDS [127, 128].

Machine learning based: A more intelligent method to detect any malicious activi-
ties in the network, even new ones. Machine learning-based IDSs are able to learn from
analyzed patterns and update their intrusion detection engine periodically without being
explicitly programmed, which gives them the ability to detect not just well-known attacks
but new and unknown attacks as well. Random Forest, Genetic Algorithm (GA), Support
Vector Machines (SVMs), Neural Networks, and Logistic Regression are all examples of
machine learning algorithms used in the literature. iDetect [130] is a distributed IDS
that aims to enhance the detection rate of attacks and choose the most suitable features
set that optimize the performance and saves computational power. iDetect IDS is imple-
mented using a multi-objective genetic algorithm to produce the optimal set of features
to be used as an input for the intrusion detection engine in order to detect WMSN at-
tacks. The authors in [131] proposed a distributed IDS framework based on mobile agent
technology where all nodes inside WMSN participate in the malicious activities detection
process by migrating the intrusion detection software from one node to another. The au-
thors state that their framework is able to reduce the communication burden of sending
the log in the traditional frameworks, which results in reducing the power consumption.
Another hierarchical and distributed IDS based on autonomous mobile agents where the
detection software moves from one node to another has been presented in [132]. The
proposed IDS framework is evaluated using five different machine learning algorithms
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Decision Tree (DT), Support Vector Machines (SVM), Random forest (RF), Naive Bayes
Classifier (NBC), K-Nearest Neighbors (KNN). The proposed framework’s performance
results in around a 6% increase in the power consumption; however, the results do not
show a positive reflection of the proposed framework on accuracy. The authors in [133]
investigated personal medical devices’ vulnerabilities by launching different kinds of at-
tacks. Moreover, they proposed HEKA, a passive IDS, to monitor and detect malicious
activities. The anomaly detection performance of HEKA is evaluated using four machine
learning algorithms, SVM, KNN, RF, and DT, which have been trained using the gen-
erated n-grams of the network traffic. The results show an average detection accuracy
of around 98% for MITM, Replay, false data injection, and DoS attacks. Moreover, the
performance of composite attacks of MITM with false data injection and MITM with
replay attacks are evaluated and showed an average accuracy of around 95%. Another
approach to detecting anomalies in the healthcare systems is proposed in [134]. The au-
thors combined two kinds of features, network and biometrics, to enhance the detection
performance. The collected dataset is used to train four machine learning algorithms
RF, KNN, ANN, and SVM. The Results show an AUC score improvement between 7%
and 25%.

Specification-based IDSs

It uses a technique that is located in the middle between signature-based IDSs, where
predefined rules are used to detect well-known attacks, and anomaly-based IDSs, where
normal behavior is defined to detect any abnormal behavior, even unknown ones in con-
trast to signature-based IDSs [128]. In specification-based IDSs, programmers manually
define constraints and features that describe the normal operating behavior in contrast
to anomaly-based IDSs, where they are generated automatically. Consequently, the in-
trusion detection engine can detect suspicious behavior by finding the deviation of the
two behaviors.

The IDSs surveyed in this section are listed in Table 2.3, stating the used techniques,
topology architecture, used simulators, attacks tested for verification, and the fulfilled
requirements.

2.6.3 Trust Management Systems

Authentication and key establishment between nodes in WMSN are an imperative task
to ensure a high security and privacy level. However, maintaining the successfully estab-
lished security mechanisms demands a trust relationship between nodes. TMSs assess
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Table 2.3: Intrusion Detection System Schemes

Lit. Title Year Solution Technique Architecture Simulator Attacks Fulfillment Comments

[127]

A Multi-Level
Intrusion
Detection
System for
Wireless Sen-
sor Networks
Based on Im-
mune Theory

2018

Hybrid of
anomaly
and
signature-
based
IDS

Immune
theory
technique
called Dan-
ger Theory

Distributed Cooja
[135]

Blackhole
attack,
Selective
forward-
ing attack,
DDoS at-
tack, Worm-
hole attack

A
lightweight
IDS ap-
proach that
considers
power con-
sumption.

This ap-
proach is
originally
proposed for
WSN and
needs mod-
ifications
to fit other
technologies.

[133]

Heka: A novel
intrusion de-
tection system
for attacks to
personal med-
ical devices

2020
Anomaly-
based
IDS

Four ma-
chine
learning
algorithms
(SVM,
KNN, DT,
RF)

Distributed N/A

MITM, re-
play, false
data injec-
tion and DoS
attacks

A high
detection
accuracy for
single and
combined
attacks.

The per-
formance
of HEKA is
evaluated us-
ing datasets
generated
from dif-
ferent real
devices.

[129]

A cooperative
intrusion de-
tection system
for ad hoc
networks

2003
Statistical-
based
IDS

Mobile
agent tech-
nology

Distributed

ns-2
[136],
Mo-
biEmu
[137]

Blackhole
attack,
Spoofing
attack,
Selfishness
attack, DoS
attack, Sleep
deprivation
attack

A good ac-
curacy in de-
tecting some
attacks.
It shares the
overhead be-
tween nodes.

It is able to
identify the
attacker as
well as the
attack type.

[130]

iDetect: an
intelligent
intrusion de-
tection system
for wireless
body area
networks

2016
Anomaly-
based
IDS

Multi-
objective
genetic
algorithm

Distributed TOSSIM
[138]

Jamming at-
tacks, Selec-
tive forward-
ing attack

A good accu-
racy without
breaching
the accept-
able level of
energy con-
sumption.

It reduces
the com-
putation
complexity
by using a
reduced set
of features
for detec-
tion.

[132]

Distributed
intrusion de-
tection using
mobile agents
in wireless
body area
networks

2017
Anomaly-
based
IDS

Five ma-
chine
learning
algorithms
(DT, SVM,
RF, NBC,
KNN)

Hierarchical
and dis-
tributed

Castalia
[139]

Denial of
Service At-
tacks, Data
Falsification,
Passive Lis-
tening

Accuracy
and power
consump-
tion are
assessed for
the following
machine
learning
algorithms
DT, SVM,
RF, NBC,
KNN.

Around
6% rise in
power con-
sumption;
however,
results do
not show
the positive
reflection of
the proposed
framework
on the accu-
racy metric.

[131]

Autonomous
mobile agent
based intru-
sion detection
framework in
wireless body
area networks

2015
Anomaly-
based
IDS

Mobile
agent tech-
nology

Distributed Not
used

No attacks
are tested for
evaluation

Authors
state that
the proposed
framework
is able to
reduce the
commu-
nication
overhead.

The pro-
posed frame-
work has to
be evaluated
to find out
its feasibility
for WMSN.

[140]

A Novel Intru-
sion Detection
System for
Wireless Body
Area Network
in Health
Care Monitor-
ing

2010
Anomaly-
based
IDS

Negative
Selection
Algorithm

Centralized QualNet
[141]

Denial of
Service at-
tacks

A good ac-
curacy in
detecting
compro-
mised nodes.
Minimising
the false
positives
rate.

The perfor-
mance of
the proposed
scheme has
been eval-
uated for
different
routing pro-
tocols.

[134]

Intrusion
Detection
System for
Healthcare
Systems Us-
ing Medical
and Network
Data: A Com-
parison Study

2020
Anomaly-
based
IDS

Four ma-
chine
learning
algorithms
(RF, KNN,
ANN,
SVM)

Distributed N/A MITM at-
tacks

A dataset
representing
two kind
of features
(network
and biomet-
rics).

Further in-
vestigation
is required
to optimize
the system
overhead.
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nodes with an aim to differentiate between trustworthy and untrustworthy nodes. While
traditional security mechanisms rely on the nodes’ current status, TMSs consider the
present behavior of the nodes as well as their behavior history. Thus, deploying a TMS
enhances the level of security by continuously monitoring the nodes’ behavior and their
performance. In light of this, trust can be defined as follows:
Node X trusts node Y if and only if X has adequate confidence in Y’s behavior and
performance in the future.

Similar to other security aspects of WMSN, deploying a TMS is a challenging task [142],
and many factors must be taken into account when proposing a TMS for WMSN. These
factors include:

• WMSN architecture.

• Scarcity of resources.

• Communication overhead.

• Resistant to TMS-related attacks.

Taking into account the cooperative manner of nodes within the WMSN, many potential
applications emerge for using TMSs, ranging from access control and role assignment
[143] to trust-based routing protocols [144]. Therefore, TMSs will play a vital role in any
interaction and cooperation between nodes inside the WMSN.

The trust estimation engine usually depends on two sources of information in order to
produce the trust value:

• Direct trust: Trustor monitors and evaluates the trustee’s successful and unsuc-
cessful interactions when both have direct communication and without the help of
a third party.

• Indirect trust: When the trustor is not adjacent to the trustee or does not have
any historical information to assess the trustee, the trustor depends on the received
recommendations from other parties to evaluate the trustee.

TMSs are prone to several internal attacks; therefore, a robust TMS design is sought to
defeat these kinds of attack. Below is a list of the most common attacks:

• On-off attack: The malicious nodes change their behavior alternately between good
and bad manners in order to remain undetected, and consequently, cause serious
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damage and degrade the overall performance significantly [67].

• Bad-mouthing attack: One of the dishonest recommendations attacks. This type
of internal attack occurs when a malicious node colludes to destroy some victimized
nodes’ reputation by giving negative recommendations [145].

• Ballot stuffing attack: Another type of dishonest recommendations attack. It is
the opposite scenario of the bad-mouthing attack. It happens when some nodes
give positive recommendations for a malicious node [146].

• Collusion attack: Unlike bad-mouthing and ballot stuffing attacks where just one
malicious node provides dishonest recommendations. In the collusion attack, a
set of nodes participates in the attack by providing false information, which may
mislead the system into making unfair decisions depending on the received false
information from different sources [147].

Based on the method of estimating the trust value, TMSs could be divided into four
groups:

Fuzzy logic based TMSs

In fuzzy-based TMSs, trust value is estimated using fuzzy logic and predefined criteria
that have a fuzzy nature.
DTMS [148] is a fuzzy logic-based TMS, which is uniformly distributed amongst the
sensor nodes. The authors suggest many different criteria to be taken into account when
estimating the direct trust value. However, considering all these criteria can increase
the computational overhead. DTMS estimates the current trust value by weighting the
direct and indirect trust values for each adjacent node. Afterward, the total trust is es-
timated from the current and previous trust values using the same weighting technique.
As a result, DTMS shows superior performance compared with earlier trust management
models. However, using trust matrices and tables can produce a significant network over-
head [149]. FTM-IoMT [150] is another fuzzy-based trust management system proposed
for the Internet of Medical Things (IoMT) to prevent Sybil attacks. It is a centralized
approach that uses integrity, receptivity, and compatibility to evaluate the trust value for
the requesting nodes. However, it shows significant processing overhead, which requires
further investigation to reduce the packet delivery latency and the server-side overhead.
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Probability based TMSs

Many research projects are put forward using the probability distribution theory in order
to estimate the trust value using the inference of former values. Almost all probability-
based TMSs use beta probability distribution to evaluate the reputation value; however,
other probability distributions such as exponential probability distribution and binomial
probability distribution are also used in the literature [151, 152].
To the best of our knowledge, RFSN [153] is the first trust management scheme that uses
the beta distribution to evaluate the reputation value for WSN. RFSN uses a watchdog
mechanism to collect new observations, which are used to update the posterior reputa-
tion value. Another probability-based TMS is ETRES [151], which uses the exponential
probability distribution in order to represent the reputation value of a node by assuming
that the future behavior will have the same mode of the node history. ETRES only con-
siders indirect recommendations when the certainty of the trust level is not adequate to
enhance power consumption. The uncertainty is obtained using the information entropy
theory. Both direct reputation value and indirect one are weighted in order to give more
significance to the up-to-date information and the most reputable recommender, respec-
tively. Later, the overall trust value is estimated using the confidence factor technique.
Comparing to RFSN [154] and BTMS [155], ETRES shows a bit higher performance.

Weighting based TMSs

A simple way to evaluate the nodes’ behavior and generate the trust value for each
node based on weighting the nodes’ reputation over time. Although this type of TMS
is easy to deploy, it lacks a robust math ground [142]. TMR [156] is a weighting-based
TMS using risk assessment. Considering the risk factor can prompt a fast reaction to
misbehaved nodes by making destroying the obtained trust value easier than building it.
Evaluating the risk factor enhances the trust management model’s reliability by making
it more sensitive to any malicious activities. In TMR, both direct trust and indirect
recommendations, in addition to the risk factor and previous trust value, are considered
to evaluate the current trust value. RaRTrust [157] is another example of weighting-based
TMS where the authors use the timing window technique for processing the previous trust
values. RaRTrust considers the risk assessment technique by adopting a balancing factor
that makes acquiring trust harder than losing it. While RaRTrust shows resiliency to
on-off attacks and bad-mouthing attacks, TMR is just able to defeat on-off attacks.
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Other TMSs

There are some TMSs that do not fall within the previous categorization. In [158],
a cluster-based with a 3-tier architecture TMS is proposed where tier 1 just focuses
on nodes registration. In tier 2, five levels of misbehavior are defined. Although the
proposed scheme considers the previous information to find out malicious nodes during
the trust process, the used machine learning algorithm is not disclosed. Furthermore,
the authors give the same weight to both direct and indirect trust values. To evaluate
the overall trust value, a traditional summation technique is used, which may lead to
an un-scaled value depending on the number of adjacent nodes. In tier 3, the whole
process is about monitoring the consumed power of the Cluster Head (CH), and when a
threshold is triggered, a new CH is chosen based on the level of trust that nodes have.

The TMSs surveyed in this section are summarized in Table 2.4, stating the topology
architecture, simulators used, and the proposed contributions.

2.7 Research Opportunities

WMSN brings new research opportunities to wireless healthcare networks. However, the
ongoing development of WMSN encounters severe resource constraints, in addition to
challenges posed by the sensitive nature of WMSN data and the potentially catastrophic
consequences of compromising network nodes. Therefore, many research opportunities
emerge in order to meet these strict restrictions. This section states potential research di-
rections to enhance WMSN technology, including security, communication protocols, and
power consumption considerations. In this thesis, we have addressed two research gaps
as showin in Section 2.7.1, assuming that a secure authentication and key establishment
that fulfills all the security requirements specified in Section 2.6.1 is in place.

2.7.1 Bridged Research Gaps

In this subsection, we discussed the research gaps that have been bridged in this thesis.

1. Trust Management System

Trust management is regarded as a complementary solution to enhance the overall secu-
rity of WMSN. In TMS, the behavior of surrounding nodes is monitored to detect any
misbehavior, such as dropping attacks. As traditional routing metrics cannot deal with
the free will of the relaying nodes, TMS could be a potential security countermeasure to
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Table 2.4: Trust Management System Schemes

Lit. Title Year Solution Technology Architecture Simulator Contributions Comments

[148]

A fuzzy fully
distributed trust
management sys-
tem in wireless
sensor networks

2016

Fuzzy
logic
based
TMS

Wireless
Sensor Net-
works

Uniform
distributed
arcitecture

TRMSim-
WSN
[159]

DTMS shows
superior perfor-
mance comparing
with earlier TM
models.
It detects com-
promised, selfish
and malicious
nodes.

Using trust ma-
trices and tables
produces signif-
icant overhead
[149].

[151]

An Effective
Exponential-
Based Trust and
Reputation Eval-
uation System in
Wireless Sensor
Networks

2019
Probability
based
TMS

Wireless
Sensor Net-
works

Distributed MATLAB

A bit better
performance
comparing to
RFSN [154] and
BTMS [155].
Resilience to on-
off attack.
Resilience to se-
lective forwarding
attack.
Detecting com-
promised nodes.

According to the
authors, energy
consumption will
be considered
in the future
research.

[156]

A reliable trust
management
scheme in wire-
less sensor
networks

2015
Weighting
based
TMS

Wireless
Sensor Net-
works

Distributed MATLAB

It considers the
risk factor.
Resilience to on-
off attack.

The used weight-
ing factors have
to be optimized.

[157]

A risk-aware
reputation-based
trust manage-
ment in wireless
sensor networks

2016
Weighting
based
TMS

Wireless
Sensor Net-
works

Distributed MATLAB

It considers the
risk factor in ad-
dition to a sliding
timing window of
interactions and
local ratings.
Resilience to on-
off attack.

RaRTrust is able
to reduce the
effect of bad-
mouthing attack.

[158]

A cluster based
energy efficient
trust manage-
ment mechanism
for medical
wireless sen-
sor networks
(MWSNs)

2018

Machine
learning
tech-
nique

Medical
Wireless
Sensor Net-
works

Cluster
based with
3-tier (Hy-
brid)

ns-2
[139]

Energy efficient
by rotating clus-
ter head among
the nodes.

The used ma-
chine learning
algorithm is not
disclosed.
Unscaled total
trust value.

[150]

FTM-IOMT:
Fuzzy-based trust
management for
preventing Sybil
attacks in inter-
net of medical
things

2020

Fuzzy
logic
based
TMS

Internet
of Medical
Things

Centralized Cooja
[135]

A centralized ap-
proach to evalu-
ate the trustwor-
thiness using in-
tegrity, compati-
bility and recep-
tivity features.

Further work is
needed to reduce
the server side
overhead and the
packet delivery
latency.
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evaluate the nodes’ trustworthiness and avoid any malicious path. However, deploying
a TMS in WMSN is challenging for several reasons. First, the TMS itself is vulnerable
to some specific attacks, such as on-ff and bad-mouthing attacks, which require a robust
design to defeat these kinds of attacks. Second, the limited resources of WMSN and its
sensitive applications. Third, there is a lack of a realistic testbed to evaluate the robust-
ness of TMS proposals. The first two points have been addressed in Chapter 3 where a
robust TMS has been proposed to deal with on-off attacks. It is worth noting that the
proposed TMS is not prone to bad-mouthing attacks as it is only consider observations
to evaluate the trust relationship. Moreover, a realistic trust management testbed has
been proposed in Chapter 6 to address the third point.

2. Routing

Routing protocols applicable to WMSN are still an open research opportunity. Dedicated
protocols need to be considered taking into account the nature of WMSN, where packets
have to pass through relaying nodes in order to reach the sink node. There is a wide range
of routing protocols proposed for WSN. However, it is not an easy task to choose the most
suitable routing protocol for WMSN, which conserves power consumption and minimizes
communication overhead. Different approaches have been proposed in the literature,
such as thermal-aware and postural movement-based routing protocols [160]. However,
these routing proposals could be regarded as scope-specific solutions. Moreover, they
cannot ensure reliable data transfer. This research gap has been bridged in Chapters 4
and 5 of this thesis.

2.7.2 Potential Research Gaps

In this subsection, a list of potential research opportunities are discussed in the domain
of healthcare wireless networks, which have not been addressed in this doctoral research.

1. Authentication and Key Establishment

Authentication and key establishment pose a wide range of research opportunities. How-
ever, most of the literature’s proposed schemes are either still vulnerable to some kinds
of attack or do not fully address the WMSN security requirements discussed in Section
2.6.1. Moreover, any proposed scheme for key establishment and key revocation, when
necessary, must prove its merit in resource conservation. It is worth mentioning that
authentication and key establishment is a critical issue to tackle; however, bridging this
gap is out of the scope of this thesis.
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2. Encryption

Data encryption is essential when personal and sensitive data are involved, as is the case
with WMSN. Encryption should provide data protection in both transmission and storage
stages to prevent attacks such as eavesdropping-based attacks. Proposing a lightweight
and energy-aware encryption algorithm that satisfies both the security requirements and
the stringent resource constraints is still an open area of research with vast contribution
opportunities.

3. Intrusion Detection System

Intrusion detection is another potential area of research. Traditional security schemes
aim to keep attackers out; however, they do not have the ability to detect internal
attacks and react to them accordingly. Therefore, applying IDS to WMSN can address
attacks and vulnerabilities where traditional schemes fail to do so. For instance, DoS
attacks affect the network’s availability and may not be detectable by traditional security
countermeasures. Therefore, further investigation for developing a WMSN-specific IDS
is necessary to detect different types of attacks.

4. Sustainable Power Source

One of the main challenging tasks is maintaining a continuous source of power to nodes
implanted inside the body since replacing the battery of implanted devices requires
surgery. Therefore, finding other sources of energy is still an open area of research.
For instance, according to [161], each cm2 of the human body is able to produce 20
mW compared to 15mW/cm2 produced by solar panels, which makes it a promising
alternative source of energy.

5. Security Evaluation

Most security countermeasures are evaluated using simulations in order to prove their
effectiveness. This is due to the difficulty of getting real testbeds. Therefore, there is a
lack of realistic evaluation regarding the effectiveness of the proposed security mechanisms
applicable to medical devices. This creates additional research opportunities for the
realistic evaluation of WMSN security countermeasures.
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6. Smart Transmission

Transmission is the main contributor to power consumption. Adopting any smart trans-
mission technology, such as cognitive radio, may enhance power consumption and prolong
battery life dramatically. Therefore, the optimized transmission is a significantly chal-
lenging task and still has opportunities for further research contributions. It is worth
mentioning here that our proposed methods in Chapters 4 and 5 aim to reduce the
number of transmissions by always choosing the shortest reliable paths.

7. Data Processing

Data processing is another open research area in the Internet of Things (IoT) field, of
which WMSN is part. WMSN nodes generate a massive amount of data that needs to
be stored and processed in a secure manner to guarantee patients’ security and privacy.
On the other hand, different WMSN sensors may register the same physiological signals,
which consequently pose a challenge for data processing. Therefore, effective methods
for big data processing and data fusion are possible research opportunities.

8. Access Control

Developing an adequate access control mechanism is another possible research direction.
Access control allows physicians and technicians to adjust the configuration of the sensor
nodes. Two types of access control should be considered, which are attribute-based and
role-based, in order to ensure patient safety and privacy.

9. Upper Stack Protocols

In February 2012, the first and the only WMSN standard were released [1]. IEEE 802.15.6
standardizes the Media Access Control (MAC) layer that supports three different physical
layers. It provides low power and short-range wireless communication for devices that
operate on, in, or around the human body. Thus, the IEEE standard does not provide
a full protocol stack. IEEE 802.15.4/Zigbee is a full protocol stack developed by Zigbee
Alliance, an organization working in conjunction with IEEE TG4. IEEE 802.15.4/Zigbee
is developed to fulfill the requirements of WSN based on IEEE 802.15.4 [162]. IPv6
over Low Power Personal Area Network (6LoWPAN) is another upper stack introduced
by the Internet Engineering Task Force (IETF) to fit into the requirements of WSN.
Many research [163, 164, 165, 166] investigate 6LoWPAN and Zigbee protocol stacks as
upper stack for IEEE 802.15.4. However, both upper stack protocols have to be fully
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investigated with IEEE 802.15.6.

2.8 Summary

In this chapter, a review of the current research and future research directions on Wire-
less Medical Sensor Networks have been presented. First, a concise overview of WMSN
topology and design requirements have been discussed. Furthermore, security require-
ments and challenges have been investigated, and a wide range of threats and attacks are
identified. Different types of security countermeasures have been discussed throughout
the chapter to meet the security requirements of WMSN and defeat potential threats.
Specifically, secure communication, intrusion detection systems, and trust management
systems. Finally, potential research opportunities and directions have been proposed.



Chapter 3

An Effective Lightweight Trust
Management System

Ensuring reliable data delivery requires choosing the trustworthy path to the destination.
Although deploying traditional security countermeasure is imperative to protect the net-
work, they cannot deal with other nodes’ free will. Therefore, there is a need to integrate
a security tool into the routing protocol to help it avoid paths with malicious sensor nodes.
In this chapter, a novel method is developed to evaluate the trust relationship between
sensor nodes. Our proposed Lightweight Trust Management System (LTMS) provides a
further line of defense to detect packet dropping attacks launched by malicious, selfish,
or even faulty sensor nodes. Simulation results show that LTMS is more robust against
complicated on-off attacks and can significantly reduce the processing overhead.

The main findings of this chapter were presented at the IEEE 19th International Con-
ference on Trust, Security and Privacy in Computing and Communications (TrustCom)
2020 [4] and IEEE Conference on Communications and Network Security (CNS) 2020
[66].

3.1 Introduction

Security concerns are still challenging obstacles to the widespread adoption of WMSNs.
Internal security threats, such as packet dropping attacks, may have catastrophic con-
sequences. Compromised, selfish, or even faulty Sensor Nodes (SNs) may drop critical
messages, such as urgent notifications of abnormal heart rhythms or insulin dose release

50
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orders, and consequently violate routing protocol and endanger the patient’s life. This
kind of attack cannot be prevented by traditional cryptographic measures described in
Chapter 2.6 as malicious SNs are already authenticated and may have a copy of the secu-
rity keys. Therefore, establishing a trust relationship between SNs within the network is
regarded as a complementary security solution to the cryptographic measures to protect
the network from malicious activities [145].

Trust Management Systems (TMSs) offer a further level of defense against internal
attacks by monitoring other nodes’ behavior. Various potential applications emerge
from establishing a trust relationship between nodes ranging from routing [167] to de-
feating threats [168]. Several TMSs have been introduced in the literature for WSNs
[169, 170, 171, 168]; however, only a limited number of TMS have been proposed to fit
WMSN [145].

In addition to the security concerns inherited from Wireless Sensor Network (WSN),
WMSN has unique characteristics that impose further challenges in adopting the exist-
ing security measures of WSN. Therefore, operation requirements such as traffic rates,
network topology, resource limitations, and intolerant applications must be taken into
account in order to design an effective trust scheme that fits WMSN. First, some SNs
generate low traffic rates around 1 packet/s [172], such as heart rate sensors. Second, the
network topology of WMSN is star topology in accordance with IEEE 802.15.6 standard
[1]. Third, SNs, especially implanted ones, suffer from strict resource limitations. For
instance, The battery is expected to last for years before getting replaced via surgery.
Hence, a lightweight trust scheme is a must. Fourth, WMSN provides very critical ap-
plications that cannot tolerate any prolonged detection periods.

On the other hand, although TMS are a promising solution to detect packet dropping
attacks and other misbehaviors, they can be manipulated by intelligent adversaries. TMS
schemes are prone to on-off attacks, where smart adversaries change their behavior be-
tween good and bad alternately in order to redeem themselves from the burden of the
bad behavior [67]. Moreover, adversaries can launch more sophisticated on-off attacks
by changing the packet dropping rates or launching on-off attacks with non-identical
periods.



Contribution 52

3.2 Contribution

The main contribution of this chapter is to propose an effective and lightweight trust
management system for WMSN. Two methods have been proposed to evaluate the trust
relationship between SNs. The first is lightweight to fit in-body SNs, while the second is
provided with an on-off protection module for on-body and off-body SNs. A comprehen-
sive analysis is offered to prove the robustness of LTMS against on-off attacks. Moreover,
all the necessary code is made available on GitHub for reproducibility purposes.

3.3 Related Work

Trust and reputation systems have emerged to defend against internal attacks. Various
methods to model the trust relationship between nodes ranging from probability-based
to fuzzy logic, are proposed in the literature for both Mobile Ad hoc Network (MANET)
and WSN [173, 170, 168, 156, 174, 169, 153]. However, few research have targeted WMSN
[145, 175]. Therefore, trust schemes proposed for either MANET or WSN have to be
further assessed in terms of WMSN operating conditions, network topology and resource
limitations.

Numerous research is put forward based on the Bayesian inference since future behavior
can be inferred based on historical observations. Different kinds of probability distribu-
tions are used for modeling in order to evaluate the trust value, such as beta distribution
[153, 168, 176], binomial distribution [175], exponential distribution [174] and Gaussian
distribution [177]. Although the probability theory offers a robust mathematical basis to
model trust and reputation systems, it needs prolonged time to detect malicious activi-
ties since the trust value represents a long-term value [178]. To overcome this limitation,
different approaches are adopted in the literature. The longevity factor, which gives
more weight to recent observations, has been widely used in the literature to reflect the
current behavior of the trustee [153, 174, 175, 168, 176]. A sliding time window is also
proposed in the literature to enhance the malicious detection rate [170, 145, 179]. The
punishment factor is another method to overcome the aforementioned issue. It has been
widely adopted in the literature to give more weight to bad behavior [180, 156, 67].

To the best of our knowledge, authors in [181] are the first to introduce the beta-based
reputation model. Later on, Reputation-based Framework for Sensor Networks (RFSN)
[153] was introduced as a beta-based reputation framework for WSN. RFSN is built to in-
tegrate new updates into the reputation evaluation process. Those updates are obtained

https://github.com/mshsyr/
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using a watchdog mechanism that collects cooperative and non-cooperative interactions.
In addition, RFSN adopts a forgetting mechanism with a view to giving more weight to
recent observations. Because of the effectiveness of the probability-based reputation eval-
uation system, many improvements are introduced in the literature that show promising
results [145, 168, 176, 174]. Authors in TWSN [169] use a different technique to evalu-
ate direct trust by calculating the forwarding ratio based on the accumulated successful
and unsuccessful actions. Afterward, the forwarding ratio is compared with the previous
one to compute the node behavior’s fluctuation, which will be used later to evaluate
the direct trust using the cosine function. Authors in [145] proposed ReTrust, which is a
trust management scheme for WMSN. According to the authors, ReTrust is a lightweight
and attack-resistant scheme that fits WMSNs. ReTrust adopts a sliding time window
to update the trust value by using a dynamic exponential decreasing longevity factor
in order to underweight old observations, which causes a significant processing over-
head. Moreover, it ignores any historical interactions beyond the sliding window, which
could be manipulated by smart adversaries. Many trust schemes have used ReTrust as
a benchmark scheme to contrast with [156, 67, 170, 179, 182]. BDTMS [175] is a trust
management scheme for WSN that targeting healthcare applications. It uses a longevity
factor to reflect the recent behavior of the trustee. Neither ReTrust nor BDTMS consid-
ers the unique characteristics of WMSN, such as traffic rates, or evaluates the processing
overhead. However, these characteristics have been considered in developing our trust
management scheme in order to fit WMSN.

Although different approaches are introduced in the literature to reduce the detection
time as discussed in the above paragraphs, the proposed methods are still insufficient
to address the reported drawback in [178]. First, using the longevity factor to speed up
the detection process influences the evaluated trust value when reducing the value of the
longevity factor, which means the evaluated trust value does not reflect the trustwor-
thiness of the trustee. Second, adopting the sliding time window technique to enhance
the detection time has two shortcomings. The trust value in such schemes represents a
short-term value limited to the length of the time window, which does not necessarily
reflect the trustee’s trustworthiness. Moreover, increasing the length of the time window
increase the computational overhead. Finally, incorporating a punishment factor may
increase the processing overhead and is not able to deal with various dropping patterns.
Therefore, there is a need to a novel method that is able to detect behaviour changes
swiftly with minimum computational overhead. Moreover, the proposed method must
comply with the WMSN operating conditions.
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Figure 3.1: Network Structure

3.4 Network and Threat Models

A WMSN may comprise up to 64 SNs in accordance with IEEE 802.15.6 standard [1].
The SNs have strict resource constraints, and this plays a significant role in adopting any
security measure. Moreover, in-body SNs have further power limitation as replacing the
battery may require a surgery. For instance, pacemakers’ batteries, which are lithium
iodide cells, are expected to last for around seven years before being replaced via surgery
[183]. Fig 3.1 illustrates an exemplary WMSN in a hospital. All sensed information is to
be sent to the BSN’s sink node, which in turn forwards this critical information to the
medical server for processing. Authorized physicians are then able to access the patient’s
medical records and intervene if necessary.

3.4.1 Network Model

SNs are classified into three different types based on their role. The sink node is the
gateway of the WMSN to external networks. End SNs are designed to sense the body
signals and exchange the messages with the sink if they are in direct communication or
via relay SNs when they are out of the communication range. The topology is a multihop
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star topology. In this research, we differentiate between two types of SNs based on their
resource limitations and traffic rates as follows.

• In-body SNs are end nodes implanted inside the human body to sense the body’s
vital signs, such as pacemakers. They have minimal resources, and their power
source is expected to last for years. They use low traffic rates, around one packet
per second [172]. These unique features of resources and traffic rates impose further
requirements to deploy any proposed TMS.

• On-body and off-body SNs are distributed on the body surface or in the vicinity
of the body, such as heart rate and motion sensors. They have better resources
and processing capabilities. Moreover, replacing nodes’ batteries does not require
surgical interventions. They usually use higher traffic rates as they are expected to
relay messages for other SNs.

This differentiation is used to propose two different trust evaluation methods.

3.4.2 Threat Model

WMSN is prone to different security threats because of the sensitive data it generates and
the broadcast nature of the wireless networks. In this research, we assume that secure
communication is already fulfilled by deploying an authentication and key establishment
scheme that meets the security requirements discussed in Chapter 2. Internal attacks
are usually launched by SNs that have passed the authentication process and may have
had a copy of the security keys. These SNs are regarded as legitimate SNs from the
cryptographic measures perspective. By monitoring the behavior of the SNs within the
WMSN, the TMS can defend against internal attacks, such as packet dropping attacks.
Dropping packets cannot just disrupt the routing operation, but it may endanger the
patient’s life by dropping physician notification messages or drug delivery orders.

On the other hand, the process of evaluating the trust based on direct observations
is vulnerable to on-off attacks, where the malicious node changes its behavior between
malicious and benign alternately with a view to keep itself undetected [67]. The on-off
attack cycle consists of on and off periods. Malicious agent behaves badly during the on
period and well during the off period. Therefore, defending against this kind of attack
requires a robust design to protect the trust evaluation engine.
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3.5 Trust Evaluation

In this section, our proposed trust evaluation scheme for WMSN is presented. Two
methods are proposed to evaluate the trust value. The first is introduced for in-body
SNs to meet its extreme resource limitations, while the second is for on-body and off-body
SNs to further immune the trust evaluation engine from on-off attacks.

3.5.1 Definitions

The process of evaluating the trust value of nodes within the network is done in a dis-
tributed manner, where each node has its instance of the trust evaluation engine. As
the trust relationship is established between two entities for a specific task, we refer to
the party who performs the action as an agent and the party who monitors the agent
and holds the trust value as a subject. The action could be any service provided by an
agent to a specific subject, which is packet forwarding in our case. Defining trust and
reputation is still an open issue [142]. Although reputation and trust are used inter-
changeably sometimes in the literature, there is a difference between them. Reputation
value is usually inferred from the behaviour history, while calculation of trust value is a
subjective expectation that may consider more factors, which are not necessarily related
to the trustee’s trustworthiness, such as the trustee’s location. Reputation is defined as
the perception that the agent does not have any intention to change its known behavior.
Therefore, reputation value is inferred directly from the observation history. Trust is
defined as having adequate confidence in the agent’s future behavior. It is a subjective
value as the subject may consider different factors to evaluate the trust value that are
not necessarily related to the agent’s honesty. In this context, we assume that the sub-
ject overhears the agent to observe forwarded packets, which considered good behavior,
and dropped packets, which considered bad behavior. These direct observations are used
to evaluate direct trust in order to identify malicious agents. Reputation-based trust is
defined as follows:

Tij(t) = f(Repij(t)) (3.1)

where Tij(t) represents the trust value maintained by the subject i for the agent j at
the time unit t and Repij(t) is the reputation value.
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3.5.2 Beta Distribution based Trust Model

The reputation value maintained by the subject represents a belief that the subject pre-
dicts the agent’s future behavior based on it in a manner that reduces uncertainty. The
Bayesian reputation model assumes that the behavior of the agent can be estimated
based on a probability distribution. The expected value of the probability distribution
represents the reputation value, which gets updated once new observations are available
using Bayes’ theorem [178]. Therefore, the updated (posterior) parameters of the prob-
ability distribution function is calculated by adding the previous (prior) version of the
parameters to the current observations.

In LTMS, we consider the packet forwarding service to evaluate the trust relationship
between the subject and the agent as it is an essential service for multi-hop ad-hoc
wireless networks and could be combined with a routing protocol to ensure reliable data
delivery. In this case, the subject maintains two time series s(t) and u(t) for successful
and unsuccessful actions, respectively. The observed action has two states to represent if
the packet is forwarded successfully or not. These observations are considered a sequence
of trials with binary outcomes (Successful, Unsuccessful), which form a binary space of
disjoint elements. Therefore, this binomial Bayesian reputation system can be modeled
using a Beta Probability Density Function (PDF) as follows [181].

f(px|α, β) =
Γ(α+ β)

Γ(α)Γ(β)
pα−1
x (1− px)β−1

=
1

B(α, β)
pα−1
x (1− px)β−1

where


0 ≤ px ≤ 1

α > 0

β > 0

(3.2)

Γ(.) is the gamma function, B(.) is the beta function and the coefficient 1
B(α,β) is a

normalizing constant. There are two restrictions for Eq. 3.2. The first is px ̸= 0 if α < 1,
and the second is px ̸= 1 if β < 1. The reputation value is the expected value of Eq. 3.2
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and is defined in Eq. 3.3.

Repij(t) = E(X)

=

∫ 1

0
pxf(px|α, β)dx

=

∫ 1

0
px
pα−1
x (1− px)β−1

B(α, β)
dx

=
αt

αt + βt

(3.3)

where X is a random variable, Repij(t) represents the reputation value maintained by
the subject i for the agent j, E(X) is the expected value of the beta distribution, x
represents the outcome of successful actions, α and β are the probability distribution
function shape parameters or the levels.

Once the system is initialized, it is expected that no observations are obtained; thereby,
it is important to initialize the reputation value. Authors in [153] suggest the following
initial value when there is no prior knowledge:

Repij = E[Uni(0, 1)]

= E[Beta(1, 1)]

= 0.5

(3.4)

This means when no observations are available, the probability variable is uniformly
distributed over the interval [0,1], and the initial reputation value is 0.5, and thereby the
reputation value is evaluated using Eq. 3.5.

Repij =
α+ 1

α+ β + 2
(3.5)

The reputation value is updated by updating the beta distribution shape parameters α
and β. To the best of our knowledge, all the probability distribution-based TMSs use the
same updating mechanism to update the reputation value by incorporating a longevity
factor to give more weight to the current observations, as shown in Eq. 3.6 and Eq. 3.7

αt = λ.αt−1 + s(t) (3.6)

βt = λ.βt−1 + u(t) (3.7)
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where λ ∈ [0, 1] is the longevity factor, s(t) and u(t) are the number of observations
at the time unit t for both successful and unsuccessful time series, respectively. The
value of λ specifies the exponential decay of the observation history. Smaller values can
adopt recent behavior change better than bigger ones; however, the observation history
is forgotten quickly. Therefore, the values 0.8 and 0.9 are widely used in the literature for
λ [170, 175]. Fig. 3.2 shows how a beta-based reputation engine reflects the reputation
value using different longevity weights for benign and malicious nodes.
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Figure 3.2: The beta-based reputation model with different longevity weights for benign
and malicious nodes

3.5.3 The Proposed Method for In-Body SNs

The beta-based reputation evaluation model provides a robust basis on the theory of
statistics to evaluate the trust relationship between SNs [181]. However, the beta model,
in its current form, fails to detect malicious behavior effectively. It needs more time
to reflect any behavior change which does not fit the critical applications of the WM-
SNs. Authors in [178] compare the effectiveness of beta based reputation model with
hidden Markov models and report this drawback. This issue applies to other probabil-
ity distribution-based reputation models as they all use the same updating technique to
update the reputation value. The traditional updating mechanism uses a single-weight
exponential smoothing technique, which fails to reflect any sudden malicious behavior
fast because the evaluated reputation value represents the long-term expected value of



Trust Evaluation 60

the probability distribution. Therefore, it needs more time to detect any malicious be-
havior. Smart adversaries may exploit this drawback to launch complicated attacks such
as on-off attacks.

In order to reduce the time required to detect malicious behavior of the beta-based rep-
utation model and thereby enhance the detection rate, the trend of the agent’s behavior
has to be considered. Therefore, we consider the exponentially smoothed difference be-
tween two subsequent time units of the agent’s behavior by evaluating the additive slope
of the successful and unsuccessful series. Two double exponential weights λ and ω are
used as opposed to a single weight in models proposed in the literature. Taking into
account that the difference between two subsequent time units is always one, Eq. 3.8-
3.11 show the proposed updating mechanism where the levels (beta distribution shape
parameters) αt and βt are updated by considering the slope between the two subsequent
time units, which represents the difference between observations for each series.

αt = λ(αt−1 + bt−1) + (1− λ)st (3.8)

bt = ω(αt − αt−1) + (1− ω)bt−1 (3.9)

βt = λ(βt−1 + dt−1) + (1− λ)ut (3.10)

dt = ω(βt − βt−1) + (1− ω)dt−1 (3.11)

where bt and dt are the slopes at the time unit t for the successful and unsuccessful
series, respectively, λ ∈ [0, 1] and ω ∈ [0, 1] are the weighting coefficients, st and ut are
the number of observations at the time unit t of the successful and unsuccessful actions,
respectively.

This proposed double exponential updating method shows a prompt reaction to any
sudden behavior change. However, smart adversaries can take advantage of the model
dynamicity to launch complicated on-off attacks. Therefore, we adopt the asymmetry
principle of trust, which considers trust as a fragile thing that is hard to earn, but easy to
lose [184]. Adopting this technique can defend against on-off attacks (see Section 2.5.2)
and make the response to any malicious activity faster. The smoothing coefficient ω
impacts the detection response speed, which is maximized when ω = 1, and this means
it just depends on the current change of beta levels. As incorporating the slopes into the
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updating mechanism can reflect any sudden behavior change, which makes earning and
losing trust identical, Algorithm 1 deals with this concept to make the trust value easy
to lose and hard to earn.

Algorithm 1: Reputation updating algorithm
1 Input: Observations & beta shape parameters at t and t− 1
2 Output: Updated shape parameters
3 initialization;
4 while true do
5 if bt−1 ≤ 0 && dt−1 > 0 then
6 αt = λ(αt−1 + bt−1) + s(t);
7 βt = λ(βt−1 + dt−1) + u(t);
8 bt = αt − αt−1;
9 dt = βt − βt−1;

10 else
11 αt = λ.αt−1 + s(t);
12 βt = λ.βt−1 + u(t);
13 bt = αt − αt−1;
14 dt = βt − βt−1;
15 end
16 end

During the attack, the slope bt maintains negative values; hence, the level αt may accu-
mulate negative values depending on the duration of the attack. At the same time, the
level βt, which refers to the malicious activities, develops over the attack duration with a
view to make forgetting the bad behavior harder. Therefore, the trust value is evaluated
using Eq. 3.12.

Tij(t) = Repij(t) =

 αt
αt+βt

for αt > 0

0 otherwise
(3.12)

3.5.4 The Proposed Method for On-Body and Off-Body SNs

In this subsection, we propose our method to evaluate the trust value for on-body and off-
body SNs. These SNs still have resource limitations; however, the processing capabilities
are higher than the implanted ones. More importantly, replacing batteries of on-body
and off-body SNs does not require surgical intervention. Therefore, a further level of
protection to defend against on-off attacks is introduced to enhance the overall security.
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The reputation value evaluated using beta models represents a long-term value. It reflects
the accumulated long observation history. Although this feature is useful to assess the
trustworthiness of the SNs, it can be exploited by adversaries to launch sophisticated
attacks. Many trust management schemes in the literature adopt the sliding time window
technique in order to address this security concern [145, 170, 179]. However, adopting
a sliding time window has some limitations as the trust value reflects only the length
of the time window; moreover, it requires more processing each time the trust value is
computed.

Our proposed method for on-body and off-body SNs incorporates the short-term and
long-term reputation values along with our proposed updating mechanism presented in
Algorithm 1 in order to defend against on-off attacks. This protection module is only
triggered when an on-off behavior is detected. The first cycle of the on-off attack is
considered just a malicious activity because the on-off attack is a repeated malicious
activity that can only be detected from the second cycle. Therefore, if the same behavior
reoccurs, the on-off module is triggered to defend against on-off attacks. The detailed
process is shown in the Algorithm 2.

where thr1 represents the threshold to differentiate between malicious and benign SNs,
which is usually set to 0.5 in the literature [174, 153, 175, 170, 156], thr2 represents the
expected trustworthiness that the SNs have in normal operation, ShRepij(t) represents
the short-term reputation value at the time unit t, and cycle and malicious are two
variables to differentiate between sudden misbehavior and on-off attacks.

Reputation Engine Initializing

There are two points to consider upon system initialization. The first is the initial repu-
tation value, which has been discussed earlier to overcome the case where no observations
are available. The second is related to our proposed reputation engine, as computing the
slope needs at least two time units of observations.

The reputation value evaluated using the Eq. 3.5 considers adding the value 1 to both αt
and βt to ensure that the initial reputation value is 0.5 at the beginning. This formula is
usually adopted by schemes that consider the reputation over a predefined time window,
because it prevents the system from division by zero problem when no observations are
available for the whole time window. On the other hand, adding 1 to the numerator and
2 to the denominator will influence the reputation value, especially when the number of
observations is limited, as depicted in Fig. 3.3
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Algorithm 2: Trust evaluation for on-body and off-body SNs
1 Input: Observations & beta shape parameters
2 Output: Trust value
3 initialization;
4 while TRUE do
5 if bt−1 ≤ 0 && dt−1 > 0 then
6 αt = λ(αt−1 + bt−1) + st;
7 βt = λ(βt−1 + dt−1) + ut;
8 bt = αt − αt−1;
9 dt = βt − βt−1;

10 else
11 αt = λ.αt−1 + st;
12 βt = λ.βt−1 + ut;
13 bt = αt − αt−1;
14 dt = βt − βt−1;
15 end
16 if αt ≤ 0 then
17 Repijt = 0;
18 else
19 Repijt = αt

αt+βt
;

20 end
21 if T ijt−1 ≥ thr1 && Repijt < thr1 then
22 if malicious > 0 then
23 cycle = t−malicious;
24 malicious = 0;
25 else
26 malicious = t;
27 end
28 end
29 if cycle > 0 && Trust(t− 1) < thr2 then
30 ShRepijt = mean(T ijt−cycle:t);
31 T ijt = min(ShRepijt , Rep

ij
t );

32 else
33 T ijt = Repijt ;
34 cycle = 0;
35 end
36 end

Therefore, the reputation value in LTMS is evaluated using the formula in Eq. 3.3,
which is simpler and does not influence the reputation value. However, to overcome the
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Figure 3.3: The difference between reputation values evaluated using Eq. 3.3 and Eq.
3.5 over 10 time units

aforementioned problems and assign the proper initial value, we assume a predefined time
unit t0 where the number of successful and unsuccessful actions are set to 1. Moreover,
as there is no actual observations are available at the beginning, but the predefined
observations in the time unit t0, the initial slopes’ values are initialized as follows:

bt0 = dt0 = 0 (3.13)

bt1 = st1 − st0 (3.14)

dt1 = ut1 − ut0 (3.15)

where st and ut are the number of observations in the time unit t for both successful and
unsuccessful actions, respectively.

3.6 Simulation and Analysis

In this section, our proposed trust management scheme for WMSN is simulated and
analyzed. The simulator NS-3.30 [185] is used to run the simulation scenarios. NS-
3 simulator has been chosen because it is an open-source network simulator developed
mainly for research. All SNs have the ability to forward packets, while one of them acts as
a sink. Ad hoc On-Demand Distance Vector (AODV) routing protocol [186] is installed in
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each SN to relay packets to the sink. However, it has been modified to simulate malicious
activities by introducing new attributes to launch packet dropping attacks, which will be
detailed in the next paragraph.

During the simulation, benign SNs drop received packets from others with a drop ratio
of 10%, whereas the packet dropping ratio of malicious SNs is 75% unless otherwise
indicated. The decision to forward or drop a packet is taken randomly for each received
packet individually. The simulation consists of two phases. In the first phase, the network
is initialized, and the malicious SNs behave well to increase their trustworthiness. During
the second phase, they launch on-off attacks in order to disrupt the network operation
and keep themselves undetected. This mimics a realistic scenario when a few nodes get
compromised suddenly and start acting maliciously. The first phase of the simulation is
50s, while the second phase is 150s unless otherwise indicated. The subject continues to
interact with malicious agents even after they are detected in order to study the behavior
of the trust schemes under on-off attacks as the trust value develops over time. The on
and off periods are identical during the simulation unless otherwise indicated, and the
time unit is set to 1 second.

3.6.1 Security and Efficiency Analysis

In this subsection, we present the efficiency analysis of our two methods to evaluate the
trust value. The performance of the proposed methods has been contrasted with ReTrust
[145] and RaRTrust [170]. These two benchmarks have been picked based on their per-
formance under on-off attacks. As TMS schemes are vulnerable to on-off attacks, we
have assessed the robustness of the direct trust evaluation methods of a set of trust man-
agement schemes proposed for WSNs [170, 174, 169, 153] and WMSNs [145, 175] under
on-off attacks as discussed in our publications [66, 4]. Both ReTrust [145] and RaRTrust
[170] showed the best performance in defending against on-off attacks. RaRTrust has
been proposed for WSN while ReTrust has been proposed for WMSN. Their outstanding
performance in detecting on-off attacks can be attributed to adopting the sliding time
window technique, which can only reflect the recent behavior of SNs.

Table 3.1 shows the parameters of each scheme. It is worth mentioning that we adopt
the same parameters’ values as declared in their publications as they reflect the best per-
formance. Moreover, the longevity factor λ for our scheme is set to equal or higher than
other schemes as smaller values enhance the detection performance of trust management
schemes and may make the comparison unfair. The exponential slope weight ω is set to 1
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as discussed earlier. The expected trustworthiness parameter thr2 is set to 0.85, indicat-
ing that benign nodes have a trust value between 0.85 and 1. On the other hand, Table
3.2 shows the simulation parameters, which have been chosen to represent a WMSN. We
used nine SNs to build the network, as illustrated in Fig. 3.1, which are sufficient to
reflect the behavior of the TMS. The packet size is set to 264B in accordance with IEEE
802.15.6 standard [1]. To evaluate the robustness of our design, four traffic rates have
been chosen that cover low to high traffic rates, starting from 1p/s and up to 100p/s.
The traffic is generated based on the exponential distribution using the parameterized
probability density function as shown in Eq. 3.16.

p(x; b) =

µe−µx x ≥ 0

0 x < 0
x ∈ [0, b] (3.16)

where x is a random variable represents the time gap between two consecutive packets,
µ is the rate parameter, and b is the bound parameter. As the exponential distribution
is theoretically unbounded, the bound b is defined to make the generated values bounded
over the interval [0, b].

Table 3.1: Trust Schemes Parameters

Scheme Parameters
ReTrust [145] ϕ=0.9, Time Window (TW)=6 time units
RaRTrust [170] λ=0.8, TW=6 time units
LTMS λ=0.9, ω = 1, thr2 = 0.85
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Table 3.2: Simulation Parameters

Parameter Value
Application Poisson random traffic
Exponential transmis-
sion interval µ

1, 2, 10, 100

Packet size 264B
Routing Protocol AODV (modified version)
Radio Range 1m
Propagation delay
model

Constant speed propagation delay

Propagation loss model Range propagation loss
Number of SNs 9
Time unit 1s
Simulation Time 200s, 400s

Trust Evaluation for In-Body SNs

In-body SNs have very tough resource limitations. They are designed to perform a specific
function. For instance, a patient who has a heart problem may have an Implantable
Cardioverter Defibrillator (ICD) to monitor his/her heart rate and treat any abnormal
heart rhythms. Similarly, an implanted insulin pump monitors and controls the blood
sugar level. These functions generate low traffic rates. Monitoring the heart rate, for
example, generates a traffic rate of around 1 packet/s [172]. Therefore, existing trust
management schemes must be assessed under low traffic rates. Fig. 3.4 illustrates how
the trust value is developing under on-off attacks for a low traffic rate. The on-off cycle
is set to 10 time units, and the traffic rate µ is set to 1 and generated exponentially.
Algorithm 1, referred to as LTMS(1) is contrasted with ReTrust [145] and RaRTrust
[170]. Results show that both RaRTrust and ReTrust struggle to work properly under
low traffic rates. In RaRTrust, the trust evaluation process fails most of the time as just a
few points appear in the figure because the first step of the trust evaluation is calculating
the forwarding ratio at the current time unit, which fails due to the lack of observations
at certain time units. Although ReTrust is able to evaluate the trust value during the
simulation time, it fails to reflect the good behavior during the first phase when no attack
occurs. In the second phase, the trust value fluctuates around the threshold without being
able to reflect the bad behavior. On the other hand, our proposed algorithm LTMS(1)
can reflect the actual trust value when the agent is behaving well; furthermore, when
the attack is running, it shows a quick response and can keep the trust value under the
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threshold most of the time.
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Figure 3.4: Trust evaluation for in-body SNs where the on-off attack starts at 50s

Trust Evaluation for On-Body and Off-Body SNs

In this experiment, we evaluate our proposed method for on-body and off-body SNs. The
simulation is run for 400s, where an on-off attack is launched after the first phase. The
on-off cycle is set to 30 time units, and the traffic rate µ is set to 100. High traffic rate
is used in this experiment because on- and off-body SNs are expected to relay packets
and to ensure that the proposed method performs well for high traffic rates. After three
consecutive cycles, the attack is paused to study the behavior of acquiring trust, then
the attack resumes. Fig. 3.5 illustrates how trust value develops under the attack.
Both ReTrust and RaRTrust demonstrate similar behavior. Both lose and earn trust
easily, which causes fluctuations around the threshold during the on-off attack. On the
other hand, our method LTMS(2) demonstrates an outstanding behavior. It loses trust
quickly when malicious activity is detected, while it makes the trust harder to earn in
the off period. The first cycle of the on-off attack is regarded as just malicious behavior
as shown in the period between 50 and 100. Therefore, from the second cycle on as
shown after the time unit 100, the on-off attack is detected and the on-off module in the
LTMS(2) algorithm is triggered to make earning trust during the off period harder, as
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shown between the time units 100 and 200. The on-off attack has been stopped between
the time units 200 and 250 to illustrates how LTMS(2) makes acquiring trust harder for
malicious nodes. Moreover, when the attack reoccurs as shown after the time unit 250,
LTMS(2) maintains the same behavior in detecting on-off attacks.
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Figure 3.5: Trust evaluation for on-body and off-body SNs where the on-off attack starts
at 50s and re-occurs again at 250s

3.6.2 On-Off Performance Metric

In order to assess the effectiveness of trust management schemes under on-off attacks,
we introduce the on-off Attack Detection Metric (ADM). ADM is defined in Eq. 3.17 as
the ratio of the detection time to the on-off attack time.

ADM =
|DT |
|AT |

(3.17)

where |DT | denotes the number of the time units when the attack is detected, and |AT |
denotes the total number of time units of the on-off attack.

This metric is able to reflect the robustness of the trust management schemes under on-
off attacks. The performance of our proposed methods are evaluated in three different
scenarios to ensure that the proposed methods are able detect sophisticated dropping
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patterns under different operation conditions. Firstly, we evaluated the proposed schemes
for different traffic rates ranging from low to high as some SNs generate very low traffic
rate around 1p/s. Secondly, the robustness of the proposed methods is evaluated for
variable drop rates. Thirdly, non-identical on-off attacks with different cycles have been
launched to ensure that the proposed methods are able to detect complicated on-off
attacks.

Variable Traffic Rates

Two sets of traffic rates are chosen. The first contains low traffic rates (µ = 1, µ = 2),
which represents the traffic of the in-body SNs, whereas the second set (µ = 10, µ = 100)
is chosen for medium and high traffic rates. Fig. 3.6a - 3.6d show the detection rate
performance of the aforementioned schemes for different traffic rates and different on-off
attack cycles.

For low traffic rates, RaRTrust shows the lowest detection rates for all on-off attack
cycles. It struggles to detect the on-off attacks with a detection rate around 0 for µ = 1,
while ReTrust shows better performance compared with RaRTrust. It detects around
65% of the on-off attacks when the on-off cycle is 10 time units. By increasing the
duration of the on-off attack cycle, the performance of ReTrust decreases to around 60%.
On the other hand, our proposed methods demonstrate superior performance compared
with ReTrust and RaRTrust, with detection rates up to 80% and 93% for LTMS(1) and
LTMS(2), respectively.

For medium and high traffic rates, RaRTrust starts to defend against on-off attacks with
a detection rate of around 50% for µ = 10 and around 40% for µ = 100. In contrast
with RaRTrust, ReTrust shows better performance with a detection rate that starts at
around 76% and decreases to 60% for µ = 10, and starts at around 86% and decreases
to reach 62% for µ = 100. On the other hand, our method LTMS(2) shows the best
performance in detecting the on-off attacks. For µ = 100, it starts at just below 98%

for the on-off cycle 10 time units and reaches around 88% for the on-off cycle 40 time
units. For µ = 10, it starts at just below 97% and reaches 80% for the on-off cycle
40 time units. Finally, it is worth mentioning that our lightweight method for in-body
SNs LTMS(1) shows better results than both ReTrust and RaRTrust in detecting on-off
attacks for medium and high traffic rates with a significantly lower processing overhead.
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Figure 3.6: The detection performance for variable traffic rates

Variable Drop Rates

In this experiment, we evaluate the attack detection performance for different packet
dropping rates. The drop rate varies from 10% to 100% during the on period instead
of the previous fixed drop rate of 75%. Fig. 3.7a and 3.7b illustrate the detection rates
for two different on periods 20 and 50 time units, where the traffic rate µ is set to 100.
ReTrust and RaRTrust detect attacks starting from the drop rate of 40%. Between
40% and 50%, ReTrust and RaRTrust show identical results, then ReTrust overcomes
RARTrust in the detection rate.

On the other hand, our proposed methods are able to detect attacks starting from 30%

drop rate thanks to its novel updating mechanism, making it more sensitive to dropping
attacks. LTMS(2) shows superior performance comparatively, while LTMS(1) shows a
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close performance to ReTrust between 50% and 100%.
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Figure 3.7: The detection performance for variable drop rates

Non-Identical Periods

In this experiment, more sophisticated on-off attacks are launched by varying the on and
off periods. Obviously, it is harder to detect on-off attacks when the on period is less
than the off period. Hence, the on period is set to be a ratio of the off period ranging
from 10% to 100%. The traffic rate µ is set to 100. Two on periods 20 and 50 time units
are used to evaluate the performance. Fig. 3.8a and 3.8b show the detection performance
of the aforementioned trust schemes when the on period is 20 and 50 time units. For
on period equals to 10% of the off period, both ReTrust and RaRTrust show a detection
rate greater than 0. However, from our point of view, two sequential time units of bad
behavior are not enough to destroy the earned trust. ReTrust and RaRTrust adopt a
sliding time window to calculate the trust; meaning, they adopt the most recent changes
regardless of the agent’s history, as illustrated in Fig. 3.4 and 3.5. By increasing the
ratio of the on period, the performance of both ReTrust and RaRTrust is enhanced for
both on periods; however, ReTrust shows better performance.

On the other hand, LTMS(1) and LTMS(2) detect attacks starting from 20% and 10% for
the on periods 20 and 50, respectively. LTMS(1) shows a close performance to ReTrust.
However, LTMS(2) shows prominent performance comparatively after 30% and 60% for
the on period 20 and 50, respectively.
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Figure 3.8: The detection performance for different on-off ratios

3.6.3 Computational Overhead

In this subsection, we compare the average processing time consumed by each of the
trust management schemes using the MATLAB platform. The test is carried out on
Intel Core i5-8500T processor at 2.1GHz and 8GB RAM using the data sets generated
by our simulation scenarios. Fig. 3.9 illustrates the average processing time of ReTrust,
RaRTrust, LTMS(1) and LTMS(2) under on-off attack. RaRTrust consumes the highest
average processing time of 3.2×10−4s, while ReTrust shows a better processing overhead
compared with RaRTrust as it consumes around 2.74 × 10−4s. On the other hand, our
method LTMS(1) for in-body SNs consumes the lowest processing time among all trust
schemes. It consumes 0.85× 10−4s, which saves around 73% and 69% of the processing
time of RaRTrust and ReTrust, respectively. Moreover, our method for on-body and
off-body SNs consumes around 1.7× 10−4s average processing time, which saves around
47% and 38% of the processing time of RaRTrust and ReTrust, respectively.

3.7 Conclusion

Security concerns prevent the widespread adoption of the WMSN advancements as drop-
ping attacks may disrupt the operation of the routing protocols, which could have severe
consequences on patients’ health. Therefore, there is a need for an effective trust manage-
ment system to reinforce the security of WMSN data delivery with a minimum resource
footprint. In this chapter, we proposed a trust evaluation model for WMSN. The pro-
posed scheme uses novel updating and evaluating mechanisms. LTMS is a lightweight,
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attack-resistant trust scheme for in-body, on-body, and off-body SNs. The experimental
results show that available TMSs are not designed to work under low traffic rates and
are vulnerable to on-off attacks. On the other hand, our proposed methods outperform
the state-of-the-art trust management schemes while preserving resources, making them
a suitable candidate to meet WMSN security requirements.



Chapter 4

Lightweight and Reliable Routing
Using Q-Learning

Wireless medical sensor networks (WMSNs) offer innovative healthcare applications that
improve patients’ quality of life, provide timely monitoring tools for physicians, and
support national healthcare systems. However, despite these benefits, widespread adop-
tion of WMSN advancements is still hampered by security concerns and limitations of
routing protocols. In addition, routing in WMSNs is a challenging task due to the fact
that existing routing proposals overlook some WMSN requirements. In this chapter, we
propose a lightweight and reliable multi-agent reinforcement learning-based routing pro-
tocol (RRP) to overcome these challenges. RRP is a lightweight attacks-resistant routing
protocol designed to meet the unique requirements of WMSN. It combines a novel RL
model to reduce resource consumption with our effective trust management system, pre-
sented in Chapter 3, to defend against various packet-dropping attacks. Experimental
results prove the lightweightness of RRP and its robustness against blackhole, selective
forwarding, sinkhole and complicated on-off attacks.

The main findings of this chapter has been accepted to publish in the IEEE 20th Annual
Consumer Communications & Networking Conference (CCNC) 2023. Also, it has been
submitted to IEEE Internet of Things Journal for review.

75
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4.1 Introduction

The wireless nature and the critical applications provided by WMSN make it vulnerable
to various security attacks and misconduct activities, the most important of which are
packet-dropping attacks. These kinds of attacks are called internal attacks because they
are launched by the Sensor Nodes (SNs) themselves for different reasons. For instance,
if an SN gets compromised and starts dropping packets, it disrupts the overall network
operations. Another example is when an SN acts selfishly and stops relaying packets for
others to save power or gain extra resources unfairly. In both cases, the consequences
would be detrimental and could endanger the patient’s life. Moreover, many dropping
attacks discussed in the literature have different characteristics and dropping patterns,
making them difficult to detect and defeat, such as selective forwarding attacks [187],
blackhole attacks [188], and sinkhole attacks [189].

In addition to the security concerns inherited from Wireless Sensor Networks (WSNs),
WMSN has additional unique characteristics, such as resource constraints, critical appli-
cations, network topology, and low traffic rates. While routing in WSN is still challenging,
with much research being put forward constantly to produce an efficient routing protocol
[190], it is more challenging in WMSN due to its unique characteristics. Reinforcement
Learning (RL) based routing protocols have been introduced in the literature to address
the routing problem in WSN [38, 39, 40]. Although this approach allows SNs to learn
the optimal path to the destination, it has a few limitations. To the best of our knowl-
edge, the learning agent in all these proposed schemes has to receive a reward for each
sent/forwarded packet and then update its estimation to find the optimal path for future
packets. This mechanism is voracious in terms of resource consumption and may not fit
the resource-constrained SNs of WMSN. Moreover, choosing the lowest cost path does
not guarantee delivery reliability as the chosen path may contain one or more malicious
nodes. Therefore, our proposed RRP uses a novel design to produce a lightweight and
efficient routing protocol. Moreover, an effective Trust Management (TM) scheme is in-
tegrated with the RRP to ensure high delivery reliability. The reward function has been
re-defined as a punishment function based on the trustworthiness of potential routes for
reliable delivery.

4.2 Contribution

The main contribution of this chapter is fourfold. First, the unique requirements of
designing an efficient and reliable routing protocol for WMSN are specified. Second,
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reformulating the RL model in a resource-conservative way to overcome the resource
limitations of WMSNs. Third, an efficient, lightweight, and reliable RL-based routing
protocol combined with a trust management scheme is proposed. Fourth, a comprehen-
sive analysis is carried out to prove the merit of our routing protocol against well-known
dropping attacks.

4.3 Related Work

Routing is quite a challenging task in WMSN. The main challenge is to achieve reliable
data delivery with minimum resource consumption in order to ensure high longevity of
network operation [191]. Various routing protocols have been proposed in the literature
to ensure reliable data transfer in WSN using different metrics and algorithms. How-
ever, only a few schemes targeted WMSN, such as [192, 44, 45]. Moreover, WMSN has
unique characteristics and requirements, making inherited routing protocols from WSN
not necessarily fit WMSN. Therefore, there is still an imperative research gap to design
a routing protocol that fits WMSN and meets its requirements.

Reinforcement learning has been widely used in the literature to find the optimal path
with minimum overhead. Researchers use different metrics to achieve this goal, such as
delivery latency, residual energy, and geographical distance [193]. However, this kind
of metrics cannot deal with the free will of the other nodes. Relay nodes could get
compromised or act selfishly and hence stop relaying packets for other nodes, which
results in detrimental consequences. Therefore, there is a need to incorporate a security
measure to avoid malicious paths. TMS provides an effective and robust measure to
evaluate the trustworthiness of other nodes. To the best of our knowledge, only two
schemes [42, 45] are proposed in the literature that combine a TM scheme with a Q-
learning routing model. Authors in [42] provide a secure, lightweight routing scheme for
WSN. However, it is unclear how the trust relationship is evaluated, which makes this
scheme not reproducible due to missing details. Authors in [45] proposed QRT, a routing
protocol designed for non-cooperative biomedical mobile wireless sensor networks. It has
been proposed as an extension to RL-QRP [44] to deal with various kinds of misbehaving
activities. The authors adopted the beta distribution trust scheme and integrated it with
the Q-learning routing engine to produce a reliable routing protocol. However, proving
its merit needs further investigation. Both ESRQ and QRT have not been thoroughly
evaluated under different dropping attacks, especially on-off attacks. Moreover, all the
proposed RL-based routing protocols in the literature use the same traditional RL model,
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which is a resource-consuming model and is not suitable for deployment on resource
constrained SNs.

4.4 Protocol Design

In this section, the proposed routing protocol for WMSN is discussed in detail. The
design starts by presenting the network and threat models, which leads to specifying the
protocol designing requirements. Our novel RL model to produce a lightweight routing
protocol is then discussed. The delivery reliability is achieved by integrating our proposed
TM scheme into the routing decision engine. Moreover, two updating mechanisms have
been proposed to accelerate the algorithm convergence as well as conserve resources.

4.4.1 Network Model

WMSN consists of a set of bio-sensor nodes that could be placed on the body surface,
inside the body, or off the body. These SNs have the ability to sense the body’s physio-
logical signals, such as body temperature, glucose levels, Electrocardiogram (ECG), and
pulse rate. However, SNs have strict resource limitations that impose further constraints
in adopting security countermeasures. Therefore, lightweight countermeasures and proto-
cols are essential to extend the battery life and avoid unnecessary surgery complications.
All sensed information is forwarded to the sink node, which in turn forwards them to the
remote medical server where physicians can monitor, analyze and even intervene when
necessary.

Field hospitals are temporary hospitals set up due to civil emergencies, such as battle-
fields, disease outbreaks, and pandemics. For example, many field hospitals have been
established in many parts of the world during the ongoing COVID-19 pandemic, espe-
cially in developing countries. In our experiments, the topology of a wireless medical
sensor network of a field hospital ward is adopted. Fig. 4.1, shows the simulated ward
in our experiments, which is 50m × 10m where patient beds are distributed in an ef-
ficient way to save physical space and provide an adequate space to care at the same
time. A maximum number of 64 SNs can be accommodated in this medical unit in
compliance with IEEE 802.15.6 standard [1]. The network topology is a multi-hop star
topology where SNs sense various bio-signals and forward them to the sink node. The
communication range of the SNs is 5m; hence, SNs relay frames for other adjacent nodes.
Therefore, an efficient, lightweight, and reliable routing protocol is required to forward
the frames from the sensing units to the sink node, which in turn forwards them to the
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Figure 4.1: Network Model

medical server. It worth mentioning that the SNs will be randomly distributed for the
simulation scenarios. However, this will not affect the performance of RRP as the action
values are estimated using a model-free RL algorithm.

4.4.2 Threat Model

Due to the sensitive nature of the WMSN applications and the broadcast nature of
the wireless communication, many potential threats may disrupt the network operation
and endanger the patients’ lives. Threats can be classified into internal and external.
External threats could be defeated by deploying cryptographic security measures, such
as authentication and encryption. Our proposed ecosystem assumes that secure mutual
authentication is achieved and security keys are established. On the other hand, internal
threats are difficult to defeat as they could be launched by legitimate nodes that have
successfully got authenticated and may have a copy of the security keys. Therefore, this
work aims to demonstrate the effectiveness of our RRP against packet dropping attacks,
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one of the devastating internal threats on WMSN.

Packet-dropping attacks are regarded as one of the most devastating internal attacks
because of their consequences on the patient’s life. For instance, a malicious node could
drop a command sent by a physician to an insulin pump to release the insulin dose
into the bloodstream. In addition, dropping could occur due to malicious activities like
when a node got compromised, selfish behavior when a node acts selfishly with a view
to saving resources, or when packets pass through overloaded nodes. Adversaries could
launch different kinds of dropping attacks or may change the dropping patterns with a
view to keeping themselves undetected. RRP protocol is evaluated for various kinds of
dropping attacks with different parameter settings, such as blackhole, sinkhole, selective
forwarding, and on-off attacks, which will be discussed in detail in Section 4.5.

4.4.3 Design Requirements

Various objectives have been considered when designing RRP. These objectives include
efficiency, lightweightness, scalability, and resiliency.

Efficiency is the first objective of designing a routing protocol. Ensuring a high packet
delivery ratio is a must for any routing protocol. However, choosing the optimal path
between the sender and receiver determines the routing protocol’s efficiency, which is
a crucial requirement for resource-constrained devices, such as SNs. The lowest cost
path must always be chosen to ensure high efficient routing protocol. RF activities,
especially transmission (TX), constitute around 80% of the consumed energy [194]. In
order to reduce the consumed energy, SNs must always choose the shortest path in order
to reduce the number of transmissions. Therefore, RRP has been designed to always
choose the shortest reliable path regardless of the network size, nodes deployment, or
traffic rate.

Lightweightness is a key requirement to fit the strict resource constraints of the SNs.
All proposed Q-learning-based routing protocols in the literature consider transmitting
one packet as a complete action, which calls for updating the Q-table for each sent
or forwarded packet [46, 40, 44, 45]. This method is a resource-consuming process,
particularly when more packets are generated or forwarded. Therefore, in RRP, the RL
model has been reformulated to consume less memory and processing resources.

Scalability is another requirement. In a multi-agent environment, each agent has to
consider the actions of other agents, which causes a scalability problem when the number
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of agents increases as the action space grows exponentially [195]. Moreover, agents in
a networked environment suffer from the partial observability problem as they do not
have a full view of the network. Therefore, decentralized learning with a networked agent
approach [196] was adopted in RRP to enable the learning agents to collaborate with
their neighbors by sharing information. This approach is regarded as a solution to the
poor scalability of fully centralized learning, and centralized training with decentralized
execution approaches [195]. In addition, RRP has been evaluated for variable traffic rates
and the maximum number of SNs in the network as defined in IEEE 802.15.6 [1].

Attack resilience is the most challenging task in designing a reliable routing protocol for
WMSN. Dropping attacks could be catastrophic not only for the network operation but
also for the patients. Authors in [197], investigated the performance of Routing Protocol
for Low-Power and Lossy Networks (RPL), which is one of the candidate routing protocols
for low-power and lossy networks, under blackhole attacks. The results showed a loss of
a large amount of data. Therefore, RRP has been designed to resist all kinds of known
dropping attacks. Moreover, it is also resilient to route poisoning attacks.

4.4.4 Multi Agent Reinforcement Learning

Reinforcement Learning (RL) is an area of machine learning that focuses on how in-
telligent agents interact with an environment through a series of state-action pairs to
maximize the cumulative rewards. In Multi-Agent Reinforcement Learning (MARL),
many agents interact with a mutual environment and with each other to achieve a par-
ticular goal [195]. This interaction could be a collaboration to accomplish a common
task, a competition to accomplish a self-goal, or a mix of both, like when members of
two teams of a game collaborate with each other and at the same time compete with the
other team.

In the traditional RL model, as illustrated in Fig. 4.2, at each time step t, the RL agent
in an environment’s state st ∈ S chooses an action at ∈ A, which causes the environment
to move to state st+1 ∈ S and the agent to receive a reward rt+1 ∈ R.

In routing applications, the agent learns a routing policy that chooses the optimal path
to the destination by experimenting different actions and gathering evidence from the
environment. The learning process in such a case must be online and continual due to
the dynamicity of the network. The learned routing policy specifies the optimal adjacent
node for each agent to forward its frames to. This routing policy is constantly updated to
reflect any change in the network. Moreover, as the network represents the environment
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Figure 4.2: Traditional RL Model

in the RL model, a model-free RL algorithm is needed to deal with any network size or
nodes’ locations. Therefore, Q-learning has been used in RRP, which is an off-policy,
value-based, model-free reinforcement learning algorithm to evaluate the value of an
action in a particular state [39]. Each agent maintains a Q-values table of |S| × |A|
represents the expected long-term rewards if the agent takes the action at at the state
st.

4.4.5 The Proposed Synchronous Q-Routing Model

With the aforementioned design requirements in mind, RRP is built using the Q-learning
algorithm, incorporating the proposed trust management scheme in Chapter 3 to ensure
an efficient, lightweight, and reliable routing protocol. The learning agent is modelled
as 3-tuple (S,A,R). WMSN network represents the environment E, which includes SNs
that exchange messages where one of them acts as a sink S. Each state s ∈ S represents
a SN. The action a ∈ A is defined as selecting the next forwarder to relay packets to a
destination. The learning agent receives a reward rt+1 ∈ R for each action at.

RRP defines Qit+1(s
i
t, a

i
t), which is the updated Q value of node i, given the state sit and

the action ait, as the estimated future rewards. Each learning agent maintains a Q-table,
which gets updated once the agent performs an action at and observes the reward rt+1

as in Eq. 4.1.

Qit+1(s
i
t, a

i
t)← (1− η)Qit(sit, ait) + η[rit+1(s

i
t+1) + γmax

a∈A
Qit(s

i
t+1, a

i
t)] (4.1)

where η ∈ [0, 1] is the learning rate where small values of it cause long learning time and
large values may cause oscillations, γ ∈ [0, 1] is the discount factor for the future rewards
where small values of it make the agent myopic and cares more about the immediate
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Figure 4.3: Graphical representation of the proposed RL model

rewards. In order to ensure reliable forwarding, trust is incorporated in estimating the
reward. This makes the learning agent chooses the optimal reliable path. Moreover, the
reward calculation is defined as a punishment to force the learning agent to choose the
shortest path to the destination, as shown in Eq. 4.2.

rit+1(s
i
t+1, j) =


−(1− T ijt ) if Oijt ̸= {ϕ}

−(1− T ijt−δ) if Oijt = {ϕ} ∧ |Oij | > ϵ

0 Otherwise

(4.2)

where rit+1(s
i
t+1, j) is the new reward received by node i which chose node j as a forwarder

at the end of the time unit t, T ijt is the trust value maintained by node i for node j at time
unit t, δ is a time lag used to get the last evaluated trust value, Oijt is the observations
maintained by node i for node j at time unit t, ϵ is the threshold to specify the minimum
required evidence. The trust value T ijt is computed using Algorithm 2 as detailed in
Chapter 3.

The proposed RL Model

To the best of our knowledge, RRP proposes the first RL model that uses the time
window technique to reduce the computational overhead of the traditional RL model,
as shown in Fig. 4.2. In the traditional RL model, the learning agent updates its Q
table for each sent or forwarded packet using Eq. 4.1 and 4.2. This excessive updating
process depletes the available limited resources, especially when the network size or
the traffic rates increases. For instance, the authors in [198] used the microcontroller
MSP430F1611 to build an implantable pacemaker. The used microcontroller operates
at 8MHz with only 48KB Flash memory and 10KB Static Random Access Memory
(SRAM). This stringent resource limitation requires resource-conservative methods to
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reduce the computational overhead to the minimum.

Therefore, in RRP, we reformulated the existing RL model, assuming that the network
will be static for a short period, which is an acceptable assumption as nodes could be
regarded as stationary for a short interval. This assumption allows the learning agent to
perform the same action multiple times during a short period of time before receiving
the corresponding reward. Adopting this method significantly reduces the computational
overhead by periodically updating the Q tables. The actions and rewards are re-defined
in the proposed RL model in which the agent performs the same action at during the
time unit t and gets its reward rt+τ at the end of the time unit at t+ τ as illustrated in
Fig. 4.3. In the traditional RL model, the learning agent needs to observe the reward
and update its Q-table for each packet, while RRP evaluates the reward and updates
the Q-table after a defined time unit τ in order to reduce the computational overhead.
This proposed method is referred to as synchronous updating. Moreover, asynchronous
updating is also used in RRP to help the algorithm to converge swiftly, which will be
elaborated further in Section 4.4.6.

The routing task must be achieved in a distributed manner as no agent has a full view
of the network states. Therefore, RRP uses decentralized learning where the RL agents
exchange their best Q values with their neighbors as detailed in Algorithm 3. The
exchanged values are then used to update the Q-table and determine the best forwarder
to the destination. Once the following action is taken, it changes the environment states,
requiring periodic updates. Actions should not be greedily selected all the time for
two reasons. First, routing is an online continual learning task. Second, exploiting the
best action prevent the algorithm from converging to the global optimum. Therefore,
ε−greedy strategy [199] is used to explore the environment with a probability of θ and
exploit the best action with a probability of (1 − θ). During the exploration phase,
a random action ait ∈ A is selected to search for possible alternative paths. At the
beginning, RRP has no knowledge about the environment; hence the future rewards
are initialized to zero for each neighbor ni ∈ N i

t , which is more realistic and requires
no additional hardware or pre-configuration like those introduced in [45, 44], where the
authors used positioning information.

4.4.6 Updating Methods

In the RRP routing protocol, two kinds of Q table updating methods are used in order
to reduce resource consumption and enhance the algorithm convergence, as shown in
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Algorithm 3: RRP protocol for making routing decisions
1 Input:
2 The reward: rit+1(s

i
t+1, j)

3 The Q table: Qt
4 The trust table: Tt
5 Output: The optimal next hop
6 initialization:

7 Qi0(n
i ∈ N i

t ) =

{
0 if ni ̸= S

1 if ni = S

8 T i0(n
i ∈ N i

t ) = 0.5
9

ai1 =

{
S if S ∈ N i

ni | ni ∈ N i

while TRUE do
10 Wait τ
11 Broadcast max(Qit)

12 ∀j ∈ N i , update(Qijt ) using Eq. 4.1
13 if ε− greedy > θ then
14 ait+1 ← nit | nit ∈ N i

t

15 else
16 ait+1 ← argmax

ni
t∈N i

t

Qit(s
i
t, a

i
t)

17 end
18 end

Algorithm 4. A synchronous update is used to update the Q table at the end of each
time unit with a view to reducing the processing overhead. As the action in our model
consists of multiple sub-actions on a predefined time unit, the learning agent performs
the same sub-action multiple times during the period τ , which means all packets will be
forwarded to the same next hop. Meanwhile, the agent is observing the behavior of its
next hop to evaluate its trustworthiness. By the end of the time unit, the agent is able to
evaluate the trust value at time t and gets its reward rit+1(s

i
t+1). Each agent broadcasts

its best estimation to adjacent nodes periodically. These broadcasted estimations are
then used to update the Q table using the gained reward as in Eq. 4.1. However, as
each agent only forward packets to one node during the time unit, it will not get rewards
for other adjacent nodes, but it could receive an updated estimation from them. For
instance, node i has ait = j at time t and receives updates from nodes j and k. In this



Evaluation and Performance Results 86

case, RRP updates the Q value of node j using Eq. 4.1 and checks how certain it is
about node k by checking the number of recent observations. If node i has adequate
observations about node k, it will use the most recent reward rit−δ(s

i
t−δ, k) to update the

Qikt . Otherwise, it will ignore the received estimation and keep the Q value unchanged.
This technique immunizes RRP from adopting fake second-hand information without
being certain enough about the sender’s trustworthiness. Moreover, it allows the protocol
to respond quickly to network dynamicity.

On the other hand, although the proposed synchronous updating is very resource-efficient,
as presented in the next section, it could be slow to converge and may need more learning
time as the learning agent could keep forwarding packets to the wrong path for the whole
time unit. This usually happens if loops occur when the learning agent is exploring the
network. Unlike traditional learning model where the learning agent risks losing one
packet for each exploring step, the synchronous updating model could lose more packets
because it keeps forwarding to one next-hop during one time unit. Therefore, RRP
introduces a loop detection and avoiding algorithm as shown in Algorithm 5. Once a
loop is detected, or there is a possibility for a loop to occur, the asynchronous update
is called as shown in Algorithm 4. The updating process penalizes the corresponding Q
value, which allows the protocol to choose another promising next hop. This technique
enables RRP to perform efficiently and converge swiftly. Table 4.1 defines all the used
symbols in Chapters 4 and 5.

4.5 Evaluation and Performance Results

This section simulates and analyzes the RRP routing protocol. Various simulation scenar-
ios have been considered using different parameters setting and under different dropping
attacks.

4.5.1 Experimental Setup

A WMSN of 64 SNs has been adopted to comply with IEEE 802.15.6 [1]. The SNs have
been distributed randomly in an area of 50m× 10m mimicking a ward in a field hospital
as shown in Fig. 4.1. One SN acts as a sink while other nodes have the ability to relay
frames for other SNs. The traffic is generated using the exponential probability density
function as shown in Eq. 4.3. It worth mentioning that the trust relationship is evaluated
using Algorithm 2 for on and off body SNs. Therefore, all the experiments in Chapters
4 and 5 are mimicking on and off body SNs.



Evaluation and Performance Results 87

Algorithm 4: Synchronous and asynchronous Q table updating
1 Input:
2 The Q table: Qit
3 The reward: rit+1(s

i
t+1, j)

4 The trust table: Tt
5 Output: Updated Q Table: Qit+1

6 if Synchronous Update then
7 foreach j ∈ N i

t do
8 if j == ait then
9 update Qijt using rit+1(s

i
t+1, j)

10 else
11 if |Oij | > ϵ then
12 update Qijt using recent rit−δ(s

i
t−δ, j)

13 else
14 Qijt+1 ← Qijt
15 end
16 end
17 end
18 end
19 if Asynchronous Update then
20 if η == 1 then
21 rit+1(s

i
t+1, j) = −e−µ(1− T

ij
t )

22 else
23 rit+1(s

i
t+1, j) = −(1− T

ij
t )

24 end
25 if RQit−1(s

i
t−1, j) then

26 update Qijt using rit+1 and RQit−1(s
i
t−1, j)

27 else
28 Qit+1(s

i
t, a

i
t = nj)← Qijt − ζ

29 end
30 ait ← argmax

ni
t∈N i

t

Qit(s
i
t, a

i
t)

31 end

p(x;µ) =

µe−µx x ≥ 0

0 x < 0
(4.3)

where µ is the rate parameter.
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Algorithm 5: Loop processing
1 Input: A packet to forward: P sdt
2 Output: Updated Routing
3 while TRUE do
4 if ∀ i ∈ N receives P idt+δ then
5 Asynchronous Q table update as in Algorithm 4
6 ait ← argmax

ni
t∈N i

t

Qit(s
i
t, a

i
t)

7 Update P idt
8 Send P idt
9 end

10 if ∀ i ∈ N receives P jdt ∧ ait = j then
11 Asynchronous Q table update as in Algorithm 4
12 ait ← argmax

ni
t∈N i

t

Qit(s
i
t, a

i
t)

13 Forward P jdt
14 end
15 end

RRP has been benchmarked with QRT [45], which is an extension to RL-QRP routing
protocol [44] where the authors integrated a reputation and trust scheme to deal with
non-cooperative and misbehaving nodes in biomedical sensor networks. QRT was the
only available RL-based routing protocol in the literature designed for WMSN that in-
corporates the TM scheme to achieve reliable data delivery. In order to ensure a fair
comparison between the two protocols, the reported parameters setting of QRT have
been adopted. Table 4.2 shows the simulation parameters setting. The learning rate η
and the discount factor γ have been set to 0.5. The experiments were carried out using
a discrete event simulator based on Simpy [200]. The simulation time is 500s, where the
first 50s is regarded as a training period unless otherwise indicated. This training period
has been specified to allow QRT to converge, followed by a relatively long simulation
time to study the stability of routing decisions of both protocols. During the simulation,
the agents adopt the ε−greedy strategy to balance between exploration and exploitation
where ε is set to 0.1 as in QRT. Each experiment has been repeated 30 times, and then
the results have been averaged out and reported with one standard deviation. It is worth
to mention here that when the sample size is 30, the sampling distribution approximates
the Gaussian distribution [201].
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Table 4.1: Symbols used in Chapters 4 and 5

Symbol Meaning
S The sink node
N The set of all sensor nodes in the network
η ∈ [0, 1] The learning rate parameter
γ ∈ [0, 1] The discount factor
Qi

t+1(s
i
t, a

i
t) The updated Q values of node i, given the state sit and the action ait

rit+1(s
i
t+1) The new reward received at the end of the time unit

T ij
t The trust value maintained by i of node j at time t
ϵ A threshold to specify the minimum required evidence
τ The time window [s]
N i

t The neighbors of node [i] at time t
ni ∈ N i

t A neighbor of node i
sit ∈ S The state of node i at time window t
ait ∈ A The taken action by node i at the time window t

Qij
t The Q value maintained by node i for node j at the time window t

θ The exploration rate
Oij The observations maintained by node i for node j
RQi

t−1(s
i
t−1, j) The last expected future reward received from node j

µ The traffic rate
δ A time lag
ζ ∈ ] 0, 1] A loop penalizing parameter
α, β ∈ [ 0, 1] The beta distribution levels
bt, dt The slopes at time t
λ The longevity factor

Table 4.2: RRP Simulation Parameters

Parameter Value
Application Poisson random traffic
Exponential transmis-
sion interval µ 1, 2, 4, 8

Radio Range 5m
Propagation loss model Range propagation loss
Number of SN 64
Time unit 1s
Simulation Time 500s
Learning Period 50s
Learning rate η 0.5
Discount factor 0.5
ε−greedy 0.1
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Figure 4.4: The average delivery ratio and hop counts under normal operation

4.5.2 Normal Operation

In this experiment, the performance of RRP has been evaluated, assuming that there are
no malicious activities inside the network. Benign nodes randomly drop around 1% of
the received packets to relay as WMSN is intolerant to higher rates of packet loss. This
experiment aims to ensure that RRP chooses the optimal path to the destination with
the highest delivery ratio. Some SNs generate low traffic rates around 1 packet/s, such
as heart rate sensors [172]. Therefore, the experiment has been run for four different
traffic rates starting from µ = 1p/s and doubling the traffic rate each time. Fig. 4.4a
and Fig. 4.4b show the average delivery ratio, and the average hop counts with one
standard deviation, respectively. Results show that RRP achieves the highest delivery
ratio with minimal variability, while QRT did not work well for the lowest traffic rate
with a delivery ratio of 75%. QRT’s performance shows a slight improvement for traffic
rates starting at µ = 2p/s to achieve around 90%; however, the high variability of the
delivery ratio confirms that QRT struggles to converge, as shown in the shadowed area
of QRT protocol.

On the other hand, Fig. 4.4b reveals that RRP chooses the shortest path to the desti-
nation compared to QRT. This proves that although RRP normally updates the routing
decision periodically, it performs efficiently thanks to its asynchronous updating meth-
ods to avoid bad routing decisions. It is worth noting that the performance is slightly
enhanced for higher traffic rates because the learning agents can get more evidence from
the environment to enhance their routing decisions.
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Figure 4.5: The average delivery ratio and hop counts under blackhole attacks

4.5.3 Blackhole Attacks

The Blackhole attack is a well-known attack in WMSN where compromised nodes drop
all the received frames instead of forwarding them to the destination. This causes severe
detrimental consequences, especially for medical applications [188]. In this experiment,
the delivery ratio and the hop counts are evaluated under different blackhole attacks.
The number of malicious nodes was doubled each time, starting from one and up to 50%

of the total number of the SNs. The experiment was run for 30 times for each parameters
setting, and then the results are averaged out and reported with one standard deviation
as shown in Fig. 4.5a and Fig. 4.5b. The results reveal a superior performance for RRP in
contrast with QRT. Although QRT performed well when there is only one malicious node,
the delivery ratio sharply dropped by introducing more malicious SNs to the network due
to the inability to detect the malicious paths. In contrast, RRP showed a steady superior
performance even when 50% of the SNs are malicious. It is worth mentioning that the
slight decrease in the delivery ratio of RRP when increasing the number of malicious SNs
is due to ε-greedy strategy where 10% of the actions are made randomly with a view to
exploring the environment. On the other hand, the hop count results explain how each
protocol responds to the hostile environment. Fig. 4.5b shows that RRP performs better
when there are up to 8 malicious SNs. When the number of malicious nodes increases,
RRP needs more hops to reach the destination to avoid malicious SNs. However, in
QRT, the number of hops needed to get to the destination is decreased unexpectedly by
increasing the number of malicious nodes, which explains the poor delivery ratio. These
results indicate that QRT failed to build reliable paths that avoid malicious nodes and
confirm that RRP chooses the most reliable shortest paths.
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4.5.4 Selective Forwarding Attacks

In the selective forwarding attack, the malicious nodes forward some frames and drop
others selectively [63]. This behavior is hard to detect as the same malicious node could
be trustworthy for some nodes and untrustworthy for others. In this experiment, RRP
has been evaluated under selective forwarding attack, where malicious nodes randomly
choose a list of neighbors not to relay their frames. Two scenarios have been considered.
In the first, the malicious node randomly chooses a list of several neighbors xit to drop
their frames as in Eq. 4.4:

|xit| =


|N i

t |
2 , if |N i

t | = 2k

where k ∈W
|N i

t |
2 + 1, if |N i

t | = 2k + 1

(4.4)

This means that 50% to 67% of the received frames to relay will be dropped. In the
second scenario, malicious nodes run volatile selective forwarding attacks by randomly
changing xit after every 20% of the simulation time. Fig. 4.6a and Fig. 4.6c show the
delivery ratio under both attack scenarios. Our proposed RRP protocol outperforms
QRT in both scenarios and provides a reliable delivery with minimal variability. At the
same time, QRT shows a high variability when the number of malicious nodes is less
than 25% of the total number of SNs, indicating difficulty in converging. By increasing
the number of malicious nodes, the delivery ratio of QRT decreases significantly.

On the other hand, the hop counts results shown in Fig. 4.6b and Fig. 4.6d reveal how
each protocol responds to the hostile environment. RRP performs better when the num-
ber of malicious nodes is less than 25%. Moreover, when the number of malicious nodes
reaches 50%, the hop count gradually increases to avoid any paths through malicious
nodes resulting in a slight increase in variability. This variability increase in the hop
counts indicates the ability to find redundant, reliable paths to the destination, which
could be seen in the stable delivery ratio. In contrast, QRT needs more hop counts for the
limited number of malicious nodes. Furthermore, it fails to find reliable paths inferred
from its low delivery ratio and hop counts.
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Figure 4.6: The average delivery ratio and hop counts under selective forwarding attacks

4.5.5 Sinkhole Attacks

The sinkhole attack is one of the most destructive attacks on routing protocols in which
the malicious node attracts the network traffic by advertising false routing information
[189]. It is a mix between a dropping attack and a route poisoning attack in which the
malicious nodes try to poison the routing tables of other nodes inside the networks by
advertising dishonest estimations to its neighbors. This complicated attack has been
chosen the prove the robustness of RRP design. In RL-based routing protocols, the
learning agents exchange routing information to update the Q table and re-evaluate
the optimal paths. When the adversary advertises false overestimated information to a
specific destination, it can poison the Q tables of other nodes and attract all the traffic
in order to drop it.

In this experiment, the robustness of RRP is evaluated under different poisoning levels.
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Four scenarios have been considered in this experiment. The malicious nodes advertise
the actual Q values increased by 25%, 50%, 75% and 100%. In the last scenario, when
the Q values are increased by 100%, the malicious nodes will advertise the value zero to
the network, which is the highest Q value that could be achieved as the reward function
is designed to penalize dropping activities to ensure that the learning agents will always
choose the most reliable shortest path. Fig. 4.7a, 4.7c, 4.7e and 4.7g show the delivery
ratio for the four scenarios. What stands out in these figures is the stable delivery ratio
of RRP for different route poisoning levels, which reveals a high resiliency to sinkhole
attacks. Moreover, Fig. 4.7b, 4.7d, 4.7f and 4.7h reveals how RRP finds the optimal paths
through a hostile environment. RRP shows the same behavior as previous experiments
when the number of malicious SNs increases. It avoids malicious nodes by choosing the
most reliable path with minimal achievable hop counts. It is worth noting that in Fig.
4.7h when the malicious nodes advertise zeros as their best estimation, RRP shows a
slight increase in hop counts even for a low number of malicious nodes, but with a high
delivery ratio. The reason behind this behavior is that advertising this level of fake
information affects the Q tables of the surrounding nodes, making the learning agent
even tries to avoid the neighbors of malicious nodes.

On the other hand, QRT shows a good delivery ratio when only one malicious node
exists. However, by increasing the number of malicious nodes, the delivery ratio drops
significantly to levels below 50% for 32 malicious nodes. This failure in avoiding malicious
nodes can be clearly seen in the hop counts results, where QRT experiences a steep drop
in contrast to what is expected, which explains the meager delivery ratio as packets would
be ended up in a sinkhole.

4.5.6 On-Off Attacks

Although trust management schemes detect malicious activities, they are vulnerable to
on-off attacks, where smart adversaries can change their behavior alternately to cheat
the TMS and keep themselves undetected [202]. As RRP incorporates trust information
into the reward function, it needs to prove its merit against complicated on-off attacks.
Therefore, we evaluate the performance of RRP under different complicated on-off at-
tacks in this experiment as the failure to detect on-off attacks, negatively impacts the
performance of trust-based routing protocols by making them make wrong routing de-
cisions. The on-off attack cycle consists of one on and one off periods. During the on
period, the adversary drops packets intentionally, while during the off period, it behaves
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Figure 4.7: The average delivery ratio and hop counts under sinkhole attacks
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well to rebuild its trust score and keep itself undetected. In this experiment, three sim-
ulation scenarios have been considered, variable traffic rates, variable on-off cycles, and
non-identical periods.

Variable Traffic Rates

Experiments in Chapter 3 shows that some TM schemes failed to operate properly under
low traffic rates. Thus, our first simulation scenario is designed to evaluate the routing
performance under on-off attacks for different traffic rates starting from a low traffic rate
µ = 1 and doubling it each time. Fig. 4.8a, 4.8c, 4.8e and 4.8g show the delivery ratio
for the traffic rates µ = 1, µ = 2, µ = 4 and µ = 8, respectively. The on-off attack
cycle is set to 20. Results show that QRT does not work properly for low traffic rates.
Moreover, by increasing the number of malicious nodes, the delivery ratio decreased
significantly, which could be attributed to the inability to avoid malicious nodes from
the routing path as shown in Fig. 4.8b, 4.8d, 4.8f and 4.8h. On the other hand, RRP
shows superior performance for all traffic rates. It achieved a delivery ratio between
around 90% to 97% for all malicious nodes ratios. The hop counts results show that
RRP can find alternative paths to avoid malicious nodes, which obviously appears when
having 25% − 50% of nodes behaving maliciously. It is worth noting that by increasing
the traffic rate, RRP can find more optimal paths, which could be attributed to having
more evidence from the environment.
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Figure 4.8: The average delivery ratio and hop counts under On-Off attacks for variable
traffic rates
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Variable On-Off Cycles

This experiment evaluates the performance under different on-off attack cycles. The on-
off attack’s cycle varies from 10s to 40s. Fig. 4.9a, 4.9c, 4.9e and 4.9g show the delivery
ratio for different cycles, while Fig. 4.9b, 4.9d, 4.9f and 4.9h show the hop counts’ results.
RRP shows superior and stable performance for all on-off cycles. It achieved the same
delivery ratio of the previous scenario, coupled with the same behavior of selecting paths
to destinations, which again indicates its robustness against different on-off attacks. On
the other hand, QRT shows lower delivery ratios with high variability for a low number
of malicious nodes. By increasing the number of malicious nodes, the delivery ratio
decreased significantly, which explains the reason behind the decreasing hop counts when
having more malicious nodes.

Non-Identical Periods:

Smart adversaries can launch more sophisticated on-off attacks by making the on period
smaller than the off one, which can cheat the TMS and make the attack more difficult
to detect. In this experiment, non-identical on-off attacks are launched by making the
on period less than the off period. Four scenarios have been considered by varying the
on period from 25% of the off period and up to 100%. The on-off cycle is set to 20s

and the traffic rate µ = 4. Fig. 4.10a, 4.10c, 4.10e and 4.10g show the delivery ratio for
different on period’s ratios, while Fig. 4.10b, 4.10d, 4.10f and 4.10h show the hop counts.
RRP shows a stable, superior performance, indicating its ability to detect the attack
and isolate the malicious nodes. On the other hand, QRT shows low delivery ratios by
increasing the number of malicious nodes with high variability for the low number of
malicious nodes, which indicates difficulty in converging to the global optimum.
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Figure 4.9: The average delivery ratio and hop counts for different On-Off attacks’ cycles
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Figure 4.10: The average delivery ratio and hop counts under non-identical on-off periods
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4.5.7 Network Dynamicity and Convergence

The convergence time is a crucial factor in routing applications as slow convergence re-
sults in more packets to lose, which could endanger the patient’s life. Moreover, nodes’
mobility could change the environment and require the algorithm to re-converge again. In
this experiment, the convergence has been studied for the stationary and non-stationary
environment under blackhole attacks where 50% of the nodes are malicious. First, sta-
tionary SNs have been considered to compare the convergence time of both protocols.
Fig. 4.11 shows the convergence time of both protocols. RRP is able to converge with
less than 20s thanks to its asynchronous updating method in which the agent updates
its routing decision engine once evidence obtained from the environment. This method
makes RRP an adaptive protocol that can reflect any environment change. In contrast,
QRT needs around double this time to converge. It is worth noting that QRT shows a
bit better performance at the start because it uses positional information to make rout-
ing decisions, whereas RRP only depends on its trial/error process to learn the optimal
routing decisions.

In the second scenario, mobility has been introduced to study how algorithms re-converge
in a dynamic environment. For example, patients can change their locations within the
hospital ward. Therefore, in this experiment, two different patients will change their
locations at time 50s and 100s. The patient could have up to 3 SNs. Thus, three
simulations have been run for 1, 2, and 3 randomly chosen SNs for each patient. The
results show a fast re-convergence in all cases for RRP, as shown in Fig. 4.12a. Once
the environment change happens, RRP updates its routing engine asynchronously to
reflect the new environment. This could be seen as a slight decrease in the delivery ratio
at the time of movements, followed by fast re-convergence. On the other hand, QRT
experienced a noticeable decrease with difficulty in re-converging, especially after the
second movement, as shown in Fig. 4.12b. The reason behind this poor performance
could be attributed to considering positional information, which influences the routing
decision.

4.5.8 Computational Overhead

In this subsection, we compare the average processing time and memory consumption
of both protocols, RRP and QRT. The experiment was carried out on an Intel Core
i5-8500T processor at 2.1GHz and 8GB RAM. The simulation has been run for 30 times,
and then the results have been averaged out and reported with one standard deviation.
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Figure 4.11: The average convergence time for static SNs

The network is in normal operation, and no attacks are launched during the simulation.
The traffic rate is set to µ = 4p/s as QRT does not perform properly for lower traffic
rates.

Fig. 4.13a shows the average processing time of RRP and QRT for the whole simulation
process, including all the SNs. The results show that QRT consumes more processing
time than RRP. Moreover, results show high variability of around 23%. This variability
indicates that the algorithm sometimes takes longer to converge; hence, more packets
will loop inside the network before reaching their destination. On the other hand, RRP
consumes less processing time and saves around 35% of the processing time of QRT.
Moreover, RRP shows almost no variability, indicating the stability of performance and
the ability to converge at approximately the same time for different simulation runs. This
lightweight processing overhead is attributed to the proposed resource-efficient RL model,
where the learning agent receives one reward for multiple actions and hence updates the
routing engine less than the traditional RL model.

The second important performance metric is memory consumption. The average memory
consumption was calculated and reported with one standard deviation for the whole
simulation process, including all the nodes in as shown in Fig. 4.13b. The memory
allocation has been traced during the simulation using tracemalloc [203], a trace memory
allocation module. Results show that QRT consumes a considerable amount of memory,
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Figure 4.12: The average delivery ratio under different mobility scenarios for RRP and
QRT, respectively

around 128MB, with a high variability of around 52%. This high memory consumption
is attributed to having more packets looping in the network, while the high variability
indicate difficulty in converging to the global optimum. For each simulation run, QRT
converges to a local optimum, which causes inconsistent memory consumption between
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different simulation runs. On the other hand, RRP is a memory-conservative protocol.
It consumes a decent amount of memory, around 42MB, which saves around 67% of
the memory consumed by QRT. Moreover, RRP shows almost no variability, indicating
that RRP did not experience any converging difficulties thanks to its novel updating
mechanisms.
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Figure 4.13: The average processing time and memory consumption

4.5.9 Hyperparameters Tuning

Optimizing the used hyperparameters lead to faster convergence and overall better per-
formance. In previous experiments, the benchmark parameters setting has been adopted
to ensure fair compression between both protocols. In this experiment, the learning rate
η and the discount factor γ are tuned using the grid search approach. As both parame-
ters are continuous in the domain [0, 1], a step of 0.1 has been used for each parameter.
This involves a combination of 121 simulation parameters. Each one of them has been
run for 30 times. The simulation has been run for blackhole attacks where 50% of the
nodes are malicious and the traffic rate is set to 1p/s. Fig. 4.14 shows the heatmap
of the average delivery ratio of these simulations. Closer inspection of the figure shows
poor delivery ratio for η = 0 and γ = 0. When η = 0, the algorithm only uses its current
observation and does not learn from previous experience, which causes poor performance.
The values between [0.2, 0.4] show the highest performance, although the heatmap also
shows good performance for η = 0.8; however, consulting the hop counts results shows
that the algorithms take slightly more hops to reach the destination, indicating that the
algorithm did not converge to the global optimum.
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On the other hand, the discount factor plays a significant role also. What stands out
in the figure is myopic learning agent performs poorly. For instance, when the discount
factor γ = 0, the learning agent only considers its direct observations from the observable
environment to choose the optimal path, which likely leads to losing the packet due to
existing a malicious node in the in-observable path. Interestingly, the maximum value of
γ also shows poor performance as the learning agent weighs current and expected future
rewards equally, which influences the routing decision negatively based on in-observable
future rewards. Thus, the optimal value for the discount factor is around 0.8, which
could efficiently balance the current and future expected rewards.
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Figure 4.14: Hyperparameters optimization heatmap

4.5.10 Exploration Exploitation Optimisation

Exploration exploitation trade-off is a critical component in RL model. The learning
agent needs to explore the stochastic environment in order to maximize the long-term
reward. During the exploration phase, the learning agent tries to discover the most
rewardable actions. However, taking an action at a state s may affect the immediate
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reward as well as the subsequent rewards, while insufficient exploration may lead to
converging to a sub-optimal solution. ε-greedy and Softmax exploration methods are the
most used algorithms in the literature to balance exploration-exploitation. ε-greedy has
been used in previous experiments. However, the reported values in our benchmark have
been adopted to ensure a fair comparison. In this experiment, we optimize the value ε
under blackhole attacks where 50% of the nodes are malicious. ε is a continuous value
in the range [0, 1]. Therefore, a step of 0.01 has been chosen. The simulation has been
run for values in the range [0, 0.2] as higher values over-explore the environment and
shows poor performance. Fig. 4.15 shows the results of only some ε values for clarity.
The value ε = 0.06 achieves the highest reward and is able to converge faster than other
values. This means that the learning agent randomly explores the environment with a
probability of 6%.
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Figure 4.15: Optimizing ε-greedy exploration algorithm

Softmax exploration algorithm is a value-based approach to exploring the environment in
which the learning agents make informed routing decisions based on its Q table. Softmax
algorithm is modeled using Gibbs distribution as shown in Eq. 4.5.

π(a|s) = Pr{at = a|st = s} = e
Q(s,a)

τ∑n
1 e

Q(s,a)
τ

(4.5)

where τ is called the temperature parameter, which is used to control the probability
of choosing the greedy action. Decreasing the value of τ , increases the probability of
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choosing the greedy action. Moreover, ε-greedy could be derived from Softmax algorithm
when τ −→ ∞ as all possible actions will have the same probability. Optimizing the
temperature value of the Gibbs distribution is not straightforward [204] as any change in
reward function can influence the probabilities of available actions. In this experiment,
the temperature parameter will be optimized under the same conditions. As τ ∈ R+, we
start at τ = 0.01 and then increase the value by 0.05. Fig. 4.16 shows the results of some
temperature values for clarity. The performance starts poorly at τ = 0.01 and enhanced
gradually to reach the peak at τ = 0.05, and further increase beyond 0.05 decreases the
delivery ratio.
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Figure 4.16: Optimizing softmax exploration algorithm

In the third experiment, we compare both algorithms using optimized values for sta-
tionary and non-stationary environments. Fig. 4.17a shows the results for a stationary
environment. Softmax shows superior performance. The algorithm converges fast to the
global optimum, while ε-greedy needs more time to converge. This could be attributed
to the mechanism of making routing decisions. ε-greedy exploration could be regarded
as blind exploration as actions are chosen randomly during the exploration, while the
Softmax algorithm takes informative actions based on the current estimations. On the
other hand, the results of the non-stationary environment in Fig. 4.17b show that both
algorithms are able to re-converge fast after movement detection.
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Figure 4.17: Comparing ε-greedy and softmax exploration algorithms for stationary and
non-stationary environment

4.6 Conclusion

There is still a persistent need for a lightweight and secure routing protocol for WMSN.
Although RL is regarded as a promising approach to building a routing protocol for
WMSN, the widely used RL model is a resource-consuming model. Moreover, reliable
data delivery cannot be achieved using only routing metrics as this information cannot
deal with the free will of other relay nodes inside the network. Realizing the aforemen-
tioned problems open the way to re-design a lightweight RL model and integrate a security
tool with the routing decision engine to ensure lightweight and reliable data transfer for
WMSN. The proposed RL model does not necessitate updating the Q table after each
sent/forwarded packet, but rather it updates it periodically after receiving a reward for a
set of actions within one time unit. The performance results show that the proposed RL
model can significantly reduce computational overhead. Furthermore, integrating TMS
with the routing engine enables reliable data delivery and avoids malicious paths that
cannot be achieved using traditional routing metrics. Finally, the experimental results
prove the robustness of our proposed method in defeating well-known dropping attacks.



Chapter 5

Double Q-Learning Energy-Aware
Routing

In this chapter, we propose DQR, a double Q-learning routing protocol to meet WMSN
requirements and overcome the positive bias estimation problem of the Q-learning-based
routing protocols. DQR extends the proposed lightweight RL model in Chapter 4 in order
to reduce the computational and communication overheads, coupled with the effective
trust management scheme proposed in Chapter 3. Moreover, an energy model is also
integrated with DQR to enhance the network lifetime and balance relaying overhead
across the network. The experimental results demonstrate robust performance under
various attacks with minimal resource footprint and efficient energy consumption.

The main findings of this chapter has been accepted to publish in the 18th EAI Interna-
tional Conference on Security and Privacy in Communication Networks (SecureComm).

5.1 Introduction

Reinforcement Learning (RL) has been used recently to solve distributed optimization
problems, such as routing [205]. RL-based routing protocols rely on an existence of a
learning agent that acts with the environment and receives rewards based on its ac-
tions. By interacting with the network environment, the learning agents will be able to
maximize their reward by making optimal forwarding decisions. Q-learning, which is a
model-free RL algorithm, is the most used algorithm for both centralized and decentral-
ized routing protocols [40]. Although this approach is able to produce an efficient routing
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protocol that can outperform other algorithms, it still has drawbacks. First, as it works
without prior knowledge about the environment, it requires a series of randomly chosen
actions to explore the environment before converging on the optimal solution. WMSN
cannot tolerate a long learning period because of its sensitive applications. Second, Q-
learning has an inborn overestimation problem which has been overlooked for a long time
[206]. It uses the maximum value as an estimation for the maximum expected value. It
worth noting that Q-learning is mathematically proved to converge; however, the conver-
gence time is a critical factor, especially for sensitive applications. Q-learning uses the
max operator to evaluate the next state value. This could cause huge overestimation in
stochastic environments. The learning agent could get fooled by max

a∈A
Qit(s

i
t+1, a

i
t), which

is an estimate for E{max
a∈A

Qit(s
i
t+1, a

i
t)}, and the latter approximates E{Qit(sit+1, a

i
t)}. The

max operator in Eq. 4.1 is prone to be larger when there is a noise and this could be
clearly appear when there are no enough samples. The authors in [206] proposed double
Q-leanring with two estimators to overcome this shortcoming. Hence, in this chapter,
we use double Q-learning to build the routing engine as the routing performance may
be impacted negatively due to this positive bias. Third, although different parameters
have been considered in protocol design, ensuring reliable data transfer is still challeng-
ing as senders cannot predict the behavior of other nodes in the path to the destination.
Moreover, taking into consideration more parameters may optimize the routing decisions,
but it involves a significant overhead increase, especially when information must be ex-
changed between learning agents. Therefore, a suitable solution is needed to overcome
these aforementioned shortcomings.

5.2 Contribution

The main contribution of this paper is threefold. First, double Q-learning is used with
our proposed RL model in Chapter 4 to address the inborn overestimation problem of
Q-learning-based routing protocols. Second, a reliable, lightweight, and energy-efficient
routing protocol for WMSN has been proposed. Third, extensive analysis has been
carried out to ensure the robustness of our proposed protocol under different scenarios.

5.3 Related Work

Developing a secure, reliable, and efficient routing protocol for WSN is still an open area
of research. It is more challenging in WMSN due to its resource scarcity and critical
applications. Abundant research has been carried out to propose an efficient routing
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protocol using different metrics and methods. As mentioned in previous chapters, rein-
forcement learning has been widely used to find the optimal routing path with minimal
overhead. Q-learning, which uses temporal difference (TD) to estimate the value of an
action in a given state, is extensively used to build an efficient routing policy. However,
Q-leaning suffers from an overestimation problem, which overlooks the optimal action in
some cases [206]. Therefore, double Q-learning, which is an off-policy RL algorithm, is in-
troduced to solve the overestimation problem by using double estimators to approximate
the maximum expected value. To the best of our knowledge, only a few works used dou-
ble Q-learning to develop a routing protocol. Authors in [46] proposed DQLR, a double
Q-learning routing protocol for Delay Tolerant Networks (DTN). However, DQLR only
uses the number of hops between the source and the destination as a metric. It achieved
an acceptable delivery ratio under normal operation. However, considering the hop count
as the only metric is insufficient to deal with complicated scenarios.

On the other hand, researchers use various metrics to build the Q-learning reward func-
tion in order to achieve an efficient routing protocol, such as delivery delay, the number
of hops, remaining energy, and location information [193, 41, 207, 205]. Although this
kind of metrics could produce an efficient forwarding method, it cannot deal with ma-
licious activities launched by insiders. Therefore, the routing protocol needs a different
source of information to make an informed routing decision, such as Trust Management
System (TMS). According to our literature review, only two routing protocols [42, 45] are
available in the literature that integrate a TMS with Q-learning as detailed in Chapter
4.

5.4 Protocol Design

The routing protocol must always choose the optimal path in order to achieve a high
delivery ratio and low energy consumption. However, Q-learning-based routing proto-
cols could suffer from poor performance due to the action-value overestimation problem.
This biased estimation leads to bad routing decisions that negatively affect the packet
delivery ratio. Moreover, increasing the number of transmissions aggravates the energy
consumption as transmission activities account for around 80% of the total consumed
energy [194]. Therefore, a new approach to achieving an efficient routing protocol is
required.

In this section, the proposed routing protocol to address this problem is presented. The
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design requirements are justified, and the proposed algorithms are comprehensively dis-
cussed. It is worth mentioning that the same network and threat models presented in
Chapter 4 are re-used in this chapter for evaluation.

Algorithm 6: DQR routing protocol

1 Input:

2 The reward: r(i)t+1(s
(i)
t+1, j)

3 The Q tables: QAt & QBt

4 The trust table: Tt
5 Output: Optimal next hop a(i)t
6 Initialization:

7 Q
A(i)
0 (n(i) ∈ N (i)

t ) = Q
B(i)
0 =

0 if n(i) ̸= S

1 if n(i) = S

8 T
(i)
0 (n(i) ∈ N (i)

t ) = E[uni(0, 1)] = 0.5

9

a
(i)
1 =

S if S ∈ N (i)
1

n(i) | n(i) ∈ N (i)
1

while TRUE do
10 Wait τ

11 Broadcast max(Q
A(i)
t ) & max(Q

B(i)
t )

12 if ε− greedy > θ then

13 a
(i)
t = argmax

a∈A
(
Q

A(i)
t (s,.)+Q

B(i)
t (s,.)

2 )

14 Calculate r(i)t+1(s
(i)
t+1, a

(i)
t ) as in Eq. 5.5

15 Q
A(i)
t+1 (s

(i)
t , a

(i)
t ) & Q

B(i)
t+1 (s

(i)
t , a

(i)
t ) Synchronous update as in Algorithm 7

16 else
17 a

(i)
t ← n

(i)
t | n

(i)
t ∈ N

(i)
t

18 Calculate r(i)t+1(s
(i)
t+1, a

(i)
t ) as in Eq. 5.5

19 Q
A(i)
t+1 (s

(i)
t , a

(i)
t ) & Q

B(i)
t+1 (s

(i)
t , a

(i)
t ) Synchronous update as in Algorithm 7

20 end

21 s
(i)
t ← s

(i)
t+1

22 end
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Algorithm 7: DQR synchronous updating

1 Input:

2 The Q Table: QA(i)t and QB(i)
t

3 The reward: r(i)t+1(s
(i)
t+1, j)

4 The trust table: Tt
5 Output: QA(i)t+1 and QB(i)

t+1

6 while TRUE do
7 Wait τ

8 foreach j ∈ N i
t do

9 if j == ait then
10 ρ← rand(0, 1)

11 if ρ > 0.5 then
12 Define a∗(i) = argmax

a∈A
Q
A(i)
t (s

(i)
t+1, a

(i)
t )

13 Q
A(i)
t+1 (s

(i)
t , a

(i)
t )←

(1− η)QA(i)t (s
(i)
t , a

(i)
t ) + η[r
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14 else
15 Define b∗(i) = argmax

a∈A
Q
B(i)
t (s

(i)
t+1, a

(i)
t )

16 Q
B(i)
t+1 (s

(i)
t , a
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t )]

17 end

18 else
19 if |Oij | > ϵ then
20 Q

A(i)
t+1 (s

(i)
t , j)←

(1− η)QA(i)t (s
(i)
t , j) + η[r

(i)
t−δ(s

(i)
t−δ, j) + γ max
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t
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22 else
23 Q

A(ij)
t+1 ← Q

A(ij)
t

24 Q
B(bij)
t+1 ← Q

B(ij)
t

25 end

26 end

27 end

28 end
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Algorithm 8: DQR asynchronous updating

1 Input: A packet to forward: P (sd)
t

2 Output: Updated Routing
3 while TRUE do
4 if ∀ i ∈ N receives P (id)

t+δ then
5 if η == 1 then
6 r

(i)
t+1(s

(i)
t+1, j) = −eη(1− T

(ij)
t ).F

(i)
t

7 else
8 r

(i)
t+1(s

(i)
t+1, j) = −(1− T

(ij)
t ).F

(i)
t

9 end

10 if RQA(i)t−1 (s
(i)
t−1, j) ∧RQ

B(i)
t−1 (s

(i)
t−1, j) then

11 update QA(ij)t and QB(ij)
t using r(i)t+1, RQ

A(i)
t−1 and RQB(i)

t−1

12 else
13 Q

(i)
t+1(s

(i)
t , a

(i)
t = nj)← Q

(ij)
t − ζ

14 end

15 a
(i)
t = argmax

n
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t ∈N(i)

t

(
Q

A(i)
t (s,.)+Q

B(i)
t (s,.)

2 )

16 Update P (id)
t

17 Send P (id)
t

18 end

19 if ∀ i ∈ N receives P (jd)
t ∧ a(i)t = j then

20 if η == 1 then
21 r

(i)
t+1(s

(i)
t+1, j) = −e−µ(1− T

(ij)
t ).F

(i)
t

22 else
23 r

(i)
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(i)
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t ).F

(i)
t

24 end

25 if RQA(i)t−1 (s
(i)
t−1, j) ∧RQ

B(i)
t−1 (s

(i)
t−1, j) then

26 update QA(ij)t and QB(ij)
t using r(i)t+1, RQ

A(i)
t−1 and RQB(i)

t−1

27 else
28 Q

(i)
t+1(s

(i)
t , a

(i)
t = nj)← Q

(ij)
t − ζ

29 end

30 a
(i)
t = argmax

n
(i)
t ∈N(i)

t

(
Q

A(i)
t (s,.)+Q

B(i)
t (s,.)

2 )

31 Forward P (jd)
t

32 end

33 end
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5.4.1 DQR Protocol

DQR is designed to address the inborn bias estimation in Q-learning-based routing pro-
tocols as well as enhance the network lifetime by incorporating an energy model into the
routing decision engine. The reward function is defined as punishment to ensure that
the learning agent always chooses the lowest-cost path. Moreover, in order to reduce
the computational overhead of the traditional RL model, DQR re-uses the proposed RL
model in Chapter 4, assuming that the network will be static for a short period, which is
an acceptable assumption as nodes could be regarded as stationary for a short interval.
This assumption allows the learning agent to perform the same action multiple times be-
fore receiving the corresponding reward. Furthermore, DQR incorporates the proposed
TMS in Chapter 3 to ensure reliable data transfer and avoid malicious paths.

DQR defines two Q functions QA(i)t+1 (s
(i)
t , a

(i)
t ) and QB(i)

t+1 (s
(i)
t , a

(i)
t ) as the estimated future

reward of an agent i at state st taking the action at as shown in Eq. 5.2 and Eq. 5.4.
Each of these estimators is updated using a value from the other estimator for the next
state, as shown in Eq. 5.1 and Eq. 5.3. Therefore, the actions a∗t and b∗t are the maximum
valued actions for QA(i)t+1 (s

(i)
t , a

(i)
t ) and QB(i)

t+1 (s
(i)
t , a

(i)
t ), respectively.

a
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Q
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(i)
t ) (5.3)

Q
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t )] (5.4)

where η ∈ [0, 1] is the learning parameter where small values decelerate the learning, and
large ones may prevent algorithm convergence, γ ∈ [0, 1] is the future reward discount
parameter where small values make the learning agent nearsighted by considering the
only immediate reward.

DQR is designed to always choose the most reliable shortest path by defining the reward
function as punishment, as shown in Eq. 5.5. The delivery reliability is achieved by
incorporating trust information, which is evaluated using Algorithm 2, while the punish-
ment design reduces the number of transmissions along the path to the destination to
ensure an energy-efficient protocol. Moreover, energy information from the agent itself
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is also considered to optimize the network lifetime, which will be discussed further in
Section 5.4.3

r
(i)
t+1(s

(i)
t+1, j) =


−(1− T (ij)

t ).F
(i)
t if O

(ij)
t ̸= {ϕ}

−(1− T (ij)
t−δ ).F

(i)
t if O

(ij)
t = {ϕ} ∧ |O(ij)| > ϵ

0 Otherwise

(5.5)

where r(i)t+1(s
(i)
t+1, j) is the received reward by node i for taking the action a

(i)
t = j for-

warding the traffic to the neighbor j at time window [t, t+ τ ], T (ij)
t is the trust value of

node j that maintained by node i at time window t and is evaluated using Algorithm 2,
O

(ij)
t is the direct observations maintained by node i for node j at time window t, δ is

a time lag used to obtain the last trust value, ϵ is a threshold to identify the minimum
required evidence where higher values means more historical data is required to use the
evaluated trust value.

The learning process must be continual due to network dynamicity and distributed as
no agent has a full view of the network. DQR is a decentralized protocol where the
learning agents exchange their best estimations with their neighbors, as illustrated in
Algorithm 6. The received estimations are then used to update the QA and QB tables
and specify the most optimal next hop. As the goal of the learning agent is to maximize
the received reward in the long run, greedy action should not always be taken as routing
task is a continual online task, and exploiting the greedy action all the time prevents the
convergence to the global optimum. Therefore, DQR uses ε-greedy method to balance
between exploration and exploitation. The learning agent explores the environment with
a probability of θ and exploits it with a probability of (1 − θ). Initially, the learning
agents have no evidence from the network; hence their Q values are initialized to zeros,
which is more practical to motivate the agents to explore the environment and does not
require any hardware or positioning information like in [45, 44].

5.4.2 Synchronous and Asynchronous Updating

Both synchronous and asynchronous updating methods are used in DQR. The syn-
chronous Q table updating method is used to produce a lightweight routing protocol,
while asynchronous is used to ensure fast convergence. Each action-value function is up-
dated with the outcome of the other action-value function as shown in Algorithm 7. The
actions a∗(i) and b∗(i) are the maximum value action in state st+1 for QA(i) and QB(i),
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respectively. Therefore, both Q tables are updated for the same problem but with a dif-
ferent set of evidence to produce an unbiased estimate for all action-value(s). Although
the obtained experience is divided between two action-value functions, the algorithm is
still data-efficient as selecting the optimal action is computed based on the average Q
tables as illustrated in Algorithm 6. As the learning agents collaborate with each other
by broadcasting their best estimation to a destination, this information is then used to
keep the Q tables updated. However, the learning agent forwards the traffic to only one
adjacent node during the time window t, and thus it can only calculate the reward for
this action. For instance, node i take the action a

(i)
t = j during the time window t and

receives two updates from nodes j and k. Consequently, DQR updates the action-value
of j with the calculated reward using double Q-learning, while it checks if there is enough
evidence about node k to update each action-value separately using Q-learning or keep
it unchanged in case of no enough evidence. This method allows DQR to react quickly
to any environment change, and at the same time, it immunizes DQR against utilizing
false updates from malicious nodes.

On the other hand, although the synchronous updating method is computationally ef-
ficient, it may decelerate the convergence as the learning agent, especially in the ex-
ploration phase, may make wrong decisions and thus keep forwarding the traffic to the
wrong next hop. Furthermore, in traditional RL mode, the learning agent risks losing
one packet each time to update the Q tables. However, using only synchronous up-
dating, more packets may be lost before updating the Q tables. This usually happens
when loops occur. Therefore, DQR uses an asynchronous updating method to step up
the learning process and make the algorithm converge swiftly. Once a loop is detected
or expected, such as when forwarding the packet to its source again, the asynchronous
updating method is triggered to penalize both corresponding action-value(s) and allow
the learning agent to take the appropriate action accordingly, as detailed in Algorithm
8.

5.4.3 Energy Model

Optimizing the network lifetime is still a challenging concern in WSN and WMSN in
particular. Due to the critical applications of WMSN, dead nodes may have catastrophic
consequences. Moreover, in some cases, replacing the battery may need surgical interven-
tion. Considering the residual energy of the adjacent nodes is widely used to maximize
the overall network lifetime [208, 209]. However, exchanging energy information between
adjacent nodes is neither energy nor computational efficient. In contrast, DQR only
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uses local energy information with a view to reducing the computational overhead and
avoiding filtering out false second-hand information. Moreover, it uses two sources of
energy information with a view to load balancing energy consumption across the net-
work. When the residual energy percentage is greater than a threshold ϑ, this parameter
does not contribute in evaluating the consumed energy ratio E(i)

t ∈ [0, 1] as shown in Eq.
5.6. In that case, SNs choose the most reliable shortest path, which in turn makes some
nodes overloaded due to their trustworthiness and positions. Therefore, DQR defines
the energy consumption ratio C(i)

t to evaluate the extra burden incurred by nodes due
to relaying activities, as shown in Eq. 5.7. The weighted average of E(i)

t and C
(i)
t is

calculated in Eq. 5.8. As integrating the energy into the reward function may influence
the nodes routing decision to choose a malicious path, the energy factor is bounded by
λ ∈ [0, 1] as shown in Eq. 5.9.

E
(i)
t =

0 if eres(t)
einit

> ϑ

1− eres(t)
einit

Otherwise
(5.6)

C
(i)
t = 1− cn(t)

ca(t)
(5.7)

ψ
(i)
t = ωE

(i)
t + (1− ω)C(i)

t (5.8)

F
(i)
t = eλψ

(i)
t (5.9)

where eres(t) is the remaining energy at time t, einit is the initial energy, ϑ is the residual
energy threshold, cn(t) is the node normal energy consumption rate, ca(t) is the overall
energy consumption rate, ω is the average weight, λ is the bound parameter where λ = 0

is used to disable the energy module.

5.5 Evaluation and Performance Results

In this section, our proposed DQR is analyzed under different conditions. Various simu-
lation scenarios have been run to prove the merit of DQR.
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5.5.1 Experimental Setup

A WMSN for a ward in a field hospital, as discussed in Chapter 4, has been adopted.
The SNs have been distributed randomly over an area of 50m× 10m. A total number of
64 SNs has been used where one of them acts as a sink. The traffic is randomly generated
using an exponential distribution density function.

DQR is benchmarked with QRT [45] routing protocol. QRT has been chosen as a bench-
mark for the several reasons. First, it is a learning-based routing protocol mainly pro-
posed for WMSN. It uses Q-learning to choose the optimal path to the destination.
Second, it is designed to avoid non-cooperative and misbehaving SNs by incorporating
a trust management scheme to evaluate the trustworthiness of available routing paths.
Most importantly, QRT is the only re-producible routing protocol, which is learning
based and uses trust management to deal with dropping attacks as discussed earlier in
Section 4.3. To ensure fair comparisons, we adopted the reported parameters setting
of QRT as shown in Table 5.1. The experiments have been run using a discrete event
simulator based on Simpy [200]. The simulation time is set to 200s where the first 50s

represents the learning time. The exploration-exploitation rate is controlled by ε-greedy
strategy and set to 10% as in QRT. Each experiment has been run 30 times to ensure the
Gaussian distribution. The results are then averaged out and reported with one standard
deviation.

Table 5.1: DQR Simulation Parameters

Parameter Value
Application Poisson random traffic
Traffic rate µ 1, 2, 4, 8
Radio range 5m
Propagation loss model Range propagation loss
Number of SNs 64
Time unit 1s
Simulation time 200s
Learning period 50s
Learning rate η 0.5
Discount factor γ 0.5
ε−greedy 0.1
The average weight ω 0.5
Residual energy thresh-
old ϑ

0.7
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5.5.2 Double Q-learning Convergence

In this experiment, the convergence speed of both Q-learning and double Q-learning is
compared. The delivery performance has been compared between our work (RRP) in
Chapter 4 and DQR routing protocol. The energy model of DQR has been deactivated
by setting F (i)

t always to one since RRP does not take into account energy parameter.
This modification is necessary to ensure a fair comparison between both algorithms as
enabling the energy model influences the routing decisions with a view to enhancing the
overall network lifetime. Fig. 5.1 shows how both algorithms converge under blackhole
attack where 50% of the nodes are malicious and the traffic rate is µ = 1. The most
important finding is both algorithms converge to the same value, and this is expected as
both algorithms are proven to converge [210, 206]. However, these results validate our
work in Chapter 4. The second important finding is that DQR shows better performance
before converging, which is attributed to using double estimators, ensuring unbiased
routing decisions.
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Figure 5.1: Double Q-learning Convergence

5.5.3 Delivery Reliability Analysis

In these experiments, the delivery performance is evaluated under different network con-
ditions ranging from normal operation to under complicated attacks. In addition, the
packet delivery ratio and hop counts are considered to compare the optimality of the
routing decisions made by both protocols, DQR and QRT.

The first experiment studies the performance under normal operation with variable traffic
rates, starting at 1p/s and doubling it each time. No malicious SNs are considered
in this experiment. Benign nodes may drop randomly 1% of the traffic. Fig. 5.2a
and 5.2d show the delivery ratio and the hop counts for both protocols under normal
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operation, respectively. DQR shows superior data delivery performance with optimum
routing decisions. On the other hand, QRT shows high variability in terms of delivery
ratio and hop count, which indicates that QRT does not converge to the optimum action-
value(s) all the time. Moreover, it finds difficulty working under low traffic rates.

In the second experiment, blackhole and selective forwarding attacks are launched during
the simulation to study the robustness of both protocols. Both attacks may disrupt the
network operation. Therefore, nodes should always choose the most reliable path to
destinations. The performance has been evaluated for a variable number of malicious
nodes, starting from 1 malicious nodes and up to 50% of the total number of SNs. Fig.
5.2b, 5.2c, 5.2e and 5.2f show the delivery ratio and the hop counts under blackhole and
selective forwarding attacks, respectively. Across all scenarios, DQR chooses the most
optimal reliable paths, as illustrated in the hop counts results. When the number of
malicious nodes increases, DQR avoids malicious paths and tends to choose longer but
reliable paths. On the other hand, QRT is not able to detect malicious paths, as shown
in the decreasing hop counts when introducing more malicious nodes. This means that
packets end up in malicious nodes, which explains the low delivery ratio.
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Figure 5.2: The average delivery and hop counts ratios under different conditions

In the third scenario, sinkhole, which is a route poisoning attack, is launched to study the
impact of receiving dishonest updates from other agents on routing decisions. Different
levels of poisoning are evaluated starting by increasing the updates by 25% and doubling
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it up to 100%. The delivery and hop counts ratios are illustrated in Fig. 5.3a - Fig. 5.3f.
The results show that DQR is robust under different poisoning levels and can achieve a
high delivery ratio. It is worth noting that in the worst-case scenario, when malicious SNs
advertise zeros, DQR takes slightly longer paths as the received false updates influence
not only the SN itself but also its neighbors. However, this behavior does not affect the
delivery ratio.
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Figure 5.3: The average delivery and hop counts ratios under sinkhole attack

5.5.4 Convergence and Mobility

Q-learning is proved to converge to the optimum action-value(s) [210], as is double Q-
learning [206]. However, convergence time is a crucial factor. A longer time to converge
implies risking more packets to lose and consuming extra resources. In this experiment,
the convergence time is evaluated in two scenarios, at the beginning of the simulation and
when patients change their locations. Fig. 5.4a demonstrates the convergence time at the
beginning of the simulation, where SNs have no information about the environment and
need to explore the environment in order to converge. DQR converges faster than QRT
thanks to its asynchronous updating algorithm. It takes less than 50% time to converge
compared to QRT. It is worth noting that QRT performs well at the early start because it
is provided by positional information, while DQR works without any prior knowledge. In
the second scenario, patient mobility is considered within the hospital ward. Assuming
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Figure 5.4: The average convergence time at the begining of the simulation is shown in
5.4a, while in 5.4b the average delivery ratio is shown when three patients change their
locations inside the ward at 100s and 150s

that the patient could have up to three SNs. Thus, the simulation is run for 1, 2, or
3 randomly chosen SNs at a time. Two patient’s movements have been simulated at
times 100s and 150s. The simulation has been run for a hostile environment where 50%

of the nodes are launching blackhole attacks. Fig. 5.4b shows mobility results for only
three SNs for clarity as it represents the worst case. The results show a fast convergence
without any noticeable performance degradation for the DQR protocol, which proves
the robustness of our methods. On the other hand, QRT suffers from difficulty in re-
converging, especially after the second movement.

5.5.5 Energy Efficiency

The energy efficiency has been evaluated in two experiments, by modelling the energy
consumption as explained in Section 5.4.3 in our simulations. In the first, the network
lifetime has been compared between both protocols. The second scenario shows the
average consumed energy by a node for different traffic rates. Network lifetime could be
defined as the running time until a node dies [193]. Both simulation scenarios have been
carried out under normal operation without introducing any attack. Fig. 5.5a shows the
percentage of alive nodes during the simulation. QRT has a very short network lifetime
compared to DQR. The first node dies after around 16s on average. This deficiency could
be attributed to two reasons. First, QRT does not take any energy-related factor into
account to choose the optimal path, and most importantly, the excessive information
exchanging increases the RF activities significantly, which is responsible for 80% of the
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Figure 5.5: The average alive SNs ratio is shown in 5.5a, while the average consumed
energy for variable traffic rates is shown in 5.5b

consumed energy. On the other hand, DQR shows superior performance because of its
resource-conservative design, which is clearly reflected in consuming less energy for all
traffic rates, as obviously seen in Fig. 5.5b.

5.5.6 Computational Overhead

In this experiment, both protocols’ processing and memory overheads are evaluated. The
experiment was carried out on an Intel Core i9-10885H at 2.4GHz and 32GB RAM. The
computational overhead has been evaluated for traffic rate µ = 4p/s as QRT performs
poorly for traffic rates less than 4p/s as shown in Fig. 5.2a. No attacks were launched
during the simulation. The simulation was repeated 30 times, and then the mean with
one standard deviation was reported.

The average processing time of both protocols is illustrated in Fig. 5.6a. The results
show a minimum processing overhead of DQR. It saves around 50% processing overhead
compared to QRT. This proves that our novel RL model is resource-efficient. Moreover,
unlike QRT, DQR has minimum variability. The low variability of DQR indicates that
DQR is always able to converge swiftly without any difficulties, proving its robustness.

Memory consumption is another crucial factor for constrained devices, such as SNs. Fig.
5.6b depicts the average consumed memory of both protocols. During the simulation,
the memory allocations were traced using a memory allocation module called tracemalloc
[203]. The results show that DQR is able to save up to 80% of QRT consumed memory.
Moreover, unlike QRT, DQR shows almost no variability, which indicates its robustness.
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Figure 5.6: The average processing time and memory consumption

The results of this experiment show that DQR has a minimum footprint in terms of
processing time and consumed memory. This lightweight computational overhead could
be attributed to its resource-efficient design represented in synchronous and asynchronous
Q tables updating algorithms. Furthermore, this novel design is able to converge swiftly
with minimum variability allowing the packets to reach their destinations efficiently.

5.6 Conclusion

The resource scarcity and the sensitive applications have brought enormous challenges
to WMSN routing protocols. The existing routing protocols for WSN cannot be directly
adopted for WMSN due to overlooking some imperative requirements. In this chapter, a
lightweight, reliable, and energy-efficient routing protocol for WMSN has been proposed.
DQR is a double Q-learning routing protocol that uses the proposed RL model in Chapter
4. It uses two updating methods combined with trust management and energy models
to ensure lightweight, reliable, and resource-efficient data delivery. The experimental
results show superior performance with minimal resource footprint.



Chapter 6

A Trust Management Module for
NS3 Simulator

Trust management offers a further level of defense against internal attacks in WMSN
and ad hoc networks in general. Deploying an effective trust management scheme can
reinforce the overall network security and enhance routing decisions. Despite limitations,
however, security researchers often use numerical simulations to prove the merits of novel
methods. This is due to the lack of an adequate testbed to evaluate the proposed trust
schemes. Therefore, there is a demanding need to develop a generic testbed that can be
used to evaluate the trust relationship for different networks and protocols. In this chap-
ter, an NS-3 module consisting of three main components to evaluate the different trust
relationships: direct trust, uncertainty, and indirect trust, is proposed. It is designed
to meet usability, generalisability, flexibility, scalability, and high-performance require-
ments. A series of experiments involving 1680 simulations were performed to prove the
design and implementation accuracy of TrustMod. The performance results show that
TrustMod’s resource footprint is minimal, even for very large networks.

The main findings of this chapter were presented at the IEEE 20th International Con-
ference on Trust, Security and Privacy in Computing and Communications (TrustCom)
[211].
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6.1 Introduction

Abundant research is put forward to evaluate the trust relationship using different ap-
proaches and techniques [212]. However, the majority of these trust schemes are evaluated
using numerical simulations due to the shortage of a dedicated simulator or a testbed
to simulate the trust relationship. Trust evaluation using numerical computing envi-
ronments such as MATLAB can only provide an abstract mathematical and numerical
analysis for the proposed trust schemes. However, these unrealistic experiment setups
cannot reflect the actual network operation where tens of protocols from different stack
layers work collaboratively. For instance, traffic rates, packet re-transmissions, collisions,
and routing protocols are all examples of network operating conditions and protocols
that cannot be fulfilled using existing numerical analysis tools, including MATLAB.
This chapter, therefore, presents TrustMod, a new testbed environment for NS3 [185] to
realistically simulate the trust relationship on ad hoc networks, which WMSN is part of.

Among a wide range of network simulators, NS-3 [185] has been chosen to build this
testbed for several reasons. First, it is an open-source network simulator designed es-
sentially for research. It provides a robust core written in C++ with high compatibility
and scalability characteristics. Unlike NS-2, which uses OTcl to write the simulation
scenario, NS-3 uses C++ with Python bindings that allow researchers to import NS-3
libraries as Python modules. Moreover, the performance analysis of NS-3 shows an op-
timal trade-off between memory consumption and simulation run-time among different
network simulators [213].

6.2 Contribution

The main contribution of this chapter is introducing a trust management module for
NS-3. Our proposed NS-3 module, TrustMod, consists of three main components which
are direct trust evaluation, uncertainty evaluation, and indirect trust evaluation. It
has been designed to be resource efficient and easily integrated as other NS-3 modules.
Furthermore, the code of our proposed trust management module is made available on
GitHub.

https://github.com/mshsyr/TrustMod
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6.3 Related Work

Many different trust schemes are proposed in the literature for different wireless net-
works and applications. However, due to the unavailability of more realistic trust evalu-
ation simulators or testbeds, MATLAB is still the first choice for researchers to evaluate
their schemes’ effectiveness. Few tools are introduced in the literature to evaluate trust
schemes, such as TOSim [214] and TRMSim-WSN [215]. In [214], the authors intro-
duced a tool to evaluate various types of trust and reputation schemes targeting overlay
networks with four threat models. It is a scope-specific tool that is not applicable to
other networks. In [215], the authors introduced a simple java-based trust simulator for
Wireless Sensor Networks (WSNs). This simulator allows the researchers to tune several
parameters, such as the number of nodes and delay, to simulate different kinds of mali-
cious activities. However, as the protocol stack is not implemented in TRMSim-WSN, it
is regarded as a conceptual simulator that cannot reflect the realistic network’s behavior.
The main shortcomings of using the aforementioned tools are the incapability of simulat-
ing the targeted network operating conditions and the inability to integrate with other
stack layers; therefore, the proposed trust schemes cannot be evaluated under different
stack protocols, such as routing protocols. Table 6.1 shows the most used tools in the
literature to simulate proposed trust schemes.

On the other hand, TrustMod is a generic trust management testbed built as a module
for NS-3. It works as a cross-layer module in the TCP/IP stack. Therefore, to the
best of our knowledge, it is the first trust management testbed fully integrated with
the protocol stack and can be used with different networks and under different network
conditions and parameters. It can be added like any other built-in modules to the nodes,
which are the conceptual computing devices in NS-3. Researchers can use the NS-3
attributes system to configure the required trust management properties and then write
their scheme implementation.

6.4 Network Simulator 3

For decades, NS-2 [136] was regarded as the de-facto standard simulator for research.
Countless published research papers are evaluated using NS-2. In 2006, a project to
develop a new network simulator to replace NS-2 was begun. NS-3 is built from scratch
using C++, although some models are ported from predecessor simulators such as NS-2,
YANS [216] and GTNetS [217]. The initial release of NS-3 was available in 2008, while
the development and maintenance of NS-2 stopped in 2010 [218]. The main goal was to
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Table 6.1: The used simulators in the literature to evaluate trust schemes

Simulator Trust Module Networks Comments

MATLAB No N/A
It has been widely used in the litera-
ture. Not a network simulator. It pro-
vides numerical analysis.

TRMSim-
WSN [215] Yes WSN

A java based trust simulator to evalu-
ate trust schemes for WSN. It is a scope
specific simulator with a few parame-
ters to adjust. The protocol stack is
not implemented in TRMSim-WSN.

TOSim [214] Yes Overlay
networks

A scope specific simulator that cannot
be used for other networks.

NS-2 [136] No Generic

An old simulator. Development has
been discontinued. It does not have
trust module. Researchers need to im-
plement their schemes and analyses the
trace files to obtain the results.

NS-3 [185] No Generic

A research oriented simulator. It does
not have a trust module. Researchers
need to implement their schemes and
analyses the trace files to obtain the re-
sults.

enhance the NS-2 models’ realism by making it closer to how real computers operate.
For instance, NS-3 adopts the Linux architecture for sockets and internal interfaces.
Moreover, NS-3 supports emulations by incorporating real network devices to form a real
testbed.

NS-3 is built as software libraries that can be linked to the simulation scenario statically
or dynamically. Fig. 6.1 describes how the NS-3 modules are organized. Module de-
pendencies may usually exist with other underneath modules. The core module of NS-3
consists of C++ classes that provide time services, smart pointers, callbacks, debugging
facilities, and other significant services. These services are used by all kinds of hardware,
protocols, and environmental models. The list below contains other important NS-3
components:

• Network module, which models the network packet, packet tags, and packet head-
ers. Moreover, the node class and the abstract base class netdevice are defined in
this module, in addition to addressing types such as IPv4 and MAC.

• Mobility module, which has different mobility models such as static, random, and
walk.
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• Helper API contains classes and methods that provide high-level wrappers to en-
capsulate low-level API calls. It is widely used when scripting a simulation scenario.

Helper

Protocols Devices Applications .....

Internet Mobility

Network

Core

Figure 6.1: NS-3 Modules Architecture

NS-3 allows researchers to evaluate their simulation models using different kinds of tools
and systems. A logging facility is used to monitor and debug the execution of the simula-
tion scenario. It can be enabled from the simulation script for different NS-3 components
using the environment variable NS_LOG. Logging messages are classified into differ-
ent severity classes, where the user can set to see the log of a specified severity class
for a specified NS-3 component. The tracing system is another tool to allow users to
gather information and statistics to evaluate their simulation models or modifications.
NS-3 defines two independent components, tracing sources and tracing sinks, where the
connection between the sources and the sinks can be established with the help of the
attributes and the callback mechanisms. NS-3 provides two kinds of tracing output. The
first is similar to NS-2, where all events associated with their properties, like timestamps,
are output to text files. The second tracing output is PCAP binary files for capturing
live traffic. PCAP files can be analyzed by TCPDUMP or Wireshark applications. Flow-
Monitor is an NS-3 module for monitoring traffic flows contributed by authors in [219].
It provides an easy tool to monitor the traffic across the network. It allows researchers to
measure the performance of their methods by providing different kinds of statistics such
as packet loss rate, delays, and bit rates. Furthermore, although NS-3 does not have a
built-in graphical animation tool, an offline animator toolkit can be used for visualiza-
tion. NetAnim is an example of those tools [220]. It uses the generated XML trace file for
animation. Animation includes but is not limited to transmitted packets over different
links, packets timeline with filtering capabilities, IP and MAC information, and routing
tables.
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6.5 The Proposed Trust Management Module

In this section, our trust management module for NS-3, termed as TrustMod, is intro-
duced. The design requirements are first identified, and then the module structure and
its components are presented.

6.5.1 Design Requirements

Different objectives are taken into account when designing our trust management mod-
ule for NS-3. These objectives cover various aspects such as usability, generalisability,
flexibility, scalability, and performance.

Usability is the first objective of our TrustMod module. Writing the simulation scripts
is already a time-consuming and complicated task. Long times are spent on writing
simulation scenarios and analyzing trace files. Therefore, the trust management module
must be easy to use. This gives the researchers more time to spend on their proposed
methods. The researchers can enable the trust management module for any node by
adding a few code lines. Moreover, they can instantiate different trust instances for
different nodes. The module design should also comply with other NS-3 modules; thus,
the researchers can easily configure and set the module instance attributes using the same
way as other modules.

Trust management systems may generally rely on two components, direct and indirect
trust evaluation. In direct trust evaluation, the trustor evaluates the trustee based on
direct observations. However, when the trustor does not have sufficient observation his-
tory, it can ask for recommendations from other network entities. This approach is widely
adopted in the literature [169, 170, 145, 221]. However, obtaining recommendations is
proved to be a time, and resource-consuming process [174]. Therefore, the trust evalua-
tion must comprise three main components. The direct trust evaluation process is based
on direct observations. The indirect trust evaluation, which is based on received recom-
mendations from other entities in the network, in addition to introducing an uncertainty
evaluation component that can manage the process of asking for recommendations with
a view to preserve resources.

The trust module must work with different protocols and applications. Therefore, re-
searchers can evaluate their methods for different networks and under different conditions.
In addition, the distributed approach provides more flexibility to support other services
and protocols within the node itself, such as secured routing protocols and access control
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mechanisms.

Obviously, deploying a trust module will consume some resources. However, memory and
processing overhead must be as low as possible to significantly maintain high simulation
performance when increasing the number of nodes. Therefore, the simulation time and
the memory footprints are expected to be minimal.

It is imperative that the proposed trust module can output all the results and statistics
in a readable and easy-to-use format. This output data has to be stored by the end of the
simulation process and retrieved later by researchers for results analysis. Several output
format candidates are available such as binary files, ASCII files, XML/JSON files, or
databases. Choosing the appropriate file format that allows the results to be stored and
retrieved efficiently is essential. TurstMod uses ASCII format for output, which provides
an effortless and readable way to obtain the simulation results. The trust results are
formatted in a way that allows researchers to import them to Excel readily.

6.5.2 Design Overview

NS-3 network entities are defined using Node class, which is a conceptual model that
other objects can be aggregated to it. The implementations of TCP/IPv4, TCP/IPv6,
and other related protocols are available in the internet stack module, which can be
installed into each node using the helper class. Sending and receiving packets using
this module goes through different layers from NetDevice to Application classes. Trust
management aims to monitor the behavior of others. Therefore, cross-layer information
should be received from different sources. This cross-layer architecture allows TrustMod
to receive all the needed information from other stack protocols. The received information
is then processed and stored in a dynamic data structure, which will be presented in the
next section. Fig. 6.2 provides an overview of the TrustMod structure showing the
implementation of receiving the cross-layer information from both sending and receiving
paths.

The TrustHelper class is used to initialize the trust module and aggregate it to the node.
Two cross-layer information sources from layers two and three are used to evaluate the
trust relationship. The first is NetDevice from the packets sending path. The SentInput
method is called, and the transmitted packet and the destination MAC address are passed
to it. In order to receive cross-layer information of the forwarded packets from layer 3, the
promiscuous mode must be enabled. Therefore, the SetPromiscReceiveCallback has to
be registered on the NetDevice in addition to writing the implementation of the method



The Proposed Trust Management Module 133

PromiscReceive. This allows layer 3 to receive the sniffed packet from lower layers, which
in turn passes it with the source MAC address to the ForwardedInput method.

The observed interactions form sequences of discrete-time data. This period is set by
a predefined attribute called TimeUnitAttribute, which can be set from the simulation
script. This attribute timely controls all the operations inside the Trust module. There-
fore, trust evaluation is scheduled at the end of each time unit by calling the method
TrustSchemeManager in the TrustScheme class. Researchers have to write the imple-
mentations of their trust schemes in the following methods:

• DirectTrustEvalaution method: This method is used to evaluate the trust value
based on direct observations.

• UncertaintyEvalaution method: This method is introduced to specify when to con-
sider second-hand information from other neighbors.

• RecommendationsEvalaution method: This method is used to evaluate the received
recommendations and filter out those untrustworthy ones.

• OverallTrustEvalaution: This method is called once having all the required infor-
mation in order to evaluate the overall trust value.

TrustMod inherits from the Application class to allow sending and receiving recommen-
dations. Once TrustMod is installed using TrustHelper, it initializes the recommenda-
tions listener in order to receive both recommendation requests from other neighbors
and the expected recommendation responses for the recommendation requests sent by
the node itself. The simulation script specifies the listening port by setting the predefined
attribute RecommendationListenerPortAttribute. A receive callback is defined for the re-
ceiving socket. Therefore, received packets are processed in the RecommendationReceive
method in order to differentiate between requests and responses. Based on the received
packet type, a recommendation processor is called from the TrustScheme class. Fig. 6.3
and Fig. 6.4 show the recommendation packet format for both request and response
types. Both have packet type, trustee MAC, trustor IP address, and TrustNode (TN)
sequence number. The packet type field is used to differentiate between request and
response packets, while the trustee MAC field is used to specify the node in question.
Trustor IP is set to the IP address of the recommendation sender. The TN sequence
number represents the sequence number of the TN when the trustor is uncertain about
the trustee’s trustworthiness and needs second-hand information to evaluate the overall
trust value. It is used to indicate to the TN object where the second-hand information
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is needed, and its value will be used in the recommendation response packet. On the
other hand, the recommendation response has two more fields. The first contains the
trust value, while the second represents how certain the recommender is about this trust
value.

6.5.3 Trust Module Data Structure

TrustMod receives cross-layer information and recommendation responses during the
simulation process. This information is usually processed at the end of the time unit.
Moreover, researchers expect detailed statistics and results at the end of the simulation.
Therefore, the aforementioned information needs to be saved efficiently during the sim-
ulation. Two classes are defined for this purpose. The first is the TrustNode (TN) class
to save the observations, while the second is the ReceivedRecommendations (RR) class
to save the received second-hand information.

TrustMod instantiates a TN object for each time unit to save the observations and other
related information. Therefore, an efficient data structure is required to store a series
of TN objects for each trustee. In TrustMod, a map of vector pointers is adopted as
shown in Fig. 6.5. The map key is set to be the trustee MAC address, while the mapped
value is a pointer to a vector of TN objects. Each TN has different attributes to save
observations, such as m_forwardedPackets and m_droppedPackets. In addition to the
primitive attributes, there are two objects. The first is used to track the trust scheme
parameter changes, while the second is used to store the received recommendations. As
the recommendation request is broadcasted over the network, it is expected to receive
recommendations from multiple nodes. These recommendations are stored for further
processing to filter out dishonest ones. Therefore, TrustMod uses a vector of Receive-
dRecommendations object pointers to store the received recommendations. Adopting
this data structure, as mentioned earlier, allows a dynamic memory allocation. More-
over, using pointers makes the management of data structures more efficient by saving
memory and reducing the module’s complexity.
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Figure 6.2: Trust Module Overview
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Type
<Req>

Trustee MAC
<MAC>

Trustor IP
<IP>

TN Seq
<Seq>

Octets 3 17 7-15 1-10

Figure 6.3: Recommendation Request Format

Type
<Res>

Trustee MAC
<MAC>

Trustor IP
<IP>

TN Seq
<Seq>

Octets 3 17 7-15 1-10

Trust
<Value>

Uncertainty
<Value>

22

Figure 6.4: Recommendation Response Format

Trustee MAC <TrustNode *> *vector

00:00:00:00:00:01 0x55f3661e6e20

00:00:00:00:00:02 0x55f3662e76c0

tn sequence

1

Trust Node Object

   - m_forwardedPackets
   - m_droppedPackets
   .

      .
      .

   - *m_sp
   - *m_recommednations

Map

........

2 n

Key Mapped Value
SchemeParameters Object

Trust Scheme Parameters

........ vector<ReceivedRecommendatins *> *m_recommendations

vector<TrustNode *> *v

ReceivedRecommendations Object

   - m_seq
   - m_receivedTrust
   - m_receivedUncertainty

receivedRecommendatins sequence

12n

Figure 6.5: Trust Module Data Structure

6.5.4 Trust Module Implementation

The proposed trust management module is implemented using six classes. The Trust
class represents the core of the module. It is responsible for initializing the trust module
for each node, linking with other stack layers, listening for recommendation requests,
and processing the observed information. TrustHelper class provides a separate API on
top of the core NS-3 API. This helper class makes the use of the TrustMod module
easier by creating and configuring the trust module effortlessly. Moreover, TrustMod
has two additional classes for modeling the data structure of the module. The first is
TrustNode class, which stores all the statistics and trust information for a one time
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unit during the simulation. It provides the necessary attributes and methods to store
and evaluate the trust relationship. The second is ReceivedRecommendations class,
which stores and processes the received recommendations for each sent recommendation
request. On the other hand, researchers propose different methods to evaluate the trust
relationship, which usually introduce new parameters and mechanisms. Therefore, two
classes are used to integrate the researchers’ methods into the trust module. The first
is SchemeParameters class, which can be used to define scheme proprietary parameters.
The second is TrustScheme, which provides the core of trust evaluation. This class
is designed to have all the evaluation operations, such as processing the two kinds of
recommendation requests and response packets. Moreover, four methods are provided
for researchers to implement their trust scheme as detailed in Section 6.5.2. All the
required information is passed as arguments to these methods with a view to providing
all the necessary information for any proposed trust scheme. These arguments are passed
as pointers to minimize memory and processing overhead.

All NS-3 modules are located in the src directory, where the directory’s name is the name
of the module. TrustMod is organized into six directories in addition to a wscript file,
as illustrated in Fig. 6.6. The TrustHelper class source code is available in the helper
directory. The model directory contains Trust, TrustNode, ReceivedRecommendations,
SchemeParameters, and TrustScheme classes. The bindings directory contains files re-
lated to Python bindings, while the test directory includes required module test files.
Simulation examples are provided in the examples directory, while manual and useful
instructions are provided in the doc directory. Finally, as all NS-3 modules depend on
core modules, these dependencies are defined in the wscript file. Moreover, all module
source and header files must be defined there. The wscript file can be regarded as a
Makefile.

Trust Module

modelhelper bindingsdoc examples test

wscript

Figure 6.6: TrustMod Organization
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6.6 Module Validation

In this section, we validate the results obtained by the TrustMod module. The proposed
trust scheme in Chapter 3 is adopted for the validation process. Simulation parameters
of LTMS have been adopted to validate our trust management module by comparing the
results obtained using TrustMod module with those obtained by analyzing trace files.
Researchers usually evaluate the trust relationship offline after running the simulation
scripts to simulate their network scenarios. At the end of the simulation, the output will
be a trace file that shows all the events and logs during the simulation. By analysing
the trace file, they can evaluate the trustworthiness of the network’s nodes. However, in
TrustMod, everything is evaluated online during the simulation process. Therefore, the
evaluated trust data could be used as input to other processes, such as routing protocols.
Moreover, the researchers do not need to process the trace files to obtain any further
results. Therefore, in order to validate TrustMod results, we run the same simulation
scripts and compare the results obtained automatically by TrustMod by those obtained
by analysing the trace files after the simulation.

The traffic is generated using the parameterized exponential density function shown in
Eq. 6.1, which makes the number of packets different each time.

p(x; b) =

µe−µx x ≥ 0

0 x < 0
x ∈ [0, b] (6.1)

where µ is the traffic rate parameter, and b is the bound parameter which can be used to
make the generated values bounded over the interval [0, b] as the exponential distribution
is theoretically unbounded.

Moreover, we adopted a randomized attack model, where malicious nodes decide to
forward or drop each received packet randomly. Different factors impact the dynamic
evaluation of TrustMod, such as scheduled events processing and observation recording.
Therefore, in order to validate the TrustMod module, the simulation scenarios will be
run multiple times, and then the results will be averaged out. We run the simulation
30 times for each simulation parameters setting, followed by a statistic test. It is worth
mentioning here that when the sample size is 30, the sampling distribution approximates
the Gaussian distribution [201]. The two-sample Kolmogorov-Smirnov (K-S) test, a
nonparametric hypothesis test, is applied to ensure that the two distributions obtained
from the results using TrustMod module and trace file analysis are the same [222]. The
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K-S test rejects the null hypothesis at the 5% significance level. The malicious activities
are integrated into the RouteInput method of the AODV protocol. The indirect trust
evaluation has been manually stopped before the simulations in order to neutralize the
recommendation exchanging messages on the results. The trust scheme’s robustness
against on-off attacks is evaluated using the on-off Attack Detection Metric proposed in
Chapter 3. The validation process is carried out for the following scenarios.

6.6.1 Variable Traffic Rates

In this experiment, we validate our proposed trust module for variable traffic rates ranging
from low to high. The traffic rate has doubled each time, starting at µ = 5. The
obtained results using TrustMod and the offline analysis are averaged out and reported
with one standard deviation in Fig. 6.7a-6.7d, which show the detection performance
for variable on-off attack cycles. The figures show an identical behavior without any
noticeable difference between using TrustMod and without using it. This ensures the
design and implementation accuracy of TrustMod. The detection performance ranges
between around 74% and 97%. Table 6.2 shows the two-sample K-S test results for each
parameters setting, including the test decision for the 30 runs of simulation, P-value,
and test statistic. The minimum, maximum, mean, and standard deviation values have
been reported. It is worth mentioning that due to the high randomness level of the
simulation settings, the results show some low minimum P-values. Therefore, the mean
and standard deviation of the P-value have been reported to show that even though
some low minimum values are shown in the table, the averaged P-value is still high,
proving that the obtained trust values by the two methods are almost identical. The
test statistic represents the maximum absolute difference between the two cumulative
distribution functions as shown in Eq. 6.2.

D∗ = max
x

(|F̂1(x)− F̂2(x)|) (6.2)

where D∗ represents the test statistic, F̂1(x) is the cumulative distribution function
for the trust values obtained using TrustMod modules, and F̂2(x) is the cumulative
distribution function for the trust values obtained using trace file analysis.

The results show that the average test statistic ranges between 0.029 and 0.064, which
indicates that both cumulative distribution functions are very similar.
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(c) (d)

Figure 6.7: The detection performance for variable traffic rates

6.6.2 Variable Drop Rates

In this experiment, we use on-off attacks with variable drop rates to evaluate the detection
performance using TrustMod and without using it. The drop rate varies between 10%
and 100% during the on period. This experiment has been conducted for two different
on periods, 20 and 50 time units, using the same traffic rate µ = 10. Fig. 6.8a and Fig.
6.8b show the detection performance with one standard deviation for both methods. It is
obvious that the reported detection performance for TrustMod and trace file analysis are
identical, which means that the two implementations follow the same behavior in attack
detection.

On the other hand, a further investigation is done using the two-sample K-S test to ensure
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Table 6.2: K-S test for variable traffic rates

Simulation K-S test P-value Test statistic
parameters decision Min Max Mean Std Min Max Mean Std

µ = 5, period = 10 30/30 0.524 1.0 0.952 0.124 0.005 0.080 0.032 0.020
µ = 5, period = 20 30/30 0.601 1.0 0.973 0.078 0.005 0.076 0.031 0.018
µ = 5, period = 30 30/30 0.687 1.0 0.966 0.082 0.005 0.071 0.032 0.018
µ = 5, period = 40 30/30 0.847 1.0 0.986 0.039 0.015 0.061 0.032 0.013
µ = 10, period = 10 30/30 0.524 1.0 0.918 0.135 0.015 0.08 0.042 0.020
µ = 10, period = 20 30/30 0.776 1.0 0.985 0.049 0.01 0.065 0.029 0.014
µ = 10, period = 30 30/30 0.607 1.0 0.980 0.081 0.010 0.075 0.029 0.013
µ = 10, period = 40 30/30 0.693 1.0 0.977 0.062 0.015 0.070 0.034 0.014
µ = 20, period = 10 30/30 0.374 1.0 0.963 0.117 0.010 0.090 0.036 0.016
µ = 20, period = 20 30/30 0.445 1.0 0.946 0.137 0.010 0.085 0.038 0.017
µ = 20, period = 30 30/30 0.693 1.0 0.967 0.073 0.010 0.070 0.038 0.014
µ = 20, period = 40 30/30 0.310 1.0 0.924 0.154 0.015 0.095 0.043 0.019
µ = 40, period = 10 30/30 0.205 1.0 0.748 0.254 0.030 0.106 0.064 0.020
µ = 40, period = 20 30/30 0.312 1.0 0.798 0.193 0.025 0.095 0.059 0.018
µ = 40, period = 30 30/30 0.205 1.0 0.793 0.229 0.030 0.106 0.061 0.018
µ = 40, period = 40 30/30 0.203 1.0 0.776 0.246 0.030 0.106 0.061 0.020

that the two obtained trust series come from the same distribution. Thirty simulation
runs have been carried out for each simulation parameters setting. This results in a total
of 600 simulation runs. Table 6.3 shows the two-sample K-S test for the variable drop
rates experiment. The null hypothesis has been accepted in 596 out of 600 simulation
runs, which makes up 99.3% of all simulation runs. The four rejected cases have been
intensely investigated to find out the reason for the rejection. The comparison of the two
trust series shows very close trust values over time, following the same trend. Moreover,
the detection performance for both simulations was identical, which proves that both
trust series are almost identical. Furthermore, the averaged P-value of the parameter
settings that reported one rejection shows a high probability of accepting the null hy-
pothesis up to 92.5%. Therefore, this trivial difference in the trust values obtained from
TrustMod module and trace file analysis can be attributed to the high simulation ran-
domness and the system design. All generated traffics and packet dropping are randomly
achieved during the simulation, as discussed earlier. Moreover, we obtain an efficient
method to store and process the observations during the simulations. All TN objects
are created just after the watchdog unit reports new observations during a specific time
unit. Afterward, all required processing is scheduled to be run at the end of the current
time unit. This efficient mechanism may lead to having few observations reported in the
next time unit as all processing is running online, in contrast to trace file analysis where
the processing is running offline after the simulation.



Module Validation 142

(a) (b)

Figure 6.8: The detection performance for variable drop rates

Table 6.3: K-S test for variable drop rates

Simulation K-S test P-value Test statistic
parameters decision Min Max Mean Std Min Max Mean Std

µ = 10, period = 20, drop = 10% 30/30 0.102 1.0 0.590 0.305 0.035 0.121 0.077 0.023
µ = 10, period = 20, drop = 20% 30/30 0.445 1.0 0.906 0.138 0.035 0.085 0.051 0.013
µ = 10, period = 20, drop = 30% 29/30 0.002 1.0 0.925 0.223 0.010 0.186 0.044 0.032
µ = 10, period = 20, drop = 40% 29/30 0.007 1.0 0.868 0.289 0.015 0.166 0.046 0.034
µ = 10, period = 20, drop = 50% 30/30 0.061 1.0 0.938 0.186 0.015 0.131 0.037 0.023
µ = 10, period = 20, drop = 60% 30/30 0.165 1.0 0.940 0.200 0.015 0.11 0.036 0.022
µ = 10, period = 20, drop = 70% 30/30 0.445 1.0 0.949 0.116 0.010 0.085 0.033 0.021
µ = 10, period = 20, drop = 80% 30/30 0.693 1.0 0.981 0.061 0.005 0.070 0.0271 0.016
µ = 10, period = 20, drop = 90% 30/30 0.607 1.0 0.969 0.099 0.005 0.075 0.030 0.017
µ = 10, period = 20, drop = 100% 30/30 0.310 1.0 0.943 0.150 0.005 0.095 0.033 0.021
µ = 10, period = 50, drop = 10% 30/30 0.080 1.0 0.582 0.279 0.030 0.126 0.077 0.022
µ = 10, period = 50, drop = 20% 30/30 0.445 1.0 0.884 0.155 0.025 0.085 0.052 0.015
µ = 10, period = 50, drop = 30% 30/30 0.524 1.0 0.964 0.094 0.020 0.080 0.040 0.013
µ = 10, period = 50, drop = 40% 29/30 0.000 1.0 0.744 0.330 0.025 0.307 0.067 0.053
µ = 10, period = 50, drop = 50% 29/30 0.034 1.0 0.847 0.296 0.010 0.141 0.049 0.033
µ = 10, period = 50, drop = 60% 30/30 0.524 1.0 0.953 0.107 0.010 0.080 0.040 0.015
µ = 10, period = 50, drop = 70% 30/30 0.696 1.0 0.984 0.056 0.020 0.070 0.036 0.011
µ = 10, period = 50, drop = 80% 30/30 0.849 1.0 0.976 0.040 0.015 0.061 0.038 0.013
µ = 10, period = 50, drop = 90% 30/30 0.524 1.0 0.961 0.098 0.015 0.080 0.037 0.015
µ = 10, period = 50, drop = 100% 30/30 0.776 1.0 0.973 0.056 0.009 0.065 0.037 0.014

6.6.3 Non-Identical Periods

In this experiment, we run more sophisticated on-off attacks to validate the obtained
results of our TrustMod module. The ratio of the on-to-off period varies, starting from
10% to 100%, in order to make the attack harder to detect. The traffic rate µ is set to
10, and two on periods have been considered, 20 and 50. A total of 600 simulation runs
for 20 different parameters setting are carried out. Fig. 6.9a and Fig. 6.9b show the
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detection performance with one standard deviation for both methods, TrustMod module
and trace file analysis. The two figures show an almost identical performance for the two
methods in both periods.

The same nonparametric hypothesis test has been used to ensure that both trust series
come from the same distribution. Table 6.4 shows the two-sample K-S test results. The
test decision has accepted the null hypothesis in the 600 simulation runs, which makes
up a 100% accepting rate. The averaged P-value ranges between 0.862 and 0.992, with
a maximum P-value of 1 for all parameters setting. Moreover, the averaged test statistic
shows very low values ranging from 0.027 to 0.050. These reported values, along with the
detection performance results, prove that both trust series are almost identical, which
ensures the design and implementation accuracy of TrustMod.

(a) (b)

Figure 6.9: The detection performance for different on-off ratios

6.7 Computational Overhead

In this section, we evaluate the performance overhead introduced by TrustMod module.
A number of simulations are carried out to measure the computational time and the used
memory by increasing the network size.

6.7.1 Simulation Scenario

The network topology plays a significant role when evaluating the performance. For
instance, choosing randomized parameters, such as nodes’ positions and traffic rates,
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Table 6.4: K-S test for non-identical periods

Simulation K-S test P-value Test statistic
parameters decision Min Max Mean Std Min Max Mean Std

µ = 10, period = 20, ratio = 10% 30/30 0.165 1.0 0.862 0.221 0.020 0.111 0.050 0.022
µ = 10, period = 20, ratio = 20% 30/30 0.254 1.0 0.877 0.217 0.020 0.101 0.047 0.022
µ = 10, period = 20, ratio = 30% 30/30 0.374 1.0 0.936 0.161 0.015 0.090 0.040 0.019
µ = 10, period = 20, ratio = 40% 30/30 0.524 1.0 0.934 0.134 0.015 0.080 0.039 0.019
µ = 10, period = 20, ratio = 50% 30/30 0.061 1.0 0.920 0.205 0.015 0.131 0.038 0.025
µ = 10, period = 20, ratio = 60% 30/30 0.524 1.0 0.957 0.109 0.015 0.080 0.035 0.017
µ = 10, period = 20, ratio = 70% 30/30 0.852 1.0 0.992 0.028 0.010 0.060 0.027 0.012
µ = 10, period = 20, ratio = 80% 30/30 0.852 1.0 0.992 0.028 0.010 0.060 0.028 0.013
µ = 10, period = 20, ratio = 90% 30/30 0.607 1.0 0.965 0.096 0.010 0.075 0.034 0.017
µ = 10, period = 20, ratio = 100% 30/30 0.776 1.0 0.986 0.043 0.015 0.065 0.031 0.014
µ = 10, period = 50, ratio = 10% 30/30 0.445 1.0 0.890 0.149 0.020 0.085 0.050 0.016
µ = 10, period = 50, ratio = 20% 30/30 0.205 1.0 0.909 0.204 0.024 0.106 0.046 0.020
µ = 10, period = 50, ratio = 30% 30/30 0.445 1.0 0.921 0.153 0.015 0.085 0.045 0.017
µ = 10, period = 50, ratio = 40% 30/30 0.693 1.0 0.935 0.096 0.030 0.070 0.046 0.013
µ = 10, period = 50, ratio = 50% 30/30 0.310 1.0 0.886 0.191 0.020 0.095 0.049 0.019
µ = 10, period = 50, ratio = 60% 30/30 0.131 1.0 0.868 0.246 0.020 0.116 0.050 0.023
µ = 10, period = 50, ratio = 70% 30/30 0.374 1.0 0.932 0.147 0.020 0.090 0.043 0.017
µ = 10, period = 50, ratio = 80% 30/30 0.607 1.0 0.961 0.092 0.012 0.075 0.037 0.016
µ = 10, period = 50, ratio = 90% 30/30 0.607 1.0 0.952 0.107 0.010 0.075 0.037 0.017
µ = 10, period = 50, ratio = 100% 30/30 0.607 1.0 0.976 0.076 0.015 0.075 0.034 0.014

affects the comparison process of simulations. Therefore, in order to make the comparison
fair, the grid position allocation has been adopted, and the Constant Bit Rate (CBR) is
used to generate traffic. Table 6.5 shows the used simulation parameters. The network
topology consists of rows of nodes, where one of them acts as a sink, and other nodes act
as clients. The propagation delay is constant, and the propagation loss model depends
on the distance between the transmitter and receiver with a view to minimizing their
impacts on the performance measurements.

Table 6.5: TrustMod Simulation Parameters

Parameter Value
Application CBR
Interval 1s
Packet size 264B
Routing Protocol AODV
Radio Range 10m
Propagation delay
model Constant speed propagation delay

Propagation loss model Range propagation loss
Time unit 10s
Simulation Time 500s
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6.7.2 Performance Results

The performance overhead introduced by TrustMod is evaluated for different network
sizes. The number of nodes in the network is increased from 5 to 200 nodes. The
processing time to run the simulation scenario, in addition to the memory usage, including
physical and virtual memory, are evaluated before and after enabling the TrustMod
module. The experiments are carried out on an Intel Core i5-8500T processor at 2.1GHz
and 4GB RAM. For each parameters setting, we run the simulations ten times. This took
around five days of simulation running on the aforementioned computer configuration.
The results are then averaged out and reported in the following figures considering one
standard deviation. Fig. 6.10 shows the processing time of using the TrustMod module
for different network sizes. It shows a minimal increase in processing time for large
network sizes along with unnoticeable overhead for small and medium networks, ensuring
the lightweight design of TrustMod.

Figure 6.10: The average processing time

The second important metric is memory consumption. The average virtual and physical
memory consumption are evaluated for a different number of nodes. Fig. 6.11a and
Fig. 6.11b show the average consumed physical and virtual memory, respectively. The
memory consumption is monitored during the simulation by scheduling five events with
a lag that represents 20% of the total simulation time. TrustMod module provides a
memory conservative trust management testbed. The memory overhead is unobtrusive
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for small and medium network sizes. Moreover, it shows an increase of around 7%
and 4% for physical and virtual memory for large networks, respectively. This slight
increase is expected by increasing the network size because each node maintains the
whole observations and trust evaluations for all nodes that were communicated with
during the simulation.

(a) (b)

Figure 6.11: Memory Consumption

6.8 Conclusion

Trust management schemes provide a powerful tool to reinforce the overall security.
Our proposed trust management module, TrustMod, provides a lightweight and accurate
testbed to evaluate the effectiveness of the proposed trust schemes. TrustMod is designed
to be an NS-3 module and can be easily integrated and used with any network protocol.
Validation results prove the high accuracy of the trust evaluations for a wide range of
simulation parameters setting with minimum resource overhead.



Chapter 7

Conclusion

This chapter summarizes the key outcomes of the preceding chapters and discusses the
limitations and the future directions of this body of work.

7.1 Summary

This work contributes to the state-of-the-art advancement in developing an efficient,
lightweight, and reliable routing protocol for WMSN. The methods proposed in this
thesis address several challenges to ensure delivery reliability in a resource-conservative
way.

Firstly, ensuring reliable data delivery requires integrating a security countermeasure to
deal with dropping attacks because traditional routing inputs, such as hop counts, cannot
be used to make trustworthy routing decisions that can avoid malicious paths between
the source and the destination. Although trust management is a promising candidate,
there are three main challenges. Any proposed TMS must be lightweight to fit the
tough resource constraints. Moreover, it should be effective and attack resistant. In
Chapter 3, we proposed an effective, lightweight and attack-resistant trust management
scheme for WMSN. The trust relationship between two SNs is modeled using a beta
probability distribution. Beta distribution-based trust management schemes suffer from
high detection time due to the fact that the evaluated trust value represents the long-term
expected value. As adversaries may take advantage of this drawback, a novel updating
mechanism is proposed to enable fast detection. The proposed updating mechanism
adopts the asymmetry trust principle to automatically penalize continuous bad behavior

147
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over time. The results show that the proposed updating methods are more sensitive to
bad behavior change and enhance the detection speed. Moreover, it immunizes the TMS
from being manipulated by on-off attacks.

Two trust evaluation methods have been proposed for different kinds of SNs to accommo-
date their resource-constrained nature. The first is based only on the proposed updating
algorithm and is proposed mainly for in-body SNs. However, it could be easily used by
other researchers to enhance the robustness of their proposed trust management schemes.
Moreover, in order to address the security concerns of complicated on-off attacks launched
by smart adversaries, a further level of protection is proposed in the second method for
on- and off-body SNs. This on-off protection module is designed to detect repeated be-
havior and penalize malicious trustees increasingly when they continue their malicious
activities. Thus, bad behaviour is becoming more difficult to be forgotten.

As discussed in Chapter 4, lightweight and reliable data delivery are the most crucial
requirements for designing a routing protocol for WMSN. Unfortunately, these two es-
sential requirements have been overlooked by the existing proposals in the literature.
The RL-based routing proposals are regarded as a resource-consuming process. To the
best of our knowledge, all routing proposals use the same traditional RL model, which
is also used in all RL applications. To bridge this gap, in Chapter 4, a lightweight RL
model has been proposed to deal with the resource constraints of SNs. However, it could
be adopted for other RL applications. The proposed RL model assumes a stationary
environment for a short time unit. This assumption allows the learning agent to repeat
the same action during a time window and afterward receive one accumulated reward
from the environment to update its estimators. This new approach in designing RL-
based applications reduces the number of estimators updating and hence can cut the
computational overhead significantly.

The synchronous updating method used with the proposed RL model may delay the
convergence as the learning agent takes longer time to tackle wrong routing decisions.
This shortcoming has been addressed by an asynchronous updating method. The asyn-
chronous updating mechanism can immediately update the estimators once a wrong
routing decision is made and allow the algorithm to converge faster. Moreover, it helps
the routing decision engine to recover and reflect any environment change fast.

To address the reliable data delivery requirement, the proposed TM scheme in Chapter
3 has been integrated with the reward function to protect the routing protocol from
dropping attacks. Moreover, the reward function is defined as a punishment function
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to induce the algorithm to always choose the most reliable shortest cost path to the
destination. This design approach is adopted to reduce the RF activities, which are
considered the main contributor to energy consumption [194].

The routing proposal in Chapter 4 has two shortcomings. The first is the inborn positive
bias of the Q-learning-based routing protocols, while the second is the need to integrate
an energy model to enhance the overall network lifetime and load balance the energy
consumption across the network.

To address the positive bias of our routing proposal in Chapter 4, double Q-learning has
been used to tackle the overestimation problem caused by using a single estimator to
approximate the maximum action values using the maximum estimated action values.
Two estimators have been used to evaluate the state-action value to protect the routing
engine from this overestimation problem.

On the other hand, an energy model is integrated with the reward function to ensure
energy-aware routing decisions. The proposed energy model is developed to only con-
sider local information with a view to addressing two main issues. First, broadcasting
energy updates increase the RF activities significantly, thus increasing the energy con-
sumption incurred by the SNs. Second, considering second-hand information without
pre-processing and filtering out false information may influence the routing decisions
negatively. Therefore, the proposed energy model has only considered two local param-
eters to avoid routing paths through overloaded or energy-depleted SNs.

During this research project, we realized that there is a need for a realistic testbed to
evaluate the proposed TMS schemes. Researchers are still using numerical analysis to
show the robustness of their proposal despite its limitations. This applies to all kinds of
networks, not just WMSN in particular. Therefore, in Chapter 6, a generic trust manage-
ment testbed has been proposed as a module to be aggregated to the conceptual entity
"node" in the NS-3 simulator. The proposed module can be used like any other available
protocol or module in NS-3. This allows the researchers to instantiate the trust module
and configure its attributes easily. The generic design of TrustMod gives more flexibility
to simulate different kinds of trust management schemes. Moreover, the proposed trust
module has a resource-efficient design to minimize the computational overhead. It stores
the simulation outputs and statistics efficiently. Furthermore, it outputs them in a read-
able format to help the researcher to extract the required information at the end of the
simulation readily.
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7.2 Objectives Revisited

In this section, We revisit the research objectives set out in Section 1.3 and summarise
how each of which has been addressed in this doctoral research.

• Developing an effective, lightweight and attack-resistant trust manage-
ment scheme. This objective has been addressed in Chapter 3. The results
showed that the proposed updating mechanism for probability-based TMS is able
to evaluate the trust relationship accurately and defeat complicated on-off attacks
with minimum resource footprint.

• Developing a novel RL model for routing applications. This objective has
been addressed in Chapter 4. The results showed that the proposed RL model along
with the synchronous and asynchronous methods are able to cut the computational
overhead significantly and reflect any behaviour change swiftly.

• Developing an energy-efficient reliable routing protocol for WMSN. This
objective has been addressed in Chapter 5, incorporating the trust scheme proposed
in Chapter 3 and the RL model proposed in Chapter 4. The results showed that
DQR is able to ensure high delivery ratio even in hostile environment with minimum
energy and computation overhead.

• Developing a trust management testbed. This objective has been addressed
in Chapter 6. The research outcome is a realistic, generic, lightweight, and scalable
trust module for NS-3 simulator.

7.3 Future Directions

WMSN is relatively a young field with numerous favorable applications. As a result, it
has attracted a great deal of academic research and industrial attention. Throughout
this work, we have identified several potential improvements and future directions.

7.3.1 Multinomial Trust Management

The proposed trust management system in Chapter 3 is based on the beta probability
density function to represent events in the binary space where the observations are re-
garded as a sequence of trials with binomial outcomes. Our novel method to update the
beta probability distribution levels, in addition to our method to protect the trust evalua-
tion engine from on-off attacks, could be generalized to represent events with multinomial
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outcomes. Dirichlet probability distribution could be used to model the trust relationship
for some kinds of networks and applications. For instance, in Delay Tolerant Network
(DTN), the packet forwarding service could be modeled to have three outcomes instead
of two. For instance, forwarded on time, delayed, and dropped.

7.3.2 Evaluate the proposed RL for other applications

The proposed RL model in Chapter 4 could be regarded as a generalization of the tra-
ditional RL model. Therefore, it is worth evaluating the proposed method for other RL
applications, especially those with limited resources. Although adopting the proposed
RL model incurs more design burdens to build updating methods, it can reduce the
computational overhead significantly.

7.3.3 Develop a more efficient exploration strategy

In RL, the learning agent needs to discover the environment to make informed decisions.
More exploration may delay or even prevent the learning agent from converging to the
global optimum, while insufficient exploration may lead to converging to a local optimum.
Moreover, randomly taken actions given a state affects not only the immediate reward
but could affect all future actions and rewards. Therefore, the exploration-exploitation
tradeoff is a critical part of RL-based routing protocol. In Chapter 4, two methods to
balance exploration-exploitation have been evaluated with acceptable convergence speed.
However, there is still a need for a robust exploration strategy that can deal with a
stochastic environment. Although the exploration-exploitation tradeoff is a fundamental
dilemma that is still unresolved [223], a well-tailored exploration strategy for routing
applications may enhance the overall performance.

7.3.4 Hyperparameters tuning

Hyperparameters optimization is an essential part of achieving faster convergence and
better overall performance. In Chapter 4, an attempt to tune the learning rate and the
discount factor of the RL model was made. The process has been done through grid
search by defining a search space as a grid of parameters’ values and evaluating the
network performance for each position in this space. Looking at the problem holistically
to find the optimized parameters for the whole network resulted in enhancing the overall
performance. However, as each learning agent has a partial view of the environment
with a different number of adjacent nodes and distance from the sink, the optimized
hyperparameters values could be variable and depending on the sub-environment of each
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learning agent. This hypothesis is worth further investigation to determine if there is a
relation between the hyperparameters and the other environment parameters.

7.3.5 TrustMod further validation experiments

In Chapter 6, we proposed a generic testbed to simulate the trust relationship for different
networks and protocols. Generally speaking, there are two primary components for trust
evaluation in the literature, direct and indirect trust. Indirect trust evaluation is a
resource-consuming process and may involve security concerns. Therefore, we designed
our testbed to consist of three components, direct trust, indirect trust, and uncertainty.
The latter is proposed to control when the trustor needs to request recommendations
from others. Although the functionality of all the components has been validated through
several tests, the direct trust component is the only one that has been validated using a
trust management scheme. Therefore, further investigation for uncertainty and indirect
trust components following the same approach in Chapter 6 will be helpful to ensure the
accuracy of the obtained results.

7.3.6 Evaluation using real hardware

The merit of the proposed methods in this doctoral research have been evaluated using
simulation. However, the implementation of the proposed methods using real world
SNs is essential to evaluate the computational overhead in runtime, such as CPU load,
memory usage, and I/O operations.
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