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Abstract 
 
Efforts to process and simulate human affect have come to occupy a prominent role in 

Human-Computer Interaction as well as developments in machine learning systems. 

Affective computing applications promise to decode human affective experience and 

provide objective insights into usersʼ affective behaviors, ranging from frustration and 

boredom to states of clinical relevance such as depression and anxiety. While these 

projects are often grounded in psychological theories that have been contested both 

within scholarly and public domains, practitioners have remained largely agnostic to 

this debate, focusing instead on the development of either applicable technical systems 

or advancements of the fieldʼs state of the art. I take this controversy as an entry point 

to investigate the tensions related to the classification of affective behaviors and how 

practitioners validate these classification choices.  

This work offers an empirical examination of the discursive and material 

repertoires ‒ the infrastructures of knowledge ‒ that affective computing practitioners 

mobilize to legitimize and validate their practice. I build on feminist studies of science 

and technology to interrogate and challenge the claims of objectivity on which affective 

computing applications rest. By looking at research practices and commercial 

developments of Facial Expression Recognition (FER) systems, the findings unpack 

the interplay of knowledge, vision, and power underpinning the development of 

machine learning applications of affective computing.  

The thesis begins with an analysis of historical efforts to quantify affective 

behaviors and how these are reflected in modern affective computing practice. Here, 

three main themes emerge that will guide and orient the empirical findings: 1) the role 

that framings of science and scientific practice play in constructing affective behaviors 

as “objective” scientific facts, 2) the role of human interpretation and mediation 

required to make sense of affective data, and 3) the prescriptive and performative 
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dimensions of these quantification efforts. This analysis forms the historical backdrop 

for the empirical core of the thesis: semi-structured interviews with affective 

computing practitioners across the academic and industry sectors, including the data 

annotators labelling the modelsʼ training datasets.  

My findings reveal the discursive and material strategies that participants adopt 

to validate affective classification, including forms of boundary work to establish 

credibility as well as the local and contingent work of human interpretation and 

standardization involved in the process of making sense of affective data. Here, I show 

how, despite their professed agnosticism, practitioners must make normative choices 

in order to ̒ seeʼ (and teach machines how to see) affect. I apply the notion of knowledge 

infrastructures to conceptualize the scaffolding of data practices, norms and routines, 

psychological theories, and historical and epistemological assumptions that shape 

practitionersʼ vision and inform FER design. 

Finally, I return to the problem of agnosticism and its socio-ethical relevance to 

the broader field of machine learning. Here, I argue that agnosticism can make it 

difficult to locate the technologyʼs historical and epistemological lineages and, 

therefore, obscure accountability. I conclude by arguing that both policy and practice 

would benefit from a nuanced examination of the plurality of visions and forms of 

knowledge involved in the automation of affect.  
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Lay Summary 
 
Over the past decade, we have witnessed a rise in the research and development of 

technologies designed to recognize, simulate, and respond to human emotions based 

on affective behaviors such as changes in facial expressions, speech intonation, or heart 

rate. Practitioners envisage these tools as a way to improve interactions between 

humans and computers and to support decision making processes in a variety of sectors, 

including healthcare, education, human resources, in-car safety, and marketing and 

advertising. However, the idea that computers can recognize human emotions based 

on affective behaviors is premised on the assumption that we can establish a meaningful 

and reliable correlation between physical expressions and mental and emotional states. 

This assumption has been widely contested but has, nonetheless, greatly influenced the 

development of affective technologies. In fact, many practitioners have remained 

largely peripheral to this debate and continued to focus on technical developments 

without engaging critically with this underlying assumption. 

In this thesis, I investigate the research and development of Facial Expression 

Recognition (FER) systems, that is, machine learning systems designed to recognize 

changes in facial expressive behaviors and produce some form of meaningful 

knowledge about such expressions. I begin by tracing historical efforts to measure and 

quantify affect and the social and cultural assumptions underlying these quantification 

projects. I then analyze data from interviews with 22 practitioners working on the 

development of FER systems across the academic and industry sector. Findings from 

this historical as well as empirical investigation illustrate the various ways in which 

practitioners justify and validate their classification choices and the norms and 

assumptions that underpin the development of these systems. This analysis shows that, 

despite efforts to frame FER systems as neutral and objective tools, practitioners risk 
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reinforcing assumptions about affective behaviors that, over time, can influence and 

shape how we understand and express affect. 
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Introduction 
 

 
 
 

“Computation is a process of determining indeterminacy. This indeterminacy, 
however, is internal to the process itself, and a condition for computationʼs 

ontological production.” (Fazi 2018). 
 
 
 

“Determining indeterminacy” 
 
It is the height of the Covid-19 pandemic, and I am battling with an unsteady Internet 

connection while Pierre, a cognitive neuroscientist based at a British university, sits 

comfortably on the other side of my grainy screen. He is wearing a headset microphone 

that makes his voice sound distant and metallic: “I use things like heart rate monitoring 

and skin conductance, pupil dilation.. I've always done a lot of eye tracking... looking at 

where people's attention is, and then linking all that information together”.1 Pierre 

studies nonverbal behaviors ‒ or, as he calls it, “paralinguistic communication” ‒ and 

uses the data generated by this observed physiological activity to improve peopleʼs 

interactions with computer systems and virtual agents. Typically, his experiments 

involve three or four different biosensors: an ECG, or Electrocardiogram, to monitor 

changes in the heart rate; an EDA, or Electrodermal activity sensor, which measures 

variations in the skinʼs electrical activity; and a video camera tracking the participantʼs 

gaze as well as their changes in facial expressive behaviors. Pierre cautions me that 

these sensors should never be used in isolation, and that a robust study of affective 

behaviors demands a combination of multiple data streams. However, as he admits, all 

 
1 Interview conducted on November 4th, 2020. All the following quotes are from the same interview. 
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but the latter require that his subjects be physically present in his lab ‒ a space he has 

no longer access to: 

 

A lot of these other sensors involve a person sometimes literally being wired up, things 

attached to them, or devices put on them or in front of them.. I haven't been able to do 

any of that since February. So everything had to shift online, but not everything can be 

done online. So, the facial analysis stuff... It essentially just needs a webcam. 

 

Throughout 2020, Pierre and his team have recruited participants online to measure 

their emotional responses or, as he put it, “how they biologically sort of respond in 

terms of facial expressions” when presented with a range of stimuli. At the moment, 

the researchers are testing a navigation system that recognizes usersʼ facial expressions 

to assess their levels of confusion and frustration and adapt the routing instructions in 

real time. To collect this data, Pierre has purchased a license for the use of the iMotions 

Lab, a behavior analysis platform that integrates multiple sensors from over 20 different 

independent vendors.2 Among these, is a facial expression analysis module developed 

by Affectiva, a Boston-based AI company born in 2009 as a corporate spin-off of the 

MIT Media Lab and co-founded by former student Rana el Kaliouby and professor 

Rosalind Picard, the scientist responsible for inaugurating the field of “affective 

computing” in the 1990s. Affective computing is an interdisciplinary research area 

combining computer science, engineering, and psychology and dedicated to the 

development of computer systems trained to recognize and simulate human affective 

behaviors or, as declared by Affectivaʼs mission statement, “humanize technology to 

bridge the gap between human and machines.”3 Central to affective computingʼs 

project is in fact the recognition that emotions play a fundamental role in human 

 
2 https://imotions.com/. 
3 https://www.affectiva.com/. 
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perception and, therefore, equipping computers with the ability to understand and 

simulate emotions would contribute to the development of a more sophisticated form 

of artificial intelligence. 

To recognize expressive behaviors, Affectivaʼs algorithm identifies what are 

called “key landmarks” on the face ‒ such as the tip of the nose, the corners of the lips, 

or the arches of the eyebrows ‒ and uses these coordinates to classify emotional 

expressions according to a rather narrow emotional taxonomy: as stated in iMotionsʼ 

guide to facial analysis, the data gathered by Affectivaʼs algorithm “gives rise to 

probability values that show the likelihood of one of the 7 basic emotions being 

exhibited: anger, contempt, disgust, fear, joy, sadness or surprise”.4 Like most 

contemporary producers of “emotional AI” technologies (McStay 2018), Affectivaʼs 

approach to affective behaviors is largely grounded on the “classical view of emotions” 

(Barrett 2017), which posits the existence of discrete (or “basic”), biologically-

determined expressions of emotions that can be measured objectively and classified 

through computational techniques. As I illustrate in this thesis, this view of affective 

behaviors was popularized in the twentieth century by psychologist Paul Ekman and, 

despite the many critiques, has never been fully abandoned. Further, this conceptual 

model of emotional behaviors has directly shaped early attempts to train computer 

vision systems to recognize facial expressions. This approach has proven successful not 

simply because, as scholar Andy McStay noted “this account of emotional life works 

well with sensing techniques that classify facial and bodily behaviour” (McStay 2018: 

5); rather, it promises a standardized method for the quantification of an object that 

seems to exceed projects of rationalization: affect. As reflected by this introductionʼs 

opening quote, this constant effort to “determine indeterminacy” (Fazi 2018) is typical 

 
4 https://imotions.com/products/imotions-lab/modules/fea-facial-expression-analysis/. 
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of algorithmic modes of knowledge which attempt to “bring the formal abstractions of 

computation into contact with the indeterminacy of material existence” (6).  

It is this tension between the indeterminacy of affective experience and the 

promise of rationalization offered by algorithmic classification that motivates my work 

in this thesis. Beginning this study, I set out to understand what informs the design of 

Facial Expression Recognition (FER) systems, that is, computational models trained to 

recognize facial expressive behaviors and produce some form of valuable knowledge 

about what makes people frown, grimace, flinch, or smile. By trying to de-code and re-

code human affects, what “figures of the human” (L. Suchman 2006), affect, and the 

mind do practitioners leverage? And, further, what can the search for an objective 

classification of affective behaviors tell us about the wider field and culture of computer 

science and machine learning? 

 

Agnostic visions and the politics of affective classification 
 
Critical accounts of affective technologies have placed great emphasis on the lack of 

scientific consensus around computational approaches that postulate the existence of 

measurable, discrete, and universal emotional expressions (Stark and Hoey 2020; Stark 

and Hutson 2021; Crawford et al. 2019). As many have noted, this narrow 

understanding of affective experience does not capture the variety of ways in which 

people express emotions across different cultural and social contexts (Barrett et al. 

2019; Crivelli et al. 2016). Further, this model relies on a form of inference defined as 

“reverse appraisal” (Ong, Zaki, and Goodman 2019), that is, the assumption that we 

can infer a personʼs internal states from their observed facial behaviors. Importantly, 

scholars and advocacy groups have noted how the automation of this inference ‒ the 

“causal leap” (McStay and Urquhart 2019) from detecting physical behaviors to making 

claims about emotional states ‒ risks perpetuating pseudoscientific and harmful 

assumptions about facial features and social outcomes (Stark and Hutson 2021; Article 
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19 2021; Crawford et al. 2019). These claims, researchers have argued, echo the 19th 

century practice of physiognomy, a discredited belief that a personʼs facial appearance 

could reveal something about their moral character (Stark and Hutson 2021; Arcas 

2017; Birhane 2021a).   

However, as discussed throughout this thesis, practitioners have remained 

largely peripheral to these critiques and focused their attention instead on either 

advancements of the technical state of the art or the development of applicable FER 

systems (R. A. Calvo and DʼMello 2010). In this thesis, I argue that this form of 

agnosticism ‒ which is not unique to affective computing but represents a rather 

common feature of computer science ‒ risks obscuring accountability in that it conceals 

the historical and epistemological assumptions on which much of the development of 

FER systems rests. In this sense, practitionersʼ disconnect from these debates can serve 

as a strategy to avoid responsibility around the ethics and politics of affective 

classification, that is, the role that the classification of expressive behaviors can play 

towards the social regulation of affective experience. As I explore in this thesis, scholars 

have noted how, historically, scientific efforts to measure and display affective 

behaviors served to reinforce norms of emotional expression that posited white 

Europeans as superior to those of people of color and the mentally ill. Historians Peter 

and Carol Stearns have defined the complex of social and cultural rules regulating 

affective behaviors as “emotionology”, or “the attitudes or standards that a society, or 

a definable group within a society, maintains toward basic emotions and their 

appropriate expression; ways that institutions reflect and encourage these attitudes in 

human conduct” (Stearns and Stearns 1985: 813). In this sense, the attribution of 

ʻpositiveʼ or ʻnegativeʼ emotions to particular social groups ‒ such as the “innocence” 

of White womenʼs tears as opposed to the “anger” of Black women (Bonilla-Silva 2019) 

‒  is central to projects of social and racial classification. Building on these 

considerations, media scholars and critical data studies researchers have pointed to the 
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prescriptive and normalizing power of affective technologies, that is, the way in which 

the automated classification of emotional expressions can shape our affective 

experience: in search for ʻobjectiveʼ markers of emotional and mental states, these 

systems can instead reinforce normative assumptions about expressive behaviors, 

gender, race, and mental health (Stark 2020b; Hoffmann and Stark 2015). In this 

thesis, I situate FER systems within these cultural and social dimensions and offer ways 

to challenge practitionersʼ agnosticism. In particular, I apply the concept of knowledge 

infrastructures to foreground the complex of knowledges, norms, and assumptions that 

inform and support FER projects. Once these discursive and cultural repertoires are 

made visible, it is perhaps possible to open up space for accountability. 

 

Situating algorithmic knowledge: Research questions and overview 
 
As mentioned above, I took the controversy over the validity of FER projects as an entry 

point to investigate the tensions related to the classification of affective behaviors. This 

concern translated into two broad research questions: 

 
1) Where and how does classification take place in FER research and practice? 

2) How do practitioners validate these classification choices? 
 
Other questions that allow me to explore classification practices in more detail include: 

What counts as measurable affective behavior and how do practitioners measure it? 

What ideas about affect, the mind, and behaviors are encoded into and reproduced by 

these classification choices? Further, to understand the role that disciplinary and 

professional boundaries play in the development of FER systems, I asked: What forms 

of knowledge are involved in FER research and practice? And what norms and routines 

guide the ways practitioners make sense of affective data? 

As detailed in Chapter 2 of this thesis,  I address these questions by adopting a 

qualitative research approach that combines historical inquiry with the empirical 
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investigation of local and contingent practices of practitionersʼ sense-making. 

Emerging from this longitudinal study are three broad themes that constitute, 

respectively, the focus of the three empirical chapters at the core of this thesis. In 

particular, the investigation of both historical practices of quantification of affect and 

computational projects of affective classification reveal: 1) how science gets mobilized 

to construe affective behaviors as objective and scientific facts; 2) that central to 

affective classification efforts (the ways practitioners ʻseeʼ affect) is a work of 

interpretation and standardization of affective data; and 3) that quantifications and 

categorizations of emotional expressions have a prescriptive and normative effect that 

can contribute to the social regulation of expressive behaviors. Each chapter brings one 

or more of these dimensions to the fore, situating the ʻalgorithmic objectivityʼ of FER 

projects within specific historical and cultural imaginaries ‒ the infrastructures of 

knowledge ‒  that support and inform their development. Finally, this thesis is not 

about ʻaffectʼ per se. I do not intend to offer  a definition of affect nor an alternative 

understanding of affective experience. Rather, I am concerned with how practitioners 

ʻseeʼ affect and the norms and practices that shape this vision. By looking at these local 

norms of interpretation, I seek to show the fundamental uncertainty ‒ what Beatrice 

Fazi calls “contingent computation” (Fazi 2018) ‒ on which FER projects are grounded. 

 

 
Thesis outline 
 
The next chapter of this thesis, On theory and methods, begins by discussing the 

theoretical and methodological frameworks that informed the research, and introduces 

the concept of knowledge infrastructures. Here, I argue that the domain independence, 

abstraction, and agnosticism of computer science are reminiscent of what Donna 

Haraway called the “god trick” (Haraway 1988), a form of knowledge that presumes 

algorithmic results to be objective, neutral, and universal. Drawing on feminist studies 
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of science and technology, I claim instead a form of “situated objectivity” (Ibid.; Vertesi 

2020), that is, a recognition of the partial and local conditions of techno-scientific 

knowledge. I offer the concept of knowledge infrastructures as a way to make system 

design accountable and challenge claims of universality and objectivity by situating the 

knowledges, norms, and assumptions that inform and support the development of FER 

projects. The second section of the chapter provides a detailed discussion of my 

methods (document analysis and qualitative interviews), along with additional 

information on sampling, data analysis, research ethics, as well as a personal reflection 

on my role as a STS scholar intervening within the research field. 

Chapter 3, Performing theories, traces the genealogy of automated systems for 

the recognition and classification of affective behaviors, starting from Paul Ekmanʼs 

1960s studies on deception and culminating in the Facial Action Coding System 

(FACS), a coding framework for the analysis of affective behaviors that directly shaped 

early developments in computer vision. This chapter highlights the role of US 

intelligence and law enforcement in influencing technical advancements of FER 

systems including modelsʼ assumptions (the idea that facial expressions can reveal 

ʻtruthʼ or ʻdeceptionʼ) and data collection practices (the elicitation, collection, and 

annotation of ʻgenuineʼ and ʻdeceptiveʼ facial expressions). I argue that practitionersʼ 

efforts to re-frame FER systems as benign, and perhaps even humanitarian when 

applied, for instance, to healthcare contexts, risks obscuring this military legacy.  

Chapter 4, The making of affect, places Ekmanʼs work within the longer history 

of the quantification of the affects, beginning in the late 19th century with the 

construction of affect as an object of laboratory knowledge. Here, I show how scientific 

efforts to quantify and display emotions helped reinforce and normalize assumptions 

and expectations towards affective behaviors aligned with colonial norms that posited 

emotional expressions of white Europeans at the peak of the civilization process. 

Importantly, this chapter foregrounds the role of interpretation and standardization 
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practices necessary to construe affective behaviors as objects of scientific knowledge 

and how these practices are reflected in computational projects of affective 

classification. 

Chapter 5, Mobilizing science, constitutes the first of the three empirical 

chapters and focuses on participantsʼ construction of objectivity and validity through 

means of discursive and rhetorical practices. As mentioned in this introduction, despite 

the public and scholarly controversy over efforts to classify expressive behaviors, many 

practitioners maintain an agnostic view with regards to the conceptual models of 

emotional expressions they adopt to develop FER systems. However, to classify 

affective expressions, and infer meaningful information from this classification, 

practitioners must make some fundamental assumption about what constitutes a valid 

and measurable affective expression, and how to extrapolate valuable knowledge from 

it. The chapter takes this paradox as a departing point to explore the various forms of 

boundary work through which participants establish and maintain epistemic authority 

over their claims. 

Chapter 6, Seeing affect, takes a closer look at the data work that underlies FER 

projects. In particular, I focus on two annotation schemes used to label ( ʻseeʼ) training 

data for FER algorithms: the Facial Action Coding Scheme (FACS) and the Valence, 

Arousal, Dominance (VAD) model, regarded respectively as forms of “expert” and 

“lay” or “unskilled” annotation. Here, I center the experience of two participants, 

Isabella (a FACS coder) and Olivia (a VAD annotator), and show how the definition 

and attribution of skill and expertise in data structures reflects broader power 

asymmetries in machine learning design that are further reinforced through 

practitionersʼ perception and representation of data work. Importantly, by adopting 

analytical tools borrowed from anthropological studies of professional vision (Goodwin 

1994; Grasseni 2007), I show how both coding schemes involve local and contingent 
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practices of negotiation and interpretation of the data, thus unearthing the uncertainty 

that lies at the core of affective classification. 

Chapter 7, The promise of affective computing, shifts to healthcare applications 

of FER systems, that is, computational models that measure changes in facial affective 

behaviors to diagnose and manage mental health conditions (such as depression and 

anxiety) and neurodevelopmental disorders (such as autism or bipolar disorder). Here, 

I explore the social and cultural imaginaries that inform the development of these tools 

and show how the knowledge produced through techno-scientific discourse and 

practice can shape and determine bodies and behaviors. In particular, I show how 

normative ideas of health and illness that are at play in the development of FER systems 

can facilitate and reinforce the expression of certain behaviors aligned with socio-

cultural expectations around, for instance, gender and health. Taken together, chapter 

5 to 7, illustrate the infrastructures of knowledge on which practitioners draw to classify 

and make sense of affective behaviors. In particular, these chapters show how, despite 

their professed agnosticism, participants ways of ̒ seeingʼ affect are shaped by a complex 

of norms, practices, and normative assumptions about affect, identity, the mind, health, 

and illness. 

In my concluding chapter, I bring together these findings and discuss my 

contributions to knowledge and policy. Here, I also reflect on the limitations of this 

work and suggest avenues for future research. Finally, I return to the issues of 

agnosticism and uncertainty with which this thesis started. I first compare participantsʼ 

agnosticism to what Robert Proctor and Londa Schiebinger called agnogenesis, that is, 

the construction of ignorance within techno-scientific contexts to avoid accountability 

(Proctor and Schiebinger 2008). I then advocate for the recognition of uncertainty as 

constitutive to the project of automation and the need to create space within design 

pipelines to collectively contest and challenge algorithmic certainty and objectivity.  
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Chapter 2 | On theory and methods 
 
 
 

Introduction 
 
 
In this chapter, I discuss the theoretical and methodological frameworks that informed 

this thesis, from conceiving of the research to the analysis of the data and writing. The 

first section of the chapter presents conceptual tools drawn from feminist studies of 

science and technology and histories of objectivity. This section also explores the 

concept of knowledge infrastructures and discusses its conceptual as well as 

methodological relevance. The second section of the chapter offers a detailed 

discussion of my methods: document analysis and qualitative interviews. Here, I reflect 

on the role that different interpretive frameworks played in my analysis of practitionersʼ 

own interpretation of affective information. Finally, the chapter concludes with a 

reflection on my role as a STS scholar intervening within computer science spaces. 

 

Theoretical position: Knowledge, vision, and power 
 
Scholars have studied how computer science can shape politics and society and, 

particularly, how predictive models can produce and reinforce certain views of the 

world over others. As Louise Amoore noted, algorithms can be understood as 

“ethicopolitical arrangement of values, assumptions, and propositions about the world” 

(Amoore 2020: 6), that demarcate what is to be considered normal from abnormal 

through practices of classification and categorization. These predictions are often 

grounded on claims of objectivity, neutrality, and ‒ as an inevitable corollary of those 

first two properties ‒ accuracy. Cloaked in the persuasive certainty of numbers and 

rules, statistical decision-making “has at least the appearance of being fair and 
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impersonal” (Porter 1996: 8). This form of scientific objectivity, argues Theodor 

Porter, “provides an answer to a moral demand for impartiality and fairness. 

Quantification is a way of making decisions without seeming to decide” (Ibid.). 

Objective, fair, and impersonal, numbers aim to set feelings aside: “the more neutral, 

the more objective; and the more objective, the more true̶or so this line of reasoning 

goes” (DʼIgnazio and Klein 2020: 6). Ironically, in the projects and practices discussed 

in this thesis, it is precisely the expression of feelings that is made object of aseptic 

quantification, stripped of the contexts that may have elicited it. Aiming for unbiased 

and dispassionate measurements of affective behaviors, the practitioners interviewed 

here mobilized a form of objectivity that relies on a claim of conceptual (and 

epistemological) agnosticism: a detachment from the complex of theories, ideas, and 

assumptions that make the measurement of affect possible in the first place. This is not 

unique to the technologies and practices described in this thesis; many have pointed 

out how abstraction and formalism ‒ as defining features of computer science ‒ can 

obscure practitionersʼ accountability. For example, in discussing the role that 

abstraction plays in computer science education, James Malazita and Korryn Resetar 

have argued that, despite practitionersʼ efforts to portray abstraction as “a collaborative 

knowledge framework that affords interdisciplinary activity, abstraction instead serves 

as an epistemic, cultural, and ideological wall to integrated critical-technical education” 

(Malazita and Resetar 2019: 301). Similarly, Stephen Slota et al. have noted how the 

“domain agnosticism” or “domain independence” of data science positions 

practitioners “in the middle of all things̶capable of engaging this, that, or any 

domain” (Slota et al. 2020: 1).  

This agnostic view from everywhere ‒ and, at the same time, from nowhere ‒ is 

reminiscent of what Donna Haraway called the “god trick”, a form of vision that, 

disguised as neutral and universal, conceals instead “the unmarked position of Man and 

White” (Haraway 1988: 581) and, we might add, able-bodied, cisgender, and human. 
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This becomes particularly relevant in computer vision applications, where this 

seemingly ʻobjectiveʼ gaze is central to automated regimes of recognition and 

classification. To attend to the ethics and politics of algorithms ‒ to contest the god 

trick ‒ is to follow and unpack claims of agnosticism and illuminate, layer by layer, the 

infrastructures of norms and assumptions on which algorithmic systems rely.  

 

A view from “somewhere” 

As feminist scholars of science and technology have long noted, a critique of objectivity 

is not a contestation of science altogether. As Haraway reminds us, a key principle of 

the ʻstrong programʼ in the Sociology of Scientific Knowledge (SSK) emerged in the 

1970s was that symmetrical and impartial explanations should be applied to all sides of 

a scientific controversy, in an effort to avoid normative statements about scientific 

ʻtruthʼ and ʻfalsehoodʼ (Bloor 1976). Here, Haraway joins other scholars who pointed 

out how this methodological posture risks lending itself to critiques of relativism:  

 

The strong program in the sociology of knowledge joins with the lovely and nasty tools 
of semiology and deconstruction to insist on the rhetorical nature of truth, including 
scientific truth. History is a story Western culture buffs tell each other; science is a 
contestable text and a power field; the content is the form. Period. (Haraway 1988: 577)  

 

A feminist critique of scientific objectivity, on the other hand, claims a “no-nonsense 

commitment to faithful accounts of a ʻrealʼ world” (579) that can enable ethical and 

political projects of solidarity and sustainability. To do so, argues Haraway, it is 

necessary to go beyond the traditional binaries of biased vs unbiased science or science 

vs pseudoscience. As shown in this thesis (and particularly in chapter 4 and 5), these 

binaries can be in fact mobilized ‒ meaning that the boundaries of science can be 

shifted by means of discursive and material strategies ‒ to privilege particular 

knowledge claims over others. By recognizing the “situated” quality of all knowledge 
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claims (Ibid.), feminist techno-science can instead offer “a strong tool for 

deconstructing the truth claims of hostile science by showing the radical historical 

specificity, and so contestability, of every layer of the onion of scientific and 

technological constructions" (578). Against both the abstract view from nowhere of 

positivist objectivity, as well as the toothless view from everywhere of relativism, the 

feminist form of objectivity points to the local, situated, and embodied condition of all 

forms of vision: 

 

Relativism is the perfect mirror twin of totalization in the ideologies of objectivity; both 
deny the stakes in location, embodiment, and partial perspective; both make it impossible 
to see well. Relativism and totalization are both “god tricks” promising vision from 
everywhere and nowhere equally and fully, common myths in rhetorics surrounding 
Science. But it is precisely in the politics of epistemology and partial perspectives that 
the possibility of sustained, rational, objective inquiry rests (584). 

 

Importantly, feminist objectivity recognizes what Haraway calls the “apparatus of 

bodily production”, that is, the performative power of scientific knowledge to produce 

and reproduce bodies and “other objects of value” (595). In this sense, bodies are not 

natural entities waiting to be discovered, but rather objects constructed through 

techno-scientific knowledge. Examples of this are the construction of sex and gender 

(Butler 1999; 2011) and mental illness (Michel Foucault 2013) through medical and 

scientific discourse. I bring these dimensions to the fore in chapter 7, where I explore 

the prescriptive effects of FER systems developed for diagnostic uses. In search for 

ʻobjectiveʼ markers of mental behaviors, participants reinforced instead normative 

assumptions about mental illness, behaviors, and gender. Informed by feminist studies, 

this research aims to recognize and show how techno-scientific knowledge ‒ knowledge 

produced through technological and scientific discourse and practice ‒ can shape and 

determine bodies and behaviors.  
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Knowledge infrastructures 

This thesis offers ways to make system design accountable and challenge claims of 

universality and objectivity by foregrounding ‒ or, as Haraway called it, “positioning” 

(Haraway 1988)‒  the knowledges, norms, and assumptions that inform and support 

FER projects. To do so, I attend to the ways practitioners ʻseeʼ affective information, 

that is, I pay attention to the complex of theories and practices that shape practitionersʼ 

vision of affect. The three empirical chapters that constitute the core of this thesis map 

participantsʼ efforts to construe affective behaviors as “objective facts”: the various 

discursive and material strategies by which practitioners formulate and validate their 

claims of objectivity. However, a seemingly straightforward task ‒ the measurement of 

facial expressions ‒ requires significant work of human interpretation and negotiation, 

a “collaborative craftwork of hands, eyes, and signs” (Suchman and Trigg 1993: 173). 

This becomes more evident in chapter 6, where I discuss first-hand accounts of the data 

annotation practices necessary to label facial expression datasets and the role that 

coding frameworks, as well as organizational dynamics, play in shaping annotatorsʼ 

visions.  

I understand these ensembles of theories and practices as knowledge 

infrastructures. Despite the homonymity, the concept is not (or not entirely) inspired 

by critical infrastructures studies (P. Edwards 2002; P. N. Edwards et al. 2013; S. L. 

Star 1999; Bowker and Star 2000; Karasti et al. 2016) but, rather, by critical studies of 

technology at the intersection of STS and HCI.5 In this sense, I draw on Lucy 

Suchmanʼs notion of “configurations” as a way to pay attention to the “imaginaries and 

 
5 Critical infrastructure studies argue that mundane aspects of infrastructures are imbued with politics. 
Common examples of infrastructures include railroads, plumbing, electricity, as well as information and 
communication infrastructures ‒ all of these are “something that other things ʻrun onʼ” (Star 2002: 116). 
Importantly, the political nature of an infrastructure lies on its ability to enable or, conversely, foreclose 
the circulation of goods, bodies, and information: “For the blind person, the graphics programming and 
standards for the World Wide Web are not helpful supporters of computer use, but barriers that must be 
worked around” (Ibid.).  
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materialities” that inform technology design and, continues Suchman, “an orientation 

that resonates as well with the termʼs common usage to refer to the conjoining of 

diverse elements in practices of systems design and engineering” (Suchman 2012: 48). 

Configuration, in this sense, becomes an analytical lens to trace the “heterogeneous 

relations that technologies fold together” (ibid.). Similarly, I articulate the notion of 

knowledge infrastructures as a conceptual tool to recover the discursive and material 

repertoires that underpin practitionersʼ claims. In an effort to make knowledge and 

power visible, I choose the term ʻinfrastructureʼ for its material quality.6 Similarly, 

throughout the thesis, I often adopt a spatial language, using terms such as layers, 

structures, grids, and maps to locate practices of sense-making and render them visible. 

Finally, to foreground these norms and assumptions, I borrow conceptual tools 

from histories of scientific objectivity (Daston and Galison 2007) as well as the 

classification of affect (Dror 1999b; 2001; 2011). In so doing, I hope to bring to the 

fore how the long history of quantification of affective experience informs modern 

computational efforts to measure facial expressive behaviors. As Suchman argued, 

when designing socio-technical systems, “the politics of cultural historical imaginaries 

need to be on the table” (Suchman 2012: 52), and recognizing those politics “may 

require reanimating the figurations that hold particular relations of persons and things  

in place” (Ibid.). From a methodological perspective, tracing these imaginaries involves 

what Suchman, borrowing from John Law, called “method assemblage” (Law 2004), 

that is, a way to  

 

make relations between what is present (including knowledges, representations, subjects 
and objects) and what is absent or part of the latterʼs ʻhinterlandʼ (both manifestly , for 
example in the form of things articulated as ʻcontextʼ for what is present, and othered, in 

 
6 Susan Leigh Star argued that infrastructures are usually “deeply invisible, as is the work involved in 
creating and using them” (Star 2002: 113). In this sense, my analysis aims to make these infrastructures, 
as well as the work that supports them, visible. 
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the form of an open-ended horizon of the unremarkable and/or repressed) (Suchman 
2012: 55). 

 
 
In this sense, a critical study of facial expression recognition systems requires to trace 

and connect the historical and cultural imaginaries that support and inform their 

development ‒ both explicitly and implicitly. From a methodological perspective, this 

means paying attention to how historical and cultural imaginaries are enacted and 

shape the local and situated development of FER systems. In the next section, I discuss 

how these theoretical considerations translated into my research practice. 

 
 
Methodology and methods 
 
To address my research questions ‒ how do practitioners make and validate their 

classification choices?  ‒, I adopted a qualitative approach that would allow me to locate 

and investigate the sense-making practices of FER development. Science and 

Technology Studies (STS) have long highlighted the importance of local contingencies 

for technology development and its social impact. In this respect, qualitative accounts 

of science and technology have avoided simplistic and linear portrayals of design 

practices, treating them instead as heterogeneous negotiation processes where 

knowledge and expertise are distributed among the networks of people that engage 

with technology development (Law and Callon 1988; Woolgar 1990; Stewart and 

Williams 2005). However, as mentioned in the previous chapter, this sensitivity 

towards the local and contingent must be contextualized within broader socio-political 

as well as historical dimensions. In this regard, Critical Data Studies have proposed to 

examine the complex of elements underpinning the production of data-driven 

technologies, including  
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systems of thought, forms of knowledge, finance, political economy, governmentalities 
and legalities, materialities and infrastructures, practices, organizations and institutions, 
subjectivities and communities, places, and the marketplace where data are constituted 
(Iliadis and Russo 2016: 3). 

 

This combined approach allowed me to look at the diversity of processes occurring at 

the different scales at play in the development of FER systems. At a larger scale, I looked 

at the broader history of efforts to quantify and govern affective behaviors (as shown 

in chapters 3 and 4), and how these might inform local organizational and design 

practices. At a smaller scale, I looked at the local and situated negotiation and 

interpretation practices that underpin technology design and development (as shown 

in chapters 5 to 7). This methodological approach also allowed me to circumvent the 

“opacity” of algorithms ‒ the technical as well as commercial inscrutability of 

proprietary algorithms (Burrell 2016) ‒ and, to borrow from Paul Dourish, investigate 

instead algorithmsʼ “others” (Dourish 2016): data structures and practices, coding 

schemes, as well as representations and disseminations of technological imaginaries. 

Rather than stable and fixed technical objects, I viewed FER systems as socio-technical 

practices, emerging from complex configurations of knowledge, power, vision, and 

labor. As Nick Seaver has argued, an “anthropology of algorithms” can bring to the fore 

these various dimensions (Seaver 2018) and offer new entry points into analyzing, 

criticizing, and transforming technology. The next sections discuss my methods of 

choice ‒ document analysis and semi-structured interviews ‒ in more detail, along with 

the challenges faced throughout the research. 

 
 
Document analysis 

Documents represented an important source of information for this study. In reviewing 

technical as well as biographical material, I was able to explore the genealogy of 

contemporary FER systems, and the epistemological foundations on which they are 



 19 

grounded. In chapter 3 and 4, which traditionally would constitute a review of the 

literature, I explore the early developments of FER systems, the inception of the field 

of affective computing, as well as the logics and imaginaries that drove these projects. 

In chapter 5 and 7, I also make use of scientific literature on expressive behaviors and 

machine learning to contextualize participantsʼ responses and the projects discussed. 

Some of this literature was signposted to me by the participantsʼ themselves as evidence 

of the scientific rigor of their methods. I analyze this material and expand on its socio-

ethical implications. In addition, industry participants provided a number of original 

documents such as technical guides, white papers, and blog posts, which helped me 

familiarize myself with their products and approaches and add depth to the interview 

responses. However, for reasons described below in the research ethics section, I could 

not cite these documents without providing identifiable information about the 

organizations that produced them.  

 
 
 
Semi-structured interviews 
 
Qualitative interviews occupied a central space in my data collection practice. Between 

the fall of 2020 and the summer of 2022, I interviewed 22 practitioners working on the 

development of FER systems, from across both the industry and the academic sectors. 

The next sections offer a more detailed description of my research participants and my 

sampling strategy; here, however, I wish to discuss some methodological aspects of the 

data collection process. 

Semi-structured interviewing is a qualitative research practice that involves a set 

of pre-determined questions (the ʻinterview guideʼ described later in this chapter) but 

gives participants sufficient flexibility to explore new and unexpected topics. This 

flexibility allows the researcher to gain rich insights into the participantsʼ views of the 
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world (Bryman 2016). I considered this approach to be promising for obtaining first-

hand accounts of design practices ‒ how they classify affective behaviors and how they 

navigate the tensions associated with this classification. It is worthwhile to stress here 

the importance of the notion of ʻaccountsʼ in qualitative interviewing. Produced 

through these conversations are in fact “social constructs”, generated by “the self-

presentation of the respondent and whatever interactional cues have been given off by 

the interviewer about the acceptability or otherwise of the accounts being presented” 

(Dingwall 1997: 11). This does not imply that interviews produce false or unreliable 

accounts, only that these are situated within participantsʼ experience. While 

ethnographic observations within one or multiple organisations would have enriched 

the data collection process (providing more texture to the ̒ situatednessʼ of participantsʼ 

responses), these had to be forfeited due the Covid-19 pandemic. However, as shown 

in chapters 5 and 6, interviews allowed me to bring to the fore the discursive repertoires 

adopted by participants to negotiate the tensions arising from affective classifications. 

A further point of consideration is the terminological choice with regards to how 

I refer to the participants I interviewed. Often, qualitative studies of scientific and 

technical knowledge refer to research participants as “experts” by virtue of their role as 

informants, differentiating between scientific and technical expertise from other forms 

of everyday knowledge (Döringer 2021; Bogner, Littig, and Menz 2009). However, 

literature in the sociology of knowledge and expertise has problematized this definition 

to include forms of non-institutional or specialized knowledge and account for new 

forms of knowledge production and foregrounded the political role that attributions of 

expertise and authority have in decision-making processes (Epstein 1995; S. S. Jasanoff 

1987). In addition, over the course of this research, my experience within the 

ethnographic field has further complicated participantsʼ attribution of expertise. For 

instance, those who did not hold qualifications in computer science (but were 

nonetheless responsible for essential work, such as data annotation), repeatedly 
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cautioned me that they “were not the experts”. As I discuss in chapter 6, these 

considerations foregrounded the political role that definitions of expertise play within 

data structures. Further, as discussed in the final section of this chapter, my own 

intervention in the field of computer science as a peer reviewer made the designation 

of ʻexpertʼ even more discomforting. For these reasons, I use ʻpractitionersʼ to refer to 

my participants, in the pragmatic and literal sense of the term as “those who practice a 

profession or an art”. With this definition, I aim to be inclusive with respect to the 

various forms of knowledge, roles, and career stages involved in the development of 

FER systems. 

  
 
Sampling and recruitment Strategy 

Participants were selected based on their direct experience in developing or working 

with facial expression recognition systems and techniques. Given the relative scarcity 

of insights into commercial developments of FER systems, I originally planned to 

sample exclusively industry practitioners and complement interviews with in-situ 

ethnographic observations within one UK-based commercial organization (for which I 

had begun negotiating access). However, as mentioned above, the outbreak of Covid-

19 early on in my research forced me to re-adjust my methods and to instead study 

practitioners “at-a-distance” (Forsey et al. 2015). Further, the organization I had 

originally selected as field-site was not comfortable with having me access their digital 

spaces (such as online meetings and Slack channels) due to confidentiality reasons. 

Therefore, I decided to extend my sampling strategy to practitioners from multiple 

organizations and from across both industry and academic settings. The choice to 

include participants from both sectors has both pragmatic and conceptual reasons: first, 

because I primarily relied on “snowballing” ‒ meaning that I asked interviewed 

participants for recommendations on other potential interlocutors  (Bryman 2016) ‒ I 
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was often re-directed to academic practitioners. Industry practitioners were in fact less 

likely to recommend their own competitors and, given the underlying theme of my 

research (questions about the validity of affective classification), I often felt that by 

recommending an academic colleague, participants were signalling their membership 

or proximity to a community of ʻlegitimateʼ scientists and practitioners. Second, some 

of the participants worked or had experience of working at the interface between public 

and private sectors: some of them, for instance, had been encouraged by their own 

academic institution to spin out their research into commercial areas. This fluidity of 

the boundaries between industry and academia within my sample reflects the growing 

influence of market dynamics on university departments and, particularly, computer 

science and engineering spaces (Whittaker 2021; Meyer 2003; Nyeko and Sing 2015). 

Further, while I observed some significant differences in how industry and academic 

participants viewed their practice (which I discuss more in-depth in chapter 5), both 

groups shared fundamental assumptions about the classification of affective behaviors, 

as shown throughout the thesis. The limitations of this approach are, however, 

discussed in the concluding chapter of this thesis. 

Participants were recruited from the UK, Europe, and the United States. These 

are by no means the only geographical contexts where FER systems are designed and 

developed. For example, scholars and advocacy groups have noted how, in recent years, 

China has rapidly expanded its market for emotion recognition and behavior analysis 

technology, and urged critical attention into its development and deployment contexts 

(Article 19 2021). However, I focused on these three regions due to a) my familiarity 

with the intervieweesʼ broader socio-cultural contexts, and b) participantsʼ proximity 

to the debates over the validity of FER systems taking place within English-speaking 

academic or public spheres. Indeed, participants often made direct references to some 

of the critiques of emotion recognition mentioned throughout this thesis. 
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Further, while I originally aimed to represent a variety of diverse voices and 

experiences, most of the practitioners who accepted to take part in the study were 

males. The final sample is, after all, a more or less accurate representation of the fields 

of computer science and engineering in the regions studied, where women account for 

equal or less than one third of STEM graduates as per result of historical gender 

inequalities.7 It is worthwhile noting that, while information about participantsʼ gender 

was available either through their public information (i.e., use of pronouns in online 

profiles) and self-presentation, I did not inquire about aspects of their identity 

associated with race and ethnicity, as this seemed unnecessarily invasive. I therefore 

choose to leave this information out of the analysis, not as a form of “color blindness” 

but rather to avoid issues arising from what Miri Song calls “visible minority status”, 

that is, the attribution of “visibility as a non-White person” (Song 2020: 1).  

Finally, to recruit participants, I approached potential interviewees either 

through “cold emailing” (that is, contacting practitioners without any prior 

knowledge), or through mutual connections. In this latter case, I was introduced via 

email or permitted to mention these mutual acquaintances when contacting the 

potential interviewees. In some cases, these interactions took place on the social media 

platform LinkedInʼs messaging service. It is worthwhile mentioning that, due to the 

impossibility of attending in-person events (such as academic and industry 

conferences, workshops, and other social events) for almost the entire duration of the 

data collection process (which took place between the fall of 2020 and the summer of 

2022), obtaining participantsʼ trust has at times proven exceptionally difficult ‒ 

particularly in the first stages of the pandemic when industry practitioners were forced 

 
7 The World Bank, Gender Data Portal, https://genderdata.worldbank.org/indicators/se-ter-grad-fe-
zs/?fieldOfStudy=Science%2C%20Technology%2C%20Engineering%20and%20Mathematics%20%
28STEM%29&view=bar  
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to prioritize ‒ as one participant put it ‒ “economic survival”.8 Participants were not 

compensated for their time and took part in the study on a voluntary basis.  

 

 
Participant characteristics 

As mentioned above, throughout the research, I interviewed 22 practitioners from 

across the industry and academic sector. As shown in Table 1, participants spanned 

various career stages as well as different roles within the design pipeline, including 

CEOs, CTOs, machine learning engineers, data annotators, professors, post-doctoral 

researchers, and PhD students. A first point of consideration is the difference in 

participants' definitions of their disciplinary identity. While all participants worked on 

the development of facial expression recognition and analysis models, only a handful of 

academic practitioners defined their area of specialization as ʻAffective Computingʼ, 

and even fewer ever used the term ʻemotion recognitionʼ. As I show throughout the 

thesis, participantsʼ definition of professional and disciplinary boundaries constitutes a 

key strategy for the validation and legitimation of their practice. Given the growing 

criticism, and in an effort to produce ʻobjectiveʼ and ʻaccurateʼ knowledge about users 

based on their facial expressive behaviors, participants often preferred avoiding the use 

of terms like ʻemotionsʼ or ʻaffectʼ, to focus instead on the ‒ somehow less charged ‒ 

measurement of facial and expressive behaviors. Despite this caution, however, the 

terms ʻemotionʼ or ʻaffectʼ (and related concepts) re-emerged in participantsʼ 

professional spaces, populating their organizationsʼ websites, promotional material, 

journal articles, publication venues, or the conferences they attended.  

Further, the use cases for participantsʼ FER models spanned various research 

and application areas, including research to improve Human-Computer Interaction 

(HCI) (that is, interaction between humans and digital agents or robots), research in 

 
8 Interview with Marcus, conducted on December 10th, 2020. 
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behavioral and medical science, as well as applications of FER to market research, 

advertising, in-car safety, and healthcare. This latter area, as I discuss in chapter 7, was 

of particular significance, with almost half of participantsʼ efforts focused on the 

development of FER systems for the detection, assessment, and management of mental 

health and neurodevelopmental conditions such as depression, anxiety, autism, 

ADHD, and bipolar disorder. As I show in the chapter, here participantsʼ work is 

informed by a variety of assumptions about expressive behaviors, health, and illness 

inherited by experimental psychology and freely encoded in automated systems. 

Finally, as it is common in qualitative studies, not all of the interviewed 

participants are quoted in this thesis. In my analysis, I have relied on a few key voices 

whose accounts were particularly significant and which best encapsulated participantsʼ 

overall experience. Although not cited in this work, some of the interviewees were 

however fundamental for my understanding of the technical aspects of FER systems as 

well as the political and economic dimensions of both industry and academic spaces.  
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Interview procedure 
 
Interviews took place online through video-conferencing platforms (Microsoft Teams 

and Zoom) and lasted between 30 and 90 minutes, with most of them lasting around 

an hour. As mentioned, semi-structured interviews involve a core set of questions, 

leaving sufficient flexibility to explore unexpected themes and topics. Building on Alan 

Brymanʼs guidance on qualitative interviewing (Bryman 2016), I formulated an 

interview protocol (see Annex C: Interview Guide) structured around three main 

conversational points:  

1) Contextual information:  With this first set of questions, I aimed to gather 

information about participantʼs background, as well as their role and 

responsibilities within their organisation.  

2) Understanding design practice: Here, I inquired about organizational dynamics 

(such as professional/disciplinary boundaries and task distribution within 

research teams and organization) and asked a set of more specific questions 

about data classification, models, and evaluation measures.  

3) Understanding issues and challenges: In the last part of the interview, I asked 

participants about challenges associated with their practice and connected these 

challenges with questions about broader debates about the science of emotions, 

research in facial expression recognition, and automation. 

All interviews were conducted in English, except where otherwise indicated. 

 
 
Data analysis: Interpreting interpretations 
 
All interviews were audio-recorded, transcribed, and coded using the NVivo coding 

software for qualitative data analysis. To make sense of the data, I adopted an abductive 

approach, that is, an iterative approach to data analysis that aims to generate novel 

theoretical insights by combining deductive and inductive reasoning (Timmermans 
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and Tavory 2012). Abductive analysis requires a degree of what Mats Alvesson and Kaj 

Sköldberg called “reflexive interpretation”, an attention to the interpretive and political 

role of both theoretical frameworks and empirical data in qualitative research (Alvesson 

and Sköldberg 2017). In this sense, this work encompasses multiple degrees of vision 

and interpretation: as argued in the thesis, despite practitionersʼ professed agnosticism 

and quest for objectivity, their ways of ʻseeingʼ affective data are shaped by various 

norms, routines, and epistemological assumptions. This becomes particularly evident 

in the ways that, for example, coding frameworks (and their underlying assumptions) 

guide practitionersʼ process of sense-making. In interpreting practitionersʼ 

interpretations, I myself make use of interpretive grids that help me categorize and 

analyze my data. In chapter 5, for instance, I adopt Thomas Gierynʼs concept of 

boundary work (Gieryn 1983; 1999) to map the multiple ways in which participantsʼ 

represent and validate their practice. In chapter 6, I use Cristina Grasseniʼs notion of 

“enskilment” (Grasseni 2004) to describe how data annotators negotiate the 

interpretation of affective data. To borrow again from Alvesson and Sköldberg, I am 

aware that, by prioritizing this “repertoire of interpretations” (Ibid.), I may be 

foreclosing other possible understandings. However, in line with the theoretical 

framework described at the beginning of this chapter, my analysis does not intend to 

provide a singular truth about practitionersʼ experience. Both participantsʼ accounts, 

as well as my own interpretations of such accounts, are to be intended as partial and 

situated. Hopefully, the reader will identify a common thread bringing together all the 

experiences described here. In this sense, I join here Janet Vertesi (who herself draws 

on feminist studies of science and technology) in claiming a form of “situated 

objectivity”, a form of reliability that derives from the “accumulation of so many local 

and different experiences” (Vertesi 2020: 25) across professional and disciplinary 

boundaries and sectors. 
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Research ethics and the politics of anonymity 

In conformity with the University of Edinburghʼs research ethics guidelines, I ensured 

that participants were giving their informed and voluntary consent by a) providing a 

clear overview of the nature and scope of my research prior to the interview session, 

allowing them time to ask for further clarifications or additional details beforehand; b) 

providing a participant information sheet that summarized the purpose of the research, 

explained the participantʼs rights (the right to rectify, restrict, object to data processing, 

and erase the data), and ensured secure storage of the data; c) asking for written 

consent through a participant consent form. In accordance with the General Data 

Protection Regulation, the Data Protection Act 2018 and the University of Edinburgh 

data protection policy, personal data was stored securely and safely. I submitted my 

ethics form to the School of Social and Political Science and received approval in 

February 2020 (level 1). A copy of my consent form and participant information sheet 

are included in the Annex A and Annex B. 

As showed in Table 1, participants were given pseudonyms and granted full 

anonymity. In describing their experience, I tried to keep concealed as many indirect 

identifiers as possible.9 I made this decision after the first interview with an industry 

participant who, as the CEO of his company, wondered whether he should appear in 

my research with his full name to “set the record straight” on questions of scientific 

validity and legitimacy. I feared that this methodological choice would have set a rather 

different tone for participantsʼ responses, more akin to a publicity practice than a 

research interview. Further, two of the participants here interviewed happened to be in 

a subordinate relationship with some of the other interviewees. Due to these power 

dynamics, I have obscured some of the details about their roles and projects. While 

leaving this information out of the narrative might contribute to some tensions, the full 

 
9 Non-personal information that can be nonetheless used to identify participants. 
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anonymity allowed participants to freely express doubt and uncertainty about the fieldʼs 

practices.  

 
 
My position as a researcher: Doing STS in Computer Science spaces 

When I began this research, in 2019, the field of computer science and engineering 

(and its related industry) was undergoing a considerable transformation. Three years 

after Cambridge Analytica, and six years after Edward Snowdenʼs revelations about the 

true extent of the US governmentʼs digital surveillance practices, faith in a techno-

utopian AI future had somehow started to fade.10 Crucially, critical scholarship and 

advocacy in this area had started to expose the structural and historical harm 

perpetuated by automated systems at the expense of the most vulnerable (OʼNeil 2016; 

Noble 2018; Eubanks 2018; Buolamwini and Gebru 2018; Benjamin 2019; Angwin et 

al. 2016; Stop LAPD Spying Coalition 2018). Media reports changed tone as well, 

giving more space to critical voices urging to reconsider the deployment of AI systems 

in public spheres (Hill 2020). This resulted in a proliferation of ethical guidelines and 

frameworks that ‒ however abstract and toothless (Green 2021; Hu 2021; Bietti 2020) 

‒ signalled corporate interest in promoting responsible innovation. These 

transformations have shaped academic spheres as well: conference and publication 

venues that traditionally did not focus on the socio-ethical implications of technology, 

have instead started to pay more attention to these aspects and promote special 

conference editions and journal issues dedicated to the ethics of automated systems. In 

practice, this has meant that, throughout my research, I have been invited to review 

papers and manuscripts for a range of AI/HCI conferences and journals, which 

included: the 2021 Affective Computing & Intelligent Interaction (ACII) conference 

 
10 This is, by no means, the first time that the public confidence in AI technology has plummeted. For a 
timeline of the so-called “AI winters” see (Hendler 2008). 
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on ʻEthical Affective Computingʼ; the Institute of Electrical and Electronics Engineersʼ 

(IEEE) Transactions on Affective Computing, Special Issue on the Ethics of Affective 

Computing; the 2022 ACM Conference on Human Factors in Computing Systems 

(CHI), and the AI & Society, Journal of Knowledge, Culture, and Communication. In 

peer-reviewing research written primarily by computer science and engineering 

practitioners, I was somehow invested of the role of “expert” in matters of technology, 

ethics, and society. This has forced me to reflect critically on STS as a form of 

knowledge production, as well as on my impact on those cultures of computer science 

and engineering that constitute the object of my research ‒ a form of intervention in 

the field that Emily York called “critical participation” (York 2018). However, 

inhabiting both of these spaces (the social and, although peripherally, computer 

sciences) has proven at times discomforting. On one occasion, for instance, I 

recognized one of my participants (who I had initially contacted based on his 

“expertise”) as the author of a paper I had previously reviewed. At the time of the 

interview, this was not yet clear to me, as he had not named the publication venue. 

However, a few months later, he sent me the article as a follow up to our conversation. 

I recognized the paper and, in reviewing the interview transcript, I wondered if the 

considerations he was sharing during our meeting (particularly with regards to the 

ethics of FER systems) had not, in fact, been shaped by my review. This event 

unearthed a strange circularity: was he feeding back to me my own feedback? As 

mentioned in the previous sections, this also complicated my use of the term “expert” 

in the context of qualitative interviewing ‒ who was to be considered the “expert” in 

this scenario? For this and the reasons mentioned above, I decided to refer to all 

participants as “practitioners”. 

I have kept that particular portion of the interview out of the data analyzed in 

here. However, since then, I grappled with questions about what should be the intended 

audience and impact of this research. Inspired by these considerations, in 2022, I 
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submitted a partial and preliminary account of my findings to a well-known affective 

computing journal. Translating my insights into a common research language proved 

very difficult and, unfortunately, unsuccessful. The style and format guidelines 

provided by the journal (a rigid structure typical of the natural sciences that, for 

example, treats the data separately from its discussion) were often at odds with the 

more fluid and narrative approach of qualitative research (where the data cannot be 

separated from its interpretation). Further, in providing recommendations for ʻethical 

designʼ (as encouraged by the editorial guidance), I struggled with the anxiety over the 

potential instrumentalization of the more normative dimensions of the paper. As others 

have noted before me, co-participatory forms of STS studies (where social scientists 

can shape techno-scientific projects) risk being “instrumentalized and performed with 

a narrow scope. Despite the claims of the social scientists involved, their work may 

appear as a tool for promoting acceptance of emerging technologies” (Joly 2015: 235). 

A more concrete example of this is the proposed interventions to increase the 

“accuracy” of facial recognition technology: as many have noted, most available systems 

fail to correctly identify individuals with darker skin and, particularly, Black women. As 

work in this area has suggested, this is largely due to the lack of intersectional 

representation within face datasets (Buolamwini and Gebru 2018). However, 

increasing the accuracy of these systems might prove equally problematic when they 

are used for harmful surveillance practices. What needs reformulating, then, is not a 

technical understanding of fairness, but rather, its fundamental assumptions and use-

cases.  

As I argue in this thesis, the development of FER applications rests on a 

multifaceted infrastructure of equally problematic assumptions; a repertoire of 

normative ideas (about affect, behavior, and identity) on which practitioners ‒ despite 

their professed agnosticism ‒ must routinely draw on when making design choices. 

However, offering this argument within computer science spaces (and particularly 
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affective computing and related practices) may have looked like an attempt to 

invalidate the whole field, its ambitions, and concerns. While the feedback I received 

from the anonymous reviewers of my paper cannot feature in the corpus of data 

discussed in this thesis, it is in line with the responses I received from my participants.  
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Chapter 3 | Performing theories 
 
 
 
 

Introduction 
 
In the summer of 2022, a particular genre of social media content suddenly flooded the 

Internet: a deluge of videos and memes that featured “body language experts” 

dissecting the nonverbal behaviors of celebrities Johnny Depp and Amber Heard, as 

observed during the public broadcasting of the Depp vs Heard defamation trial. Actor 

Johnny Depp had sued his former wife Amber Heard following a 2018 op-ed published 

in the Washington Post in which she described her lifelong experience of domestic 

violence and abuse. Although the article did not mention Depp by name, he sued her 

for defamation, claiming that her testimony had ruined his reputation and future career 

opportunities.  

The broadcasting of the trial became the theatre for a particular kind of gaze: 

every week self-professed “experts” tuned in to scrutinize the coupleʼs facial and body 

movements for signs of truth, deception, and mental illness, using an array of analytical 

techniques ranging from nonverbal communication, body language, and military 

interrogation. These diagnostic efforts quickly uncovered a vast industry of lie 

detection, often promoted by individuals with close ties with US law enforcement and 

military agencies. One example is The Behavior Panel, a YouTube channel run by four 

self-described “world's top body language and behavior experts” involved, to different 

extents, in military and US intelligence interrogation training.11 Prior to the trial, the 

channel offered detailed analyses of the involuntary tics and twitches of politicians, 

celebrities, known murderers, and suspect criminals ‒ and even featured a guest 

appearance of Americaʼs most popular psychologist and tv personality ʻDr Philʼ. In the 

 
11 https://www.youtube.com/c/TheBehaviorPanel/about 
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eight, long episodes dedicated to the Depp vs Heard case ‒ which average an hour and 

a half and 1.5 million views each ‒ the four analysts describe the inner motives and 

truths of the two celebrities as “leaking” or “bleeding out” through their body language. 

A smirk is simultaneously an indication of Deppʼs difficult past, as well as a signal of 

Heardʼs moral contempt and deception. Categorical emotions such as ʻangerʼ or 

ʻsadnessʼ are identified by breaking down facial expressions into discrete smaller 

movements: a brow furrow, a corner-of-the-lip raise, an eye twitch. The emphasis on 

the anatomical aspect of deception gives these analyses the semblance of scientific 

legitimacy, presenting subtle and transitory physical movements as incontrovertible 

facts of either truth or lie. After a meticulous examination of one of Amber Heardʼs 

fleeting facial expressions, Behavior Panelist Chase Hughes declares:  

 

Body language and behavior profiling is a lot like meteorology. Itʼs based in science and 
gives you likelihood. Where we deal in term of likelihood. But this is a rare occasion where 
Iʼm gonna say there is a 99, and maybe a 100% chance of precipitation here, by which I 
mean deception.12 

 

This intense scrutiny is not limited to possible signs of deception, as the four panelists 

often weigh in to comment on Heardʼs potential diagnosis of Histrionic Personality 

Disorder (HPD), periodically comparing her observed mannerisms with those 

expected from a person with HPD, and as described in the Diagnostic and Statistical 

Manual of Mental Disorders (DSM). During the trial, another so-called body language 

expert, Janine Driver, initiated a prolific social media campaign aimed at determining 

whether Amber Heard was an “innocent victim or an antagonising narcissist”.13 Driver, 

whose curriculum vitae features multiple three-lettered US intelligence and law 

enforcement agencies, employs the same language of anatomy and categorical 

 
12 The Behavior Panel, “Her ACTIONS Betrayed Her - Amber Heard Body Language Deception” 
https://www.youtube.com/watch?v=hXWpK0fguLc&t=1052s&ab_channel=TheBehaviorPanel.  
13 https://www.tiktok.com/@bodylanguageinstitute.  



 39 

emotions to provide evidence of the actressʼ deceit. In a live interview broadcasted by 

the digital network Court TV, Driver pointed to the subtle twitch appearing on the left 

side of Amber Heardʼs face as the smoking gun that would prove her guilt:  

 

Itʼs called contempt. Itʼs on the left side of her face, right there. Itʼs moral superiority. 
And itʼs out of place, especially for a battered woman. I work with battered women. I 
myself was dating a hotshot lawyer in my 20s who beat me up and left me for dead in his 
driveway. And I have to tell you, battered women or women who are domestic violence 
survivors, they are not leaking contempt.14 

 

The assumption that there might be ʻrightʼ and ʻwrongʼ ways to express emotions is  

rooted in an essentialist vision of emotional expressions, inherited from what 

psychologist Lisa Feldman Barrett calls the “classical view of emotions” (Barrett 2017). 

According to this view, external stimuli activate particular neural circuits in our brain 

which, in turn, trigger physical reactions: increased heart rate, sweating, tears, a scowl. 

This view also contends that these physical expressions are a product of evolution (they 

are necessary for survival), universal (everyone expresses and recognizes emotions in 

the same way), and involuntary (emotional expressions are difficult to control). This 

latter aspect of the classical view, argues Barrett, is central to much of Western 

philosophical thought which, from Plato to Freud, has opposed the lawlessness of 

passions and emotions to the civilising power of human reason:  

 

Emotions are thus thought to be a kind of brute reflex, very often at odds with our 
rationality. The primitive part of your brain wants you to tell your boss heʼs an idiot, but 
your deliberative side knows that doing so would get you fired, so you restrain yourself. 
This kind of internal battle between emotion and reason is one of the great narratives of 
Western civilization. It helps define you as human. Without rationality, you are merely 
an emotional beast (Barrett 2017: xi). 
 

 
14 https://www.courttv.com/title/4-25-22-body-language-expert-analyzes-johnny-depp-and-amber-
heard/.  
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This classical view of emotions is the primary frame of reference for the diagnostic gaze 

of body language experts like Janine Driver or The Behavior Panel: a way of ʻseeingʼ 

affective behaviors that, since the 1960s, has gained renewed popularity thanks to an 

American psychologist named Paul Ekman. As illustrated in this chapter, Ekmanʼs 

research on the universality of (some) emotional expressions has since dominated 

Western mainstream understandings of expressive behaviors. As Driver explains to the 

tv host, the contempt she so clearly sees on Amber Heardʼs face is one of the seven 

universal emotions identified by Ekman: 

 
Thereʼs seven universal emotions, and it sounds ridiculous, I get it. It looks stupid. You 
are like, ʻJanine, what are you talking about? Maybe she just had a twitchʼ. Listen thereʼs 
seven emotions. This guy named Dr Paul Ekman, heʼs on the same list as Freud as the 
100 psychologists to ever influence the world, the planet!15 

 

As I show in this chapter, Ekmanʼs research, and particularly his work on expressions 

of deception, has greatly influenced social and technical imaginaries around affective 

behaviors: not only are many Facial Expression Recognition (FER) systems grounded 

in Ekmanʼs understanding of affective behaviors; Ekman has directly shaped 

computational efforts to automate the recognition and classification of affective 

behaviors. As scholar Kelly Gates has noted, the technical development of FER systems 

is ”tightly bound to the field of psychology: psychological theories of facial expressions 

and emotions inform the design of automated facial expression analysis systems, and 

those systems in turn promise to advance the fieldʼs knowledge of facial expressions 

and emotions” (Gates 2011: 152). It is, however, a particular brand of psychology that 

Ekman sought to automate, often in service of law enforcement and intelligence 

agencies. With lie detection at the core of his scientific project, Paul Ekman has been 

instrumental to the creation of a techno-scientific gaze that sees facial expressions 

 
15 Ibid. 
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primarily as involuntary “leaks”: a code that can be “cracked” (Ekman 2016), regardless 

of peopleʼs consent or intentions, to reveal the truth behind their behavior.  

This chapter traces the genealogy of automated systems for the recognition and 

classification of affective behaviors, starting from Paul Ekmanʼs 1960s studies on the 

universality of expressions of emotion. Here, I discuss the centrality of Ekmanʼs work 

on deception, and how this culminated in his Facial Action Coding System (FACS), a 

coding framework for the analysis of affective behaviors that has directly shaped the 

early development of FER systems and, to this day, represents the standard method for 

the analysis of facial expressions. Crucial to Ekmanʼs project (and to computational 

efforts to automate it) was the assumption that it is possible to design a scientific and 

objective method for the classification and analysis of affective behaviors, stripped from 

their socio-cultural context and turned into calculable and manageable data. As I 

discuss in the chapter, this assumption has since been largely contested. As a result, 

practitioners have progressively abandoned claims of emotional inference (the idea that 

facial expressions can reveal accurate information about emotional states) to focus on 

the anatomical description of facial behaviors. However, the common genesis of 

Ekmanʼs work on deception, FACS, and automated FER systems show that it is not 

truly possible to divorce computational efforts to measure facial expressions from 

efforts to make sense of peopleʼs internal states.  

 

 
Reading faces: A tale as old as (D)ARPA 
 
Paul Ekman is best known for his cross-cultural study of facial expressions and the 

theorization of a set of discrete, universal (or pan-cultural) expressions of emotions. 

Between 1966 and 1971, funded by a subdivision of the US Department of Defense, 

Ekman set out to determine whether facial expressions of emotions are culture-specific 

or ‒ as originally theorized by Charles Darwin in The Expression of Emotions in Man 
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and Animals (1872) (Darwin 1998) ‒ whether there are elements of universality that 

can be attributed to at least a particular set of expressions. To find evidence of this 

universal grammar of emotions, Ekman ran a series of experiments with members of 

the indigenous Fore community in the South-East highlands of Papua New Guinea. 

People from this region, reasoned Ekman, had not been exposed to Western mass 

media, did not speak English, nor had ever “worked for a Caucasian” (Ekman 1970: 

155). Removed from any potential representation of Western expressions of emotions, 

Ekman could test whether humans can recognize and convey emotions regardless of 

their cultural contexts. The experiment was fairly simple: he would show the Fore a set 

of pictures (as shown in  Figure 1) representing six stereotypical emotional expressions 

‒ anger, disgust, happiness, fear, sadness, and surprise ‒ and asked them to describe 

them. These experiments however, as he recounts in his self-published memoir, did not 

initially yield particularly strong results. Ekman had to rely on a translator, and he could 

not successfully explain the task to his research participants (Ekman 2016). For his 

second trip to Papua New Guinea, in 1968, Ekman changed strategy: he showed 

participants three photographs representing emotional expressions and told them three 

stories associated with different emotions; he then asked the Fore to match each story 

with a corresponding picture. With the exception of expressions of fear ‒ often 

confused with surprise ‒, the Fore demonstrated to recognize emotional expressions in 

ways comparable to Western subjects. This study alone did not lead Ekman to claim 

the universality of emotional expressions. In an experiment conducted with Japanese 

and American college students, he showed his participants videos featuring a travel 

documentary and a “series of stress-inducing films” (Ekman 1971: 242). Unbeknownst 

to the students, Ekman recorded their facial expressions and later showed this data to 

a different sample of participants, asking them to guess whether the viewer was 

watching the neutral or the distressing material. According to Ekman, "about 60% of 
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the judgments" (243) were accurate, therefore providing “strong evidence” (244) in 

support of the universality of emotional expressions of emotions.   

 

 
Figure 1. Photographs of the six basic emotional expressions used in Ekman's cross-cultural study (reprinted from 

Ekman 1971) 

 

Ironically, the study on the universality of emotions was not Ekmanʼs idea. As he 

acknowledges in his autobiography, the research had been written and assigned to 

Ekman by Lee Hough, the head of behavioral sciences at the US Department of 

Defenseʼs Advanced Research Projects Agency (ARPA).16 Ekman, who had a training 

in clinical psychology, did not know how to run cross-cultural studies, nor was familiar 

with the relevant literature. However, despite his initial reticence, he received close to 

a million dollar ‒ a sum equivalent in 2022 to nine million dollars ‒ to conduct the 

research. Years later, he discovered that the reason behind ARPAʼs insistence had to 

 
16 Today, the agency is known as the Defense Advanced Research Projects Agency (DARPA). 
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do more with the personal affairs of Hough and less with intellectual curiosity. At the 

time, Hough had been caught using money allocated for social science research to 

gather information that could be used to remove from power Chileʼs left-wing president 

Salvador Allende. As Ekman recounts,  

 

Lee had money earmarked for overseas research, and he had to spend it quickly, before 
the end of the fiscal year, or he wouldnʼt get as much money the next year. And I walked 
through his door. An innocent who could do overseas research that wouldnʼt get him into 
trouble! (Ekman 2016: 46) 

 

At the heart of Ekmanʼs efforts ‒ and crucial to his professional career ‒ was, however, 

his fascination with lie detection. By studying facial expressions, Ekman had hoped to 

design a scientific method to spot clues of deception from nonverbal behaviors. His 

first, although unpublished, study, funded by the National Institute of Mental Health 

(NIMH) in 1955, sought to show that facial micro-expressions were accurate indicators 

of peopleʼs emotional states and, particularly, of stress. The experiment, termed the 

“emotional status exam”, made use of a photographic camera to record the changes in 

nonverbal behaviors occurring in psychiatric patients admitted for severe depression. 

Ekman positioned the camera in front of the patients, gave them a remote control, and 

asked them to take photographs when they thought their facial expressions were 

matching their emotional states. He later showed these pictures to “untrained people”, 

asking them to indicate which ones had been taken at admission and which ones had 

been taken at discharge. As he recounts, the participants "achieved 100% accuracy” 

(Ekman 2016: 36). These seemingly ‒ by his admission ‒ banal results were the first 

piece of a larger puzzle that would lead Ekman to argue that, because largely 

unintentional, facial micro-expressions can “leak” accurate information about a 

personʼs emotional state. As illustrated in the next section, the concept of “leakage” 
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would later become central to Ekmanʼs efforts to design a scientific method for the 

detection of deception.  

 
Anatomy of a lie: the Facial Action Coding System 
 
In 1967, the director of research in the psychiatry department at the University of 

California San Francisco (UCSF), Enoch Calloway, asked Ekman if his research on 

nonverbal behaviors could help address a problem encountered while treating 

psychiatric patients. As he explained, those hospitalized for suicide attempts would ask 

for a day or a weekend pass but would sometimes lie about their recovery progress so 

that they could “complete the act” while outside of cliniciansʼ purview (Ekman 2016: 

93). Convinced of the role played by micro-expressions in deception detection, Ekman 

set out to determine whether his research could help psychiatrists assess patientsʼ 

behavior and, potentially, save those patientsʼ lives.  

Early in his research, Ekman had come to realize that still photographs were 

insufficient to capture micro-expressions and had turned instead to 16mm film 

recording. To perform meaningful analysis of patientsʼ expressive behaviors, however, 

he needed to be able to sort through the footage to compare and contrast different 

video excerpts. He then received funding to develop a computer interface that could 

allow him to perform high-speed retrieval of video data. The interface, called Visual 

Information Display and Retrieval (VID-R), was designed to search and retrieve visual 

records, view them at different speeds, as well as code video data. This latter function 

was particularly important for what Ekman called the Systematic Classification and 

Analysis of Nonverbal Behavior (SCAN), the application of VID-R on patient data “for 

classifying all observable body and facial movements without reference to an a priori 

theory about classes or types of movements” (Ekman, Friesen, and Taussig 1969: 3). 

The coding function would allow an operator to mark the beginning and end of any 

observable movement and save it for later analysis. This procedure did not aim to 
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impose meaning to the data, as “SCAN does not itself tell us the meaning of the 

nonverbal behavior; the SCAN output is the beginning point for our analysis of the 

data” (10). However, by defining when one expression ended and a new one began, 

SCAN helped demarcate the single units of expressive movement. Through this coding 

process, Ekman could extract individual body and facial movements, strip them of their 

social context, and transform them into manageable data. This was the first step in 

Ekmanʼs lifelong effort to code affect. 

In the eighteen months that it took engineer Thomas Taussig to develop the 

VID-R system, Ekman published his first article on deception, “Nonverbal leakage and 

clues to deception”, co-authored with Wallace V. Friesen (who will become Ekmanʼs 

primary collaborator for the next twenty-five years). This was the first published 

occurrence of the term “micro-expressions”, which duration the authors describe as “so 

short that they are at the threshold of recognition unless slow motion projection is 

utilized” (Ekman and Friesen 1969: 93). Central to his investigation of deception clues, 

Ekman theorized micro-expressions to occur at 1/50 of a second, corresponding to a 

“one motion-picture frame” (94). Serendipitously fitting the affordances of video 

technology, these micro-movements would be almost imperceptible to the naked eye, 

Ekman reasoned, due to “their being embedded in other expressions which distract 

attention, their infrequency, or some learned perceptual habit of ignoring fast facial 

expressions” (Ibid.). However, with the development of the VID-R system, Ekman was 

now seemingly able to unlock the truth behind nonverbal behaviors. Missing from his 

systematic study of deception was a formal method to code and analyze facial 

expressions.  

In 1971, together with psychologist Silvan Tomkins, he published a coding 

framework called Facial Action Scoring Technique (FAST), a tool for the measurement 

and analysis of facial behaviors. FAST built on Ekmanʼs cross-cultural study and 

Tomkinsʼ own work on the universality of facial displays. As Ekman recounts in his 
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memoir, Tomkins had been, together with Charles Darwin, an intellectual father figure: 

he (like Darwin) had postulated the existence of discrete, biologically determined, 

affective expressions. Further, Tomkinsʼ fascination with the face was said to manifest 

in his legendary ability to interpret human expressions. According to a New Yorkerʼs 

article, Tomkins was known to be “the best face reader there ever was” and that he 

could “walk into a post office, go over to the ʻWantedʼ posters, and just by looking at 

mug shots, tell you what crimes the various fugitives had committed. Tomkins felt that 

emotion was the code to life and that with enough attention to particulars the code 

could be cracked” (Gladwell 2002).17 Tomkins was also known for his early work on the 

use of computers in psychiatric research inspired by cybernetics and information 

theory.18 

Ekman and Tomkins based FAST on the same six basic emotions the New 

Guinea study had concluded to be universal: happiness, sadness, anger, fear, surprise, 

and disgust. Next, they divided the face into three areas: forehead, eyes, and mouth (as 

shown in Figure 2). The reason behind this tripartition was that it would allow to easily 

mask the two areas of the face that were not being coded when using photographs or 

video footage. As the authors described, three scorers received a six-hour training on 

how to separately code the three facial areas and identify individual movements, called 

FAST ʻitemsʼ. The scorers were then asked to match individual FAST items with 

 
17 Critical readings of Ekmanʼs work often point to the influence that Tomkins had on the theorization 
of the six basic emotions. Adam Frank and Elizabeth Wilson, however, have argued that Tomkinsʼ role 
in Ekmanʼs research is often over-stated and that there are significant theoretical and political differences 
between Tomkinsʼ and Ekmanʼs understanding of the universal nature of emotions. As they describe, 
“Basic-ness, for Ekman, isnʼt just a measure of the discrete categorical differences between emotions; it 
is also an argument that emotions are biological in a fundamental, invariant way. In this sense, basic 
emotions are a weapon against the cultural relativism, linguisticism, and social constructionism that he 
feels brought the study of emotion into disrepute”. Tomkins, conversely, “uses the universality of facial 
expression to give affects a psychological distinctiveness that has been eliminated in a discipline that has 
increasingly come to regard cognition as king” (Frank and Wilson 2020: 37-38). 
18 For a discussion on the influence of cybernetics on Tomkinsʼ thought, see (Sedgwick 2003; Wilson 
2011; Leys 2011). 
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emotion categories. The purpose of this task was to show that individual facial 

movements could be used to predict emotions, without any information regarding the 

social or cultural context in which the emotional expression occurred. As the paper 

describes, scorers did not always agree with each other, and more often than not, 

combined FAST items (meaning, multiple facial areas) were necessary to successfully 

predict emotions. Such disagreement was not seen as proof of methodological flaws; it 

only suggested that “on occasion, any scorer would fail to grasp all the details in the 

facial area to be scored, and thus would disagree with the other two scorers” (Ekman, 

Friesen, and Tomkins 1971: 48). The results from the study were deemed significant 

enough to confirm FAST a reliable tool for the measurement of facial expressions. 

However, a year after the publications of FAST, anthropologist Wade Seaford showed 

Ekman a facial movement that was not described by his facial taxonomy. As Ekman 

reports in his autobiography, Seaford: “pushed up his lower lip activating the mentalis 

muscle in his chin area. I was devastated by Wadeʼs demonstration, not knowing how 

much else, how many other facial movements we had missed in creating FAST” (Ekman 

2016: 97). 

 
Figure 2. FAST facial areas for the emotion ʻsurpriseʼ (reprinted from Ekman, Friesen, and Tomkins 1971) 
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Ekman was determined to create a comprehensive tool for the measurement of facial 

movements that could be used to spot clues of deceit. Therefore, he decided to use the 

remaining of his NIHM grant, originally allocated to the study of depressive patientsʼ 

nonverbal behaviors, to develop what would later become the Facial Action Coding 

System (FACS). For over a year, Ekman and ʻWallyʼ Friesen sat in front of a camera to 

record as many individual micro-expressions as possible, aiming to create an exhaustive 

catalogue of all facial muscle movements. Central to this endeavour was the work of 

Duchenne de Boulogne, a 19th century neurologist working at the Salpetrière asylum in 

Paris, where (as described more in depth in chapter 4) he applied electrical shock 

techniques on patientsʼ face to stimulate and document facial muscle movements. 

Using Duchenneʼs muscle descriptions as a starting point, Ekman and Friesen 

identified a little over than forty movements, which they called Action Units (AUs), as 

well as three hundred combinations of AUs. These efforts were apparently made easier, 

as Ekman describes, by his “exceptional control” of his facial muscles (Ekman 2016: 

101). Finally, the researchers used the collected data to compile a “self-instructional 

manual” that included photographic and video examples of each AU and their 

combinations. An additional grant allowed them to test the reliability of FACS by asking 

three postdoctoral researchers and two research assistants to self-study the manual and 

separately code a video excerpt. The results confirmed the reliability of the systems 

and, in 1978, Ekman and Friesen published the Facial Action Coding System manual.  

FACS is described as an objective and comprehensive tool for the measurement 

of facial behaviors (Rosenberg and Ekman 2020; Ekman 2016), its objectivity deriving 

from a purely anatomical description of facial expressions. However, to extract 

meaningful information from such description ‒ to determine whether combinations of 

AUs can be indicative of emotional or mental states ‒ a “higher level of interpretation” 

(Gates 2011: 172) is necessary to make sense of the data. For this reason, Ekman and 
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Friesen developed a “selective system” (Rosenberg and Ekman 2020: 16), called 

“Emotion FACS” (EMFACS) focused only on the facial movements associated with 

basic emotions. As the authors describe, when using EMFACS, “the coder describes 

only those facial events that include AUs or combinations of AUs that are ʻcoreʼ to 

certain emotion expressions. EMFACS is less time consuming than FACS. It should be 

understood that EMFACS is FACS selectively applied” (Ibid.). In addition, Ekman and 

colleagues created a database to support and facilitate EMFACS coding, called Facial 

Action Coding System Affect Interpretation Dictionary (FACSAID), which contained 

representations of facial expressions previously coded, and the meaning assigned to 

them. Scholar Kelly Gates has noted how, in an online description of the database (no 

longer available at the time of writing), “one of the weaknesses in the database in its 

current form is that the rules for interpreting behaviors are not explicit, the authority 

of the experts who interpreted them being the only basis for confidence in their 

accuracy” (Hager in Gates 2011: 173).This approach, she argued, performed a reverse 

inference of the affective behavior it aimed to classify. By relying on expert coders, the 

accuracy of EMFACS is “constructed in part through the claims to objectivity 

associated with the initial stage of FACS coding” (Ibid.). Despite these claims, 

however, FACS (like SCAN and FAST) is in itself an effort to create new meaning 

about facial expressions. As Gates notes, FACS “does not delineate a set of facial 

expression components placed there by God, evolution, nature, or culture, waiting for 

psychologists and computer scientists to lift them off the face and place them on a grid 

so that their true meaning can be established scientifically” (174). With FACS, Ekman 

established a new grammar of affective expressions. 

 
 
 
 
 



 51 

Automating visions: FACS meets neural networks 
 
Since its publication, FACS has been adopted by large corporations and research 

institutes (such as Pixar, Apple, and the Salk Institute) as the standard coding 

framework for the analysis and modelling of facial behaviors. However, FACS coding 

is a lengthy, painstaking process. Learning how to FACS code requires about a hundred 

hours of individual study, and coding a minute of video data can take up to a hundred 

minutes. Ekman hoped that advancements in computing techniques could help 

automate, at least partially, the coding process. Colleague and psychologist Robert 

Levenson warned Ekman that the complexity of FACS coding was an indication of its 

scientific rigor: “only the most serious dedicated scientists use FACS, because it took a 

lot of work. If it could be done quickly, then hordes of slipshod scientists, who abound 

in academic psychology, would do slipshod research on the face” (Ekman 2016: 104). 

Ekman abandoned the idea until, in the early 1980s, he believed to have found a 

potential solution. As he describes in his autobiography, he was attending a conference 

in Wales where he heard a researcher describing an automated facial recognition 

system called “Wizard” that could “spot problematic people who might be approaching 

a secure facility from fifty feet away” (106). While Ekman does not name the 

researcher, Kate Crawford identified him as Igor Aleksander, a computer scientist 

working for the British government who had trained his neural network on a dataset of 

criminal mugshots, a practice that will later become commonplace in government-led 

facial recognition advancements (Crawford 2021). Aleksander, as Ekman recalls, was 

facing a technical challenge: the system could recognize individuals unless they were 

making a facial expression. This would change their appearance to the point that the 

computer would no longer be able to recognize their face. After his presentation, 

Ekman approached Aleksander and told him that “his noise ‒ facial movements ‒ was 

my data, while his data ‒ different facial appearances ‒ was my noise” (Ekman 2016: 

106). The two researchers spent four days at Aleksanderʼs lab in London, in an effort 
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to train the neural network to recognize different AUs. If successful, Ekman believed 

that the system could save FACS coders more than half of their coding time.   

In the early 1990s, inspired by these events, Ekman applied to the National 

Science Foundation (NSF) for funding that would allow him to organize an 

international conference on automated measurements of facial expressions, bringing 

together computer scientists, psychologists, behavioral neuroscientists, and physicists. 

In the final report of the conference, Ekman and neural networks pioneer Terrence 

Sejnowski described how the automation of facial expressions promised insight into 

peopleʼs affective states, cognitive processes, personality traits, “truthfulness”, which 

included “the leakage of concealed emotions, and clues as to when the information 

provided in words about plans or actions is false” (Ekman, Sejnowski, and Hager 1993: 

4), as well as psychopathology, including signs of mental illness and other 

neurodevelopmental disorders. The conference working groups outlined the challenges 

for the automation of facial expression recognition, and made a series of technical 

recommendations, with a particular emphasis on the need for a shared dataset 

containing still photographs, video and audio data of spontaneous facial expressions, as 

well as “psychophysiological correlates of specific facial actions, and interpretations of 

facial scores in terms of emotional state, cognitive process, and other internal 

processes” (16). These considerations shaped the development of future research on 

FER systems and, in particularly, the creation of public facial expression datasets.  

Among these was the RU-FACS, a collection of video recordings of spontaneous 

facial expressions “with rigorous FACS coding” (Bartlett et al. 2006), developed at the 

Machine Perception Lab at the University of California San Diego (UCSD) by 

Sejnowskiʼs collaborators and former students. As the authors explain, the datasetʼs 

subjects were recorded while taking part in a “false opinion paradigm”, a psychological 

experiment replicated from Ekmanʼs own studies on deception shown to elicit a wide 

variety of facial expressions: participants were asked to fill in a questionnaire about 
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their opinions on social or political matters. Then, interviewed by a retired police 

officer or an FBI agent, participants were told that if they said the truth about their 

opinions and were believed, they would receive $10, whereas if they lied and were 

believed they would receive $50. If they lied but were not believed, they would receive 

no compensation and would be required to fill another long questionnaire (Bartlett et 

al. 2006). In the original instantiation of the experiment, it was Ekman himself 

interviewing his subjects while holding a copy of his book Telling Lies, as a proof (and 

a threat) of his exceptional lie detection abilities. Like in the RU-FACS experiment, 

successful liars would receive a compensation of $50. Those who failed to convince 

Ekman of their opinions, however, would face a punishment “as severe as I could get 

the Institutional Review Board, the committee protecting human subjects, to approve” 

(Ekman 2016: 138). In a rather unsettling description of the experiment, Ekman 

explains that, 

 

If they [the participants] were accused of lying ‒ like in the real world, it didnʼt matter 
whether they were actually lying or not, innocent people get jailed if the judge or jury 
convicts them ‒ they would get punished. I then gave them a taste of the punishment. 
They entered a totally dark room the size of a telephone booth, and once they were 
seated, they heard a sound as loud as a firecracker, just ten decibels below the level at 
which there is a risk of damaging hearing. When they came out of the room labelled in 
large letters “punishment chamber” I told them that if they were accused of lying, they 
would have to be in the punishment chamber for sixty minutes and hear forty blasts of 
noise. If they didnʼt want to take that risk and opted not to participate in the experiment, 
I offered them $5 for their time so far. None refused. They were all males; no females 
responded to our posted invitations to participate (Ibid.). 

 

As one of the first datasets of spontaneous expressions, RU-FACS laid the foundations 

for the application of FER systems outside of the lab. As the authors describe in their 

paperʼs conclusions, the automated measurement of spontaneous facial expressions 

had the potential to bring about “paradigmatic shifts” in behavioral science and 

psychiatric research as much as in law enforcement, counter terrorism, and security 
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practices (Bartlett et al. 2006: 11-12). In 2012, Marian Stewart Bartlett and her 

colleague at the Machine Perception Lab, Javier R. Movellan, founded Emotient Inc., 

an emotion recognition company that would later become famous within Silicon Valley 

media spheres for its ʻSentiment Analysis Glasswareʼ, a Google Glass facial expression 

analysis application (Lunden 2014). Around that same time, Ekman had learned that 

the CIA was interested in the development of automated facial expression recognition, 

and had convinced the intelligence agency to arrange a “horse race”, a government-

funded technical competition between Emotient and another AI team ( ed by ormf

) to advance progress in the development Jeffrey Cohnand  Takeo Kanaderesearchers 

. The race was soon abandoned with the appointment (Ekman 2016)of FER systems 

of a new CIA executive director (a woman who, in his memoir, Paul Ekman calls ʻthe 

Witchʼ), however the two teams continued their work separately, shaping the future 

ER systems within both the industry and academic sector. advancements of F  

At this time, Ekman, who had been sitting on Emotientʼs scientific advisory 

board, began expressing concerns for the privacy implications of the commercialization 

of his methods. In a 2015 interview with the Wall Street Journal, he took distance from 

misuses of FACS: “I canʼt control usage, […]. I can only be certain that what Iʼm 

providing is at least an accurate depiction of when someone is concealing emotion” 

(Dwoskin and Rusli 2015). Despite this recent cautiousness, Ekman has played a 

central role in shaping social and technical imaginaries around affective behaviors. In 

the 2000s, the idea that facial expressions could reveal meaningful information about 

peopleʼs mental and emotional states had become popular outside psychology (and law 

enforcement) circles thanks to its media representation in Lie to Me, a tv show (for 

which Ekman was a scientific consultant) about a deception expert who could tell lies 

from truth simply by observing peopleʼs nonverbal behaviors.  

Within computer science and engineering domains, as hopefully illustrated so 

far, Ekmanʼs research on micro-expression, and particularly on FACS as a method to 
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de-code facial behaviors, has been key to developing FER systems. Central to efforts to 

automate the recognition and classification of facial expressions, FACS has also shaped 

the standardization of methods to generate animations of affective behaviors. Indeed, 

FACS is at the core of the MPEG-4 Facial Animation Standard, a set of international 

parameters for the animation of digital charactersʼ facial expressions (Pandzic and 

Forchheimer 2002; Aleksic, Potamianos, and Katsaggelos 2005).   

 
 
 
“We donʼt do mind reading” 
 
Over the years, Ekmanʼs research on the cross-cultural aspects of emotional expressions 

has received many critiques. In a 1994 review of Ekmanʼs methods, American 

psychologist James A. Russel questioned the validity of Ekmanʼs comparative study of 

Japanese and American students, arguing that the forced-choice format of the 

experiment had been shown to influence participantsʼ responses, leading to consensus 

rather than disagreement (J. A. Russell 1994). In the 2010s, Russell partnered with a 

team of psychologists and anthropologists to replicate the New Guinea Study with a 

fundamental difference from Ekmanʼs original research: the team spoke tribeʼs local 

language and had “extensive prior fieldwork experience” in the area (Crivelli et al. 

2016: 1). They found that, among members of the same population, expressions of fear 

were interpreted as conveying threat, a result that seemed to challenge the existence of 

cross-cultural basic emotions and support instead a view of affective behaviors that sees 

facial expressions as context-dependant “social tools aimed at influencing others in 

social interactions” (Ibid.) ‒ as opposed to universal and involuntary leaks of internal 

states. The authors emphasized the significance of the studyʼs results for the 

application of Ekmanʼs theories within social contexts. As they argued, their findings 

were important not only in “challenging psychologyʼs approach of allegedly pancultural 
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ʻbasic emotions,ʼ but also in applications such as emotional intelligence tests and border 

security” (Ibid.). 

More recently, in a comprehensive review of the literature on emotional 

inference and facial expressions, psychologist Lisa Feldman Barrett and colleagues have 

argued that the available evidence fails to support a cross-cultural view of basic 

emotional expressions (what they call the “common view” of emotional expressions) 

and that the ways in which people communicate emotions vary significantly across 

cultures, and even across the same individual (Barrett et al. 2019). Moreover, the 

authors noted how most experiments that have tested the universality of emotional 

expressions have largely ignored how contextual information influences peopleʼs 

expressions and perception of affective behaviors. As they argued, someoneʼs 

expression of anger, for example, might depend on a variety of contextual factors, such 

as, 

 

the situational context (e.g., whether a person is at work, at school, or at home), social 
factors (e.g., who else is present in the situation and the relationship between the 
expresser and the perceiver), a personʼs internal physical context (e.g., how much sleep 
they had, how hungry they are), a personʼs internal mental context (e.g., the past 
experiences that come to mind or the evaluations they make), the temporal context (what 
occurred just a moment ago), differences between people (e.g., whether someone is male 
or female, warm or distant), and the cultural context, such as whether the expression is 
occurring in a culture that values the rights of individuals (compared with group 
cohesion) and is open and allows for a variety of behaviors in a situation (compared with 
closed, having more rigid rules of conduct) (11). 

 

According to the review, other factors can influence the reliability of the “common 

view” on emotional expressions: often experiments ask participants to use a set of pre-

determined labels (joy, anger, sadness, etc.) to recognise emotional expressions, 

influencing participantsʼ choices and responses. When those labels are removed, 

studies have shown that agreement rate among participants drops significantly, almost 

at chance levels. Moreover, research on emotion perception often employs images of 
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actors performing emotions or uses computer-generated facial expressions, which do 

not correspond to peopleʼs real, existing emotional state (Ibid.).  

Barrett has since then shared the wider implications of her research on 

emotional expressions with the AI industry. In a 2020 public lecture at Microsoft, the 

psychologist asked the audience in the room: 

 

Can a machine actually read emotion in your face? Well, there are plenty of companies 
who claim to have done it already, including yours. But what I am going to tell you today 
is that these claims are based on some fundamental assumptions about emotions which 
are probably wrong.19 

 
In describing her review of the research on universal emotions, Barrett showed the 

room a picture of the six posed expressions of emotions ‒ happiness, sadness, fear, 

anger, surprise, and disgust ‒ as routinely used in psychology experiments. What is 

interesting about these expressions, she described, is that “they were not discovered by 

observing how people actually move their face in everyday life. They were stipulated by 

a handful of scientists and then adopted as universal truth, and then scientists built a 

whole science around them.”20 However, as she explained throughout her lecture, AI 

companies often rely on the assumption that these expressions are a valid 

representation of peopleʼs affective behavior, and ground their technical systems on 

this very assumption. 

Following a mounting body of work presenting evidence of the societal harms, 

and particularly racial discrimination, propagated by AI systems, (Noble 2018; Eubanks 

2018; Benjamin 2019; OʼNeil 2016; Browne 2015), scholars have pointed to the 

disparate impact that automated systems claimed to classify peopleʼs emotional states 

based on their facial expressions can have on marginalized groups. In a comparative 

analysis of commercial FER systems Microsoft AI and Face++, researcher Lauren Rhue 

 
19 https://www.microsoft.com/en-us/research/video/can-machines-perceive-emotion/. 
20 Ibid. 
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showed that both systems attributed more negative emotions to Black men than their 

white counterparts. Testing the software on a publicly available image dataset of 

professional basketball players, Rhue provided evidence that “Face++ consistently 

interprets black players as angrier than white players, even controlling for their degree 

of smiling. Microsoft registers contempt instead of anger, and it interprets black players 

as more contemptuous when their facial expression is ambiguous” (Rhue 2018: 1). This 

type of analysis is part of a broader scholarship on bias and fairness in automated 

systems that in recent years, by auditing different commercial software, has brought to 

the fore the disparate impact that computer vision systems have on Black, Indigenous, 

and people of color (BIPOC), and gender nonconforming individuals (Buolamwini and 

Gebru 2018; Raji et al. 2020; Raji and Fried 2021; Scheuerman, Paul, and Brubaker 

2019; Scheuerman et al. 2020; Keyes 2018). However, as Rhue notes in the conclusions, 

while her study has presented evidence of racial disparities in emotional classification, 

the question of whether AI systems can actually detect emotions, and can do so better 

than humans, remains unanswered (Rhue 2018). Others have taken this question as a 

point of departure and moved away from technical understandings of algorithmic bias 

to focus instead on the legitimacy of the conceptual underpinnings of FER systems. 

Perhaps the most vocal among these is media scholar Luke Stark who has included FER 

systems in the array of data-driven technologies that he and Jevan Hutson termed 

“physiognomic AI” to describe  

 
the practice of using computer software and related systems to infer or create hierarchies 
of an individualʼs body composition, protected class status, perceived character, 
capabilities, and future social outcomes based on their physical or behavioral 
characteristics (Stark and Hutson 2021: 7-8). 
 

 
As the authors note, AI systems claiming to produce meaningful knowledge about 

individuals based on their physical appearance propagate assumptions grounded in 
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“scientifically baseless, racist, and discredited pseudoscientific fields” that “should be 

anathema to any researcher or product developer working in computer science today 

(4-5). Stark and Hutson refer here to the 19th century practice of physiognomy, the 

widespread belief that a personʼs facial appearance could reveal something about their 

moral character. As they argue, AI systems claiming to recognize and classify emotional 

states based on facial expressions, like physiognomic practice, assume a correlation 

between physical expressions of emotion and internal states: 

 

Often grounded in the Basic Emotion Theory (BET) developed by American 
psychologist Paul Ekman, these systems assume discrete categories of human emotion 
are universally legible via external signals such as the movement of the face, or tone of 
voice, and that emotions motivate human behavior in ways that are hard to consciously 
suppress ̶ claims that have been contested on multiple scientific and social grounds 
(27). 

 
As the authors note, the resurgence of physiognomic claims in computer science 

practice requires urgent attention as it poses a threat to human and civil rights. For this 

reason, they have called for a ban on all developments of physiognomic AI “such that it 

is as legally and politically unpalatable as it is morally” (30). Others have joined Starkʼs 

and Hutsonʼs call for prohibitions of the development and deployment of these systems 

based on their lack of scientific validity, often citing Barrettʼs review of Ekmanʼs 

methods (Crawford et al. 2019). As a result of these critical efforts, in 2022, Microsoft 

has limited both commercial and public access to some of the facial analysis features of 

its facial recognition service (Azure Face), particularly with regard to emotional states, 

gender identity, and age.21 

As described in this thesisʼ introduction, however, most practitioners have 

remained largely peripheral to this debate. Research publications as well as tech 

companiesʼ marketing material continue to adopt Ekmanʼs methods (and vocabulary) 

 
21 https://learn.microsoft.com/en-us/legal/cognitive-services/face/transparency-note. 
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to describe and classify facial affective behaviors. This is not out of pure stubbornness. 

As scholar Kelly Gates had already observed in 2011, “there is a concerted effort in the 

technical literature to distinguish facial expression analysis from the analysis of 

emotions, an insistence that they represent two distinct problems” (Gates 2011: 155). 

Indeed, following Paul Ekmanʼs more recent caution mentioned above, practitioners 

have progressively abandoned claims of emotional inference and focused instead on the 

recognition of facial expressive behaviors ‒ a rhetorical as well as technical move that I 

describe more in depth in chapters 5 and 6. As Gates noted,  

 

This move to separate the specific problem of facial expression recognition from the 
recognition of emotion defines the aims of any particular effort at computerization as 
narrowly as possible, separating it from the messy and exceedingly more difficult 
problems associated with the meaning of facial displays and their relationship to what 
people are thinking and feeling (Ibid.). 

 

In practice, this has resulted in efforts to decouple FACS coding (as an “objective” and 

descriptive method to code facial expressions) from higher levels of interpretations of 

affective behaviors, as well as from its association with Ekmanʼs research on expressions 

of emotions. As testified by the practitioners interviewed in this study (and as 

illustrated in chapters 5-7), only a few “uninformed” or “bad” actors would try to infer 

categorical emotions from image or video data of peopleʼs faces; most well-meaning 

practitioners are instead aware that emotional inference lacks substantial scientific 

validity. As participants frequently described, “We donʼt do mind reading”; they would 

limit their practice to the “objective” description of affective behaviors. And yet, to 

produce any sort of meaningful knowledge about facial expressions ‒ and justify 

potential applications of FER systems ‒ practitioners must make assumptions about 

what those expressions might mean. In addition, despite practitionersʼ efforts, it is not 

truly possible to divorce FACS (on which most FER systems rely) from its genesis as a 

coding framework historically developed to identify liars and criminals, in service of law 
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enforcement and intelligence agencies. I follow here Deborah Raji who, in mapping the 

historical developments of facial recognition technology (as in, biometric systems 

developed for identification purposes), has argued that “current attempts to revisit the 

narrative and re-frame the purpose of the technology to supposedly benign commercial 

applications” (Raji et al. 2020: 8) cannot and should not obscure the military legacy of 

these systems. As illustrated throughout this chapter, Ekmanʼs legacy, and particularly 

his work on deception, has greatly shaped technical developments of FER systems, from 

modelsʼ assumptions (the idea that facial expressions can “leak” some form of 

knowledge about internal states) to data collection practices (the elicitation of 

“genuine” or “deceptive” facial expressions, such as in the RU-FACS dataset), and 

evaluation measures (the evaluation of computersʼ accuracy compared to that of human 

FACS coders).  

However, Ekmanʼs work on deception is just one of the many layers of a 

multifaceted infrastructure of knowledge on which FER projects rest on. As I illustrate 

in the next chapter, FER systems are just the latest episode in a broader history of 

quantification of human experience that, at least since the 19th century, includes the 

scientific classification of affective behaviors. Further, in an effort to distance their 

practice from inferential claims about emotions, practitioners are increasingly turning 

their attention to adjacent theories of the mind and expressive behaviors. As shown 

throughout chapters 5 to 7, these theories, although not directly or explicitly associated 

with Ekmanʼs work, rest on similar assumptions about affective behaviors: namely, that 

these can be objectively observed, measured, and used to produce inferential 

knowledge about peopleʼs internal states. Borrowing from scholar Ruth Leys, the 

reason behind practitionersʼ reticence to abandon  categorical and deterministic 

accounts of affective expressions, might lie in the fact that this would “force them to 

provide thick descriptions of life experiences of the kind that are familiar to 
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anthropologists and novelists but are widely held to be inimical to science” (Leys 2011: 

471). 

 
 
 
Conclusion 
 
In this chapter, I traced the genealogy of Ekmanʼs work on expression of emotions and 

showed the significance of its legacy for modern FER systems. In particular, I focused 

on Ekmanʼs work on nonverbal clues of deception and how this led to the development 

of the Facial Action Coding System (FACS). Here, I showed how FACS, designed as 

an objective and scientific framework for the analysis of facial behaviors, has directly 

shaped early developments of automated FER systems. Despite practitionersʼ recent 

efforts to abandon inferential claims about facial expressions and emotions, the 

entangled roots of Ekmanʼs research on deception, FACS, and the development of FER 

systems indicate that it is not fully possible to divorce the classification of facial 

expressions from its genesis as a tool to obtain the truth ‒ sometimes by means of 

intimidation, threat, and deceit, as showed by Ekmanʼs perhaps questionable research 

methods. Often supported by or in service of US military and intelligence agencies, 

Ekman designed FACS as a scientific method to spot lies: a type of inquisitive gaze 

inherited by modern FER models and transposed to various application domains under 

the guise of statistical objectivity. 

The next chapter places Ekmanʼs work within a larger history of the 

quantification of the affects contributing to the social regulation of affective behaviors. 

As I show, efforts to develop a techno-scientific framework for the measurement and 

classification of affective expressions served a broader project of social classification 

undertaken by Western societies in the 19th century ‒ efforts that are reflected in 

modern affective computing practice. 
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Chapter 4 | The making of affect 
 
 
 

Introduction 
 

In the late 1990s, Affective Computing pioneer Rosalind Picard set out to promote 

visions of a symbiotic fusion between humans and machines ‒ one where machines 

would adapt to humans and promote human flourishing and well-being. Despite 

Picardʼs efforts, however, today Affective Computing practice resembles earlier 

historical attempts to quantify and classify universal affective expressions. This chapter 

traces the discursive and material practices that inform the classification of affect, from 

late 19th-early 20th century physiological studies of emotions to Affective Computing. 

Here, I review secondary sources recounting the constitution of affects as objects of 

laboratory knowledge and then move to Rosalind Picardʼs first-hand accounts of the 

fieldʼs inception. This historical perspective places FER systems into a broader trend 

seeking to quantify and mechanize affective human experience, starting with the 

creation of scientific procedures in the late 19th century to visualize, stabilize, and assess 

human behavior, to late 20th century efforts to quantify emotional expressions through 

computational means.  

The establishment of protocols and standards for the measurement of affective 

behaviors would eliminate the “suspect mediation” (Daston and Galison 2007) of 

human intervention and turn emotions (and their representations) into ʻobjectiveʼ 

scientific facts. Tracing these efforts and, particularly, the scientific practices that 

legitimated and co-constituted them, historicizes the rhetoric and practices 

underpinning computational forms of classification of emotional expressions, and 

highlights the role that human intervention and interpretation played in the 

measurement and classification of affective experience. In addition, the chapter draws 
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attention to the performative power of this classification ‒ the ways in which the 

measurement and classification of affective behaviors can shape our emotional 

experience ‒ and how the establishment of scientific protocols, standards, and 

techniques can reinforce these performative and normalizing dimensions. Building on 

chapter 3, this section concludes with a reflection on the role that conceptual models 

of emotional expressions play in technical developments of affective computing 

applications and in practitionersʼ articulations of social responsibility. 

 

 

Affects in the laboratory 
 
The quantification of affective behaviors is not new. Scientific knowledge about 

affective experience has, in one way or another, long legitimated projects of social 

classification: the identification of the criminal, the insane, the ʻunfitʼ, the 

unproductive. According to historian of science Otniel Dror, the numerical 

representation of affects has its origin in late 19th century physiological studies of 

affective behavior and the creation of “emotion-as-number” (Dror 2001). In this new 

form of disembodied representation, emotion was disassociated from feminized 

portrayals of the affects and from ideas of emotion as “disruption” to industrial labor 

(Ibid.). New scientific procedures, ʻobjectiveʼ techniques, and “inscription devices” 

(Latour 2012) allowed men in the laboratory to gauge intimate emotional knowledge 

from their research subjects and elevate it to the status of scientific object that could 

be recorded, quantified, manipulated, standardized, and reproduced. 22 A central figure 

in this affective turn was Italian physiologist Angelo Mosso who, experimenting on 

 
22 By translating emotions into “the scientific language of numbers and graphs”, argued Dror, scientists 
could “explicitly discourse about the emotions of their laboratory animals without reverting to what they 
defined and perceived as a feminized and oppositional type of emotion talk. The number was an 
important technology for the reframing of ʻemotionʼ and its integration into the discourse of the 
laboratory” (Dror 2001: 371). 
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animals to study blood circulation, observed that expressions of pain could disrupt and 

obfuscate the study of physiological processes (Dror 2001). Expressions of affect 

captured the interest of other physiologists and turned into a site of investigation in 

itself for the study of the relationship between internal states and physiological 

responses. New instruments and protocols proliferated. Italian criminologist Cesare 

Lombroso ‒ founding father of phrenology as well as Mossoʼs mentor ‒ applied these 

new techniques to “the psychological study of the delinquent ‒ in order ʻto penetrate, 

as with an instrument of precision, into their inner psychologyʼ” (Dror 1999a: 213). 

Implicit in these investigations was the claim of a stable and objective 

relationship between affective experience and its scientific representation, the latter 

ultimately replacing and standing for the emotion it meant to represent. However, the 

interpretation of these representations was not straightforward; borrowing from 

Gaston and Dalison, it required the exercise of “trained judgements” (2007): the ability 

of a trained professional, or “expert”, to discern meaningful patterns in the data. This 

new form of objectivity ‒ as opposed to truth-to-nature and mechanical objectivity23 ‒ 

required a “physiognomic sight”, the ability to “synthesize, highlight, and grasp 

relationships in ways that were not reducible to mechanical procedure, as in the 

recognition of family resemblance” (324), such as the group stereotyping invoked in 

racial classifications of faces. As it will become apparent in chapter 6, these subjective 

‒ albeit shaped by social and cultural factors ‒ dimensions of late 19th-early 20th century 

science of emotions are still central to computational models of facial expression 

recognition and largely overlooked in current critical analyses of FER systems. 

 

 
23 Lorraine Daston and Peter Galison have shown how scientific objectivity has emerged and changed 
meaning throughout history. In particular, they noted how, in the 19th century, the “mechanical 
objectivity” of photography (which aimed to eliminate all human intervention by means of mechanical 
reproduction) replaced the “truth-to-nature” of scientific illustrations (which aimed to portray an ideal, 
abstract depiction of natural phenomena) (Daston and Galison 2007). 
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Classification breeds performance 
 
This transformation of affective experience into an object of scientific knowledge, along 

with the rise of numerical and mechanized form of representation, resonates with the 

broader epistemological and cultural transformation of Western sciences in the late 19th 

century, seeking to anchor human experience into biological, quantifiable truths. Social 

Darwinism, combined with new technologies and experimental procedures, crept into 

different scientific disciplines, both enabling and harnessing positivist and eugenicist 

projects of social progress. According to its proponents, this new physiology of 

emotions would shed light on the underlying causes of social ills ‒ fatigue, insanity, or 

criminality ‒ and encourage the reproduction of productive, sane, and ʻfitʼ individuals. 

One example of this Paolo Mantegazza (1831-1910), an Italian physician and 

anthropologist with a profound admiration for Darwinʼs ideas on evolution, who set out 

to identify the hereditary laws of emotional expressions unique to each culture. His 

Atlas of Pain, which collated original photographs along with artistic representations 

of emotional expressions taken from Ancient Greece, Christian and Renaissance art, 

aimed to shape the recently created Italian identity (Chiarelli 2020). To further serve 

this purpose, he “consciously made a comparison with other physiognomies from 

distant cultures, such as Polynesians, Jews, Japanese, and what he called ʻthe Negroesʼ” 

(Martin Moruno 2016: 153).  

However, as historian Dolores Martin Moruno noted, Mantegazza was 

conscious of the unscientific value of artistic representations of pain. To transform his 

photographic evidence into “scientific facts”, he developed a scientific protocol that 

included standardized head orientation (a full frontal and a profile picture), cranial 

measurements for each racial group, and the use of the same oval frame and neutral 

background “as a rhetorical strategy to homogenize pictures and present them as data 

that could provide scientific evidence for the law that he had previously enunciated” 
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(Ibid.). To record genuine expressions of pain, Mantegazza would inflict painful or 

unpleasant experiences to his subjects: exposure to bright lights or loud noises, 

ingestion of sour food, and even physical harm (see Figure 3). 

 

 
Figure 3. Expression of “gustative pain”  in a Black person, from Paolo Mantegazzaʼs Atlas of Pain (reprinted from 

Moruno 2016). 

 

In illustrating representations of pain, Mantegazza reinforced colonial ideas of Western 

superiority: Italian menʼs sophisticated expressions of pain conformed to social and 

cultural norms of emotional expressions, as opposed to those of the “savage” and the 

“insane”. Moreover, notes Moruno, Mantegazzaʼs careful selection of photographs and 

use of captions aimed at persuading the reader into this way of seeing. “All these 

decisions show that Mantegazza had consciously defined what pain should look like 

throughout the photographs that he included in the Atlante” (157). 
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Similarly to Mantegazza, and perhaps more famously, French neurologist Duchenne 

de Boulogne (1806-1875) employed the new photographic technique to develop a 

scientific study of the face, Mécanisme de la physionomie humaine (Mechanism of 

human physiognomy) (Duchenne 1876). Duchenneʼs work aimed at mapping all 

muscles of the human face through the combination of photography and electricity. As 

shown in Figure 4, he applied electrodes to the faces of his subjects ‒ patients of the 

Salpêtrière psychiatric centre ‒  to stimulate involuntary movements of facial muscles 

and capture photographic evidence of their expressions, often staging dramatic poses 

that suggested sexual objectification or class prejudice (Mauro 2000). As Kate 

Crawford notes, Duchenneʼs photographs were not representations of genuine 

expressions but simulations. Nonetheless, he believed that by adopting photography 

and other technical and scientific procedures he could “transform the squishy business 

of representation into something objective and evidentiary, more suitable for scientific 

study” (Crawford 2021: 163). In his study on the universality of emotional expression, 

The Expression of Emotions in Man and Animals, Darwin praised Duchenneʼs 

scientific efforts to codify human expressions and used his photographs as evidence of 

his theory (Darwin 1998). As mentioned in the previous chapter, Ekman himself built 

his work on Duchenneʼs study on facial muscle movements (Ekman and Rosenberg 

2005; Ekman 2016). What is now known as a Duchenne smile, a “configuration of the 

enjoyment smile identified by Duchenne: the orbicularis oculi with zygomatic major”, 

24 has now become the benchmark in psychology and Affective Computing to describe 

genuine expressions of happiness (Campos, Keltner, and Tapias 2004).  

 
24 https://www.paulekman.com/blog/fake-smile-or-genuine-smile/. 
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Figure 4. Duchenne de Boulogne measuring expressions of surprise on a Salpêtrière patient (W. Bruce and 

Delaney H. Lundberg Fund) 

 
Building on Foucaultʼ study on power and governmentality, Nikolas Rose noted how 

the creation of these new forms of documentation and recording of affective 

information in the late 19th century had enabled the psychological sciences to visualize, 

stabilize, and assess human behavior. “The formation of a plane of sight and a mean of 

codeability establishes a grid of perception for registering the details of individual 

conduct” (Rose 1988: 187). Human behavior had become both visible and intelligible, 

“no longer lost in the fleeting passage of space, time, movement, and voice but 

identifiable and notable in so far as [it] conform[s] to or deviate from the network of 

norms which begins to spread out over the space of personal existence” (Ibid.). These 

new techno-mediated forms of emotional representation 
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were not predicated on a theorized sympathy, empathy, or emotional “contamination,” 
but on a new mode of retrieving knowledge of the intimate that did not depend on the 
traditional values and time-consuming practices that heretofore had enabled intimate 
emotion-talk. They created new possibilities by mechanically transgressing the emotional 
divide between private and public (Dror 1999b: 392-393). 

 

Through quantification, mechanical representation, and exteriorization, the scientific 

study of human expressions became a site for the redefinition of emotions themselves. 

Representations of emotions would serve as blueprints of what emotional expressions 

should look like, often shaped by class, racial and gendered assumptions underpinning 

the physiognomic project of social classification. Enabled by new and mobile “emotion-

gauging technologies” and widespread circulation of emotion images, physiologists, 

psychologists, and clinicians “actualized and painted the world, its objects, and its 

inhabitants in emotions” (Dror, 1999b: 401). This new entangling of emotions, 

machines, and science facilitated the construction of cultural norms of emotional 

expression and a hierarchy of feeling that privileged certain expressions ‒ and certain 

emotions ‒  over others. As it will become more apparent in chapter 7, contemporary 

affective technologies ‒ combined with the predictive power of machine learning ‒ can 

shape our affective experience in a similar manner.  

 

Cybernetic feelings: between feedback and control 
 
In the early 2010s, Professors Rafael Calvo, Sidney DʼMello, Jonathan Gratch, and 

Arvid Kappas sent a proposal to Oxford University Press for the publication of The 

Oxford Handbook of Affective Computing, a project aiming to be “the definite 

reference for research in the burgeoning field of affective computing” (Calvo et al. 

2015:1), a comprehensive anthology of almost two decades of research, theory, 

methods, and state-of-the-art applications in Affective Computing. To open the 41 

chapters, authored both by “world leaders” (Ibid.) in the area and emerging 
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researchers, they invited pioneer of Affective Computing Rosalind Picard to contribute 

with an adaptation of a paper originally published in 2010 for the first issue of the 

IEEEʼs Transactions on Affective Computing (TAC). Here, Picard traced her personal 

history and experience in launching the field of Affective Computing ‒ a discipline 

bridging computer science, engineering, psychology, cognitive and neuroscience ‒ 

starting in the early 1990s. At the time, she recounted, “emotion was associated with 

being irrational and unreasonable” (Picard in Ibid. 13). Being a woman in engineering 

and cognizant of the derogatory meaning assigned to the word “emotional”, Picard did 

not want to risk her reputation by working on the affects.  

Computer scientists, indeed, did not take Picard seriously. Ingrained in the field 

was the assumption that computer science ‒ and, by association, intelligence ‒ had to 

do with logic and abstractions, not that memory, attention, and decision-making might 

be influenced by emotions. However, with the support of the MIT Media Lab, the 

dissemination of her ideas through the publication of her foundational book Affective 

Computing in 1997, Picard started witnessing a growing interest in the topic and its 

centrality to the development of artificial intelligence and, in particular, computer 

vision. In trying to give computers more sophisticated forms of vision, Picard had 

realized that emotions played a fundamental role in human perception: “Building a 

vision system is not just about detecting high-contrast oriented lines or telling a dog 

from a cat. Vision is affected by attention, and attention is affected by what matters to 

you. Vision̶real seeing̶is guided by feelings of importance” (13). Developing 

emotion recognition and computer vision were, to Picard, linked endeavors: you could 

not train machines how to ʻseeʼ, without training them how to understand emotions.  

Affective technologies ‒ of which wearables constituted an essential component 

‒ were intended to adapt to humans and promote human well-being. Among the 

possible applications, Picard had imagined a “computer-interviewing agent” capable of 

coaching its users for a date or a job interview. In addition, she reasoned, affective 
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technologies would help autistic children developing their emotional skills or reduce 

anxiety in mental health-care patients. Finally, the collection of emotional data through 

wearables could help broaden scientific knowledge about how we learn, communicate, 

and feel (Picard 2000; 2010). Picardʼs idea of a symbiotic fusion between humans and 

machines echoed that of cybernetic and cyborg visions. Indeed, Picard drew on 

cybernetic principles of “affective regulation”, “feedback”, and “control” (Robinson 

and Smith-Lovin 2006) to develop computer systems for the detection of affective 

behavior. In the above-mentioned IEEE inaugural paper, Picard describes the influence 

that Manfred Clynes ‒ the scientist who coined the termed “cyborg” with co-author 

Nathan Kline (Clynes and Kline 1960) ‒ had on her work: 

 

One morning over breakfast cereal and the Wall Street Journal (the only nontechnical 
journal I regularly read) a front-page article about Manfred Clynes caught my eye. He 
was described as a brilliant inventor who, among better-known inventions that became 
commercially and scientifically successful, also invented a machine for measuring 
emotion. His “sentograph” (sentire is Latin for “to feel”) measured slight changes in 
directional pressure applied to an immovable button that a person pushed on. The finger 
pushes showed characteristic patterns related to joy, sadness, anger, sex, reverence, and 
more. This is not a list approved by mainstream emotion theorists ̶ they donʼt include 
sex or reverence ̶ and Manfred is far from main-stream, a child prodigy with a fan letter 
from Einstein for his piano playing and coauthor on the 1960 paper that coined the word 
“cyborg.” But he measured emotion, and later, the measures were replicated by others. I 
was amused by this crazy fact, although not enough to do anything more than file the 
article. The article mentioned my friend, Marvin Minsky, who many years later 
introduced me to Manfred, and we then became friends (Picard 2010: 11-12). 

 

In the late 1990s, together with her colleague at the MIT Media Lab, Jennifer Haley, 

Picard developed a prototype: the StartleCam, a “cybernetic wearable camera” (Healey 

and Picard 1998) connected to a physiological sensor supposed to detect the body 

response to emotional and psychological stimuli. The increase in arousal (determined 

through changes in “skin conductance”) would trigger the recording of events 
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supposed to be of interest to the user. The two inventors used the expression 

“cybernetic control” to describe 

the control loops formed by the nervous system, the brain, and the wearable mechanical-
electrical communication system. […] This control loop might also be considered 
ʻcyborgianʼ as the term cyborg denotes man in quasi-symbiotic union with electro-
mechanical homeostatic control systems (1).  

The human-machine entanglement that she envisioned was seemingly far from that of 

predictive computing. To achieve affective perception, machines required 

“information that we value, information that is relevant to personal needs, goals, and 

preferences” (Picard 2000: 240). Technology, Picard reasoned, needs information that 

is only important to us.  Indeed, she opposed Orwellian visions of social control: 

The goal should not be to control people or to tell them what to do; this is both unethical 
and likely to lead to data that indicates primarily stress and anger. Instead, the idea is that 
such a system [wearable technologies] would only be worn in a voluntary mode, by 
somebody who is interested in either learning about their affective patterns, or in 
communicating them to a computer, friend, or trusted physician, for reasons of benefit 
to the wearer (237). 

Scholars have pointed to the lack of critique in Picardʼs project and her seeming 

inability to foresee the power dynamics that would have turned her cyborgian visions 

into a site of profitable extraction (Angerer and Bösel 2016; Zuboff 2019). In the early 

2000s, Picard met Rana El Kaliouby, a PhD student at Cambridge University who had 

developed a facial-expression reading software ‒ Mind Reader (R. A. E. Kaliouby 2005) 

‒ supposed to assist autistic people in social interactions. 25  The two moved their 

research to the MIT Media Lab, where they were quickly inundated with requests from 

corporate sponsors (Microsoft, Honda, NASA, Nokia, among others) to use their 

system to monitor consumers behavior. Here, the Media Lab encouraged Picard and 

El Kaliouby to “spin off” their research into a start-up. In 2009, they co-founded 

 
25 Following disability scholars and advocates, I use here and throughout the thesis an identity-first 
approach. 
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Affectiva, an emotion analytics company that quickly shifted its focus from assistive 

technologies to market research and, among the affective recognition techniques, 

favored facial analysis. According to a New York Time piece, Picard was later forced 

out of the company due to conflicting views over the companyʼs direction 

(Khatchadourian 2015). 

 

Data-driven emotions? 

It is worth noting that, in Picardʼs original vision, “emotion recognition” hinged on the 

supposed ability of computers to measure emotions, intended as “observations of motor 

system behavior that correspond with high probability to an underlying emotion or 

combination of emotions” (Picard 1995: 6). She was not, however, concerned with the 

definition of emotion per se (e.g. as a psychological or neurological category). Indeed, 

she often employed emotion, affect, and feelings interchangeably. For Picard, the lack 

of consensus on what conceptual models best measure affective behaviors ‒ whether 

emotional expressions are universal and involuntary or culture-dependent and 

intentional ‒  would not interfere with the fieldʼs ultimate objective: “If the problem 

can be solved in a speaker-dependent way, so that your computer can understand you, 

then your computer can translate to the rest of the world” (4). With a speaker-

dependent approach, speech-recognition systems are trained only on the userʼs data 

and cannot respond accurately to other users. In this sense, whether emotions are 

universal or culture-dependent is not necessarily relevant for the development of 

affective technologies. The task of identifying affective states “only need[s] to 

demonstrate consistent patterning for an individual in a given perceivable context” 

(Ibid. emphasis added). As mentioned earlier in this thesis, this conceptual agnosticism 

lies at the core of Affective Computing and, perhaps more broadly, of data-driven 

science. In this sense, Affective Computing resonates with what commentators would 
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have later termed the “end of theory” (Anderson 2008). Famously, Chris Anderson ‒ 

former editor-in-chief of Wired ‒ proclaimed the beginning of a new epistemological 

paradigm enabled by the sudden deluge of Big Data and the spread of computational 

statistical models, which had transformed the scientific production of knowledge from 

theory-driven to data-driven: “Google's founding philosophy is that we don't know why 

this page is better than that one: If the statistics of incoming links say it is, that's good 

enough” (Ibid.).  

Rob Kitchin however, among others (boyd and Crawford 2012; Gitelman 2013), 

pointed out how this narrative conveniently served the interests of data analytics 

companies and similar “knowledge-oriented businesses” who could now promise “the 

possibility of insightful, objective and profitable knowledge without science or 

scientists, and their associated overheads of cost, contingencies, and search for 

explanation and truth” (Kitchin 2014: 5). Data-driven science, on the other hand,  

 
is guided in the sense that existing theory is used to direct the process of knowledge 
discovery, rather than simply hoping to identify all relationships within a dataset and 
assuming they are meaningful in some way. As such, how data are generated or 
repurposed is directed by certain assumptions, underpinned by theoretical and practical 
knowledge and experience as to whether technologies and their configurations will 
capture or produce appropriate and useful research material (Ibid.). 

 

Such is the case of Affective Computing and, particularly, the development of models 

for the classification of affective facial behaviors. While theoretical commitment to a 

certain conceptual model of emotions and emotional expression is not deemed 

necessary for the task of facial expression recognition, mainstream affective models ‒ 

such as FACS/EMFACS ‒ guide the development and the application of machine 

learning systems. At the same time however, and as shown previously in chapter 3, the 

affordances of computer vision played a central role for the development of emotion 

science itself. As Anna Tuschling eloquently puts it:  
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On the one hand, computers are the technological basis on which certain psychologies of 
emotion and affect (Tomkinsʼ, Ekmanʼs and Friesenʼs psychologies, most notably) were 
developed; through affective computing, on the other hand, computers now ʻreceiveʼ the 
scientific knowledge on emotion they made possible in the first place (Tuschling 2014: 
189).  

 

Borrowing from Donald MacKenzie and Yuval Milloʼs study on the impact of economic 

theories on financial markets, “It can reasonably be said of this technosystem that it 

performs theory” (MacKenzie and Millo 2003: 128) and, at the same time, that theory 

shapes the development of these systems. The epistemic affordances of computer 

vision and machine learning facilitate the quantification of facial expressions as 

conceived by theories of expressive behaviors. These theories then guide practitionersʼ 

ways of seeing affective behavior. As a result (and as shown in chapter 6), significant 

human mediation is required to fit the modelʼs assumptions and expectations. This 

interplay of theory and technical development has another important effect: in 

navigating the debate concerning the scientific foundations of their systems, 

participants often described themselves as merely performing ʻtechnical workʼ, thus 

building practical and ethical boundaries between technical developments and emotion 

science and deferring social responsibility only or mostly to the latter. This 

instrumentalization of science ‒ how practitioners perceive, use, and mobilize theory ‒ 

is investigated in more depth in Chapter 5.  
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Conclusion 

The quantification of affective behavior is not a novel phenomenon. Historians of 

science have located the origin of this trend in 19th century physiology when the 

creation of new instruments, new scientific protocols, and new ways of seeing made it 

possible to elevate emotional expressions to objects of scientific knowledge and use this 

knowledge to legitimize projects of social classification. This scientific effort to 

measure, quantify, and display emotions helped corroborate and normalize implicit or 

explicit assumptions or expectations towards affective behavior dis/aligned with social 

and cultural norms. Despite Picardʼs seemingly techno-utopian visions of feeling 

machines, affective computing practice still reflects earlier historical efforts to classify 

human behavior. 

19th century physiologistsʼ standardization practices echo todayʼs data 

wrangling: the process of cleaning, standardizing, and annotating the many thousands 

of images that constitute computer vision training datasets. As for Mantegazzaʼs 

choices about head orientation, background color, and captioning, the process of 

collecting, cleaning, and annotating training images for machine learning datasets “is 

itself a form of politics, filled with questions about who gets to decide what images 

mean and what kinds of social and political work those representations perform” 

(Crawford and Paglen 2021: 33). These computational atlases of emotional expressions 

contribute to what Anna Tuschling has called the “globalization of the affect […] 

intended to be valid irrespective of space and time and thus also attain global reach in 

the service of a better understanding of facial expressions” (Tuschling in Angerer, 

Bösel, and Ott 2014: 188). Indeed, media scholars have noted how the design choices 

about the affordances of affective technologies can facilitate the stabilization of 

particular logics of feeling (Stark 2020b). As I will discuss in chapter 7, the use of 

affective technologies can encourage users to conform to hierarchies of expressive 

behaviors that conform with dominant socio-cultural norms. Gabriele Gramelsberger 
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has called this phenomenon “externalized introspection”, a “new” form of 

representation of individuality that “transgresses the traditional form of statistics, 

because it is linked to predictivity for individuals and it directly maps the artifactual 

information back on us” (Gramelsberger in Bösel and Wiemer 2020: 46). Similarly, 

Marie-Luise Angerer and Bernd Bösel have pointed to the “normalizing dimensions” 

of this “new affective programming [which] promises to work far more subtly than 

anything from the age of mass media ever could have done” (Angerer and Bösel 2016: 

49). However, by drawing attention to the continuity between 19th century 

physiologists and contemporary Affective Computing practitioners, I argue that this 

performative element was already prominent in historical efforts to quantify human 

emotional experience. In both cases, scientific practice is mobilized to legitimize 

hierarchies of affective behaviors. Similarly to the protocols, standardization efforts, 

and visualization techniques that informed the creation of 19th century Atlases and 

affective records, the ʻobjectiveʼ classification of automated facial expression 

recognition systems is made possible by local and situated practices enacted throughout 

the design pipeline. 

Altogether, this brief historical account of techno-scientific efforts to capture 

affective behavior can help persuade against framings of affective computing 

developments that focus on the fieldʼs “novel” element. The making of affect forms the 

historical backdrop for the next three empirical chapters. Interview data will illuminate: 

the role that mobilizations of science and practical knowledge play in efforts to 

legitimize or discount projects of affective classification (Chapter 5); the role that 

human mediation and interpretation plays in the classification and automation of 

affective experience (Chapter 6); and, finally, the performative and normalizing 

dimensions of such classification practices, with a focus on healthcare applications of 

FER systems (Chapter 7).  
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Chapter 5 | Mobilizing science 
 
 
 

Introduction 
 

As mentioned in this thesisʼ introduction, , despite the public and scholarly controversy 

over efforts to classify affective behaviors, many practitioners maintain an agnostic view 

with regards to the conceptual models of emotional expressions they adopt to develop 

FER systems. This chapter explores the multiple ways participants working on FER 

systems mobilize science to establish the credibility of their claims. Drawing on 

interview data, the chapter analyzes the rhetorical practices shaping participantsʼ 

articulations of validity and how these articulations provide strategies to navigate social 

and ethical responsibility. First, I discuss various forms of “boundary work” (Gieryn 

1983) as the ways participants construct professional and ethical boundaries to 

establish the legitimacy of their practice. Here, the analysis is modelled around STS 

scholar Thomas F. Gierynʼs categories of “expulsion”, “protection of autonomy”, and 

“expansion” (Gieryn 1995). This tripartite analysis is not meant to represent a 

systematic catalogue of all forms of boundary work in affective computing and/or 

machine learning, as Gierynʼs categories do not always perfectly overlap with this 

studyʼs findings. Indeed, all of the episodes of boundary work here recounted can be 

read equally as expressions of either expulsion, protection of autonomy, or expansion. 

The analysis offered here, however, intends to be a useful guide to map practitionersʼ 

effort to establish credibility in the face of criticism. Moving through the rhetorical 

practices of expulsion, autonomy, and expansion, the chapter surveys the various forms 

of boundary work necessary to participants to ascertain authority over the 

“cartographic space of science” (Gieryin 1995): the moral demarcation between good 

and bad actors, the profession of agnosticism over conceptual models of expressions of 
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emotions, the characterization of engineering as ambiguous practice, the demarcation 

of pure science from its applications, the absorption of other knowledge domainsʼ 

epistemological assumptions into FER practice, and, simultaneously, the entrenchment 

of affective computing inferences within complex socio-technical contexts. Then, I 

consider the material practices and tactics that allow participants to validate their 

systemʼs predictions: since performance metrics cannot establish the ʻtruthʼ of 

emotional experience, participants describe how they focus instead on the ability to 

track and predict changes in expressive behavior. This chapterʼs responses are situated 

within the broader literature around algorithmic harm and predictive technologies.  

 

 

Boundary work in affective computing practice 
 

The contextual backdrop of this chapter is the ongoing public and scholarly debate over 

the legitimacy of FER systems claimed to infer inner truths ‒ from affective states to 

moral values ‒ from the analysis of facial expressions. As discussed in chapter 3, these 

criticisms are primarily directed to computational approaches relying on psychological 

theories that postulate the existence of discrete and universal facial emotional 

expressions. Scholars have drawn attention both to the lack of scientific consensus 

around such theories (Barrett et al. 2019) and to these systemsʼ potential to perpetuate 

pseudo-scientific claims, hidden behind the rhetoric of scientific and mathematical 

objectivity (Stark and Hutson 2021; Sloane, Moss, and Chowdhury 2022; Birhane 

2021b). Despite this debate, the field of affective computing continues to be “primarily 

driven by computer scientists and AI researchers who have remained agnostic to the 

controversies inherent in the underlying psychological theory. Instead, they have 

focused their efforts on the technical challenges of developing affect-sensitive 

computer interfaces” (Calvo and DʼMello 2010: 19).  
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However, to develop FER systems, practitioners must make assumptions about 

what counts as measurable affective behavior and what knowledge can be inferred from 

these measurements. This fundamental assumption shapes practitionersʼ knowledge 

claims (what are the intended uses of the system), data practices (what data types are 

needed and how they will be collected, cleaned, and annotated), model development 

(what key features will be selected), and accuracy metrics (how success will be defined). 

Common approaches to the measurement of affective behavior include categorical 

models based on FACS (which breaks down the emotional expression into discrete 

facial movements) and EMFACS (which assign discrete emotional labels to a limited 

set of facial movements), dimensional models (which classify emotional expressions 

based on their perceived positive or negative quality), as well as combinations of these 

methods. 

In light of this apparent dissonance, this chapter maps participantsʼ struggle to 

establish and maintain epistemic authority over their claims when the scientific validity 

of their methods (and the underlying assumptions) is challenged. As Gieryn noted: 

 
When credibility is publicly contested, putatively factual explanations or predictions 
about nature do not move naked from lab or scientific journal into courtrooms, 
boardrooms, newsrooms, or living rooms. Rather, they are clothed in sometimes 
elaborate representations of science ‒ compelling arguments for why science is uniquely 
best as a provider of trustworthy knowledge, and compelling narrations of why my science 
(but not theirs) is bona fide (Gieryn 1999: 4). 
 

 
In surveying practitionersʼ representations and interpretations of science, the chapter 

maps the rhetorical practices of “boundary work” through which participants 

demarcate legitimate from illegitimate scientific knowledge and practice (Gieryn 

1983b). Among earlier episodes of boundary work, historians of science have 

documented 19th century physiognomists and phrenologistsʼ efforts to defend their 

practice as legitimate against accusations of ʻpseudoscienceʼ (Gieryn 1999; Shapin 
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1979). The rhetorical tactics adopted by this studyʼs participants can be somehow read 

against these historical examples: in both cases, practitioners aspire to establish their 

practice as part of a broader project of social progress. Proponents of physiognomy and 

phrenology believed their knowledge could be used to improve society (encouraging 

the reproduction of those deemed ʻfitʼ, according to eugenic principles) and provide 

evidence for reforms in social policy (Pearl 2010; Thompson 2021). In a similar vein, 

participants interviewed here often viewed their work as part of a project of 

democratization of psychological and medical knowledge around affective behaviors 

and, more broadly, saw AI as a positive force for social change. However, whether FER 

systems (and affective computing at large) could provide genuine ‒ let alone useful ‒ 

insights into the affective life of users is precisely what is contested within the above-

mentioned scholarly and public debates. This chapterʼs findings foreground the 

boundary work required for participants to validate the legitimacy of their claims and 

practice: how they establish their epistemic authority, how they define the ethical and 

professional limits of their practice, and what rhetorical strategies they devise to 

maintain credibility. Representations of legitimate scientific practice take here a fractal 

form: the act of demarcation is repeated at progressively smaller scales, carving out 

additional spaces of cognitive authority inside previously demarcated ones. In its final 

dimension, the space of legitimate affective computing knowledge and practice appears 

distant and removed from the space of ethics and social responsibility. 

 

 

Expulsion: Truthful science and ill intents 
 
The establishment of legitimate scientific knowledge involves the demarcation of 

science from non-science, as the institution of boundaries between the inside and the 

outside of what counts as science. This entails a process of expulsion of what is 
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perceived as illegitimate scientific practice and can take various forms. “When the goal 

is monopolization of professional authority and resources, boundary-work excludes 

rivals from within by defining them as outsiders with labels such as ʻpseudoʼ, ʻdeviantʼ, 

or ʻamateurʼ” (Gieryn 1983: 792). To establish credibility, and distance themselves 

from accusations of pseudoscience, participants reported different rhetorical strategies 

of expulsion. 

Marcus, a CEO and computer scientist with a background in electrical 

engineering, described to me his disappointment in how the affective computing 

community had recently been portrayed by a widely-cited report on the social 

implications of AI, which called for a ban on the use of affect recognition in high-stake 

decision-making processes and a moratorium on its development on the grounds of its 

contested scientific foundations. For Marcus, it is important to demarcate “good 

science” from improper scientific practices: 

 

I get angry when I read reports saying that the affective computing community in 

particular is not doing proper science. I think that is entirely wrong. Yeah, and I think 

that betrays a lack of understanding of the field, to be honest. […] there are lots of 

researchers who do really good research actually trying to solve the problem of, let's say, 

emotion recognition in itself and how to best interpret social signals in context, getting 

the right answers to be used in a real-world problem that involves emotion. And most of 

that is done properly. I'm sure there are some pieces of research out there that are not 

proper. But but that is the minority. And it is definitely not something that we approve 

of or indeed try to encourage.26 

 

Perhaps due to his dual role within both the industry and the academic sector, Marcusʼ 

response reflects a view of the field of affective computing as a cohesive community, 

 
26 Interview conducted on December 12th, 2020. 
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where those doing “improper science” are cast out as a rare “minority”. For Frankie, a 

professor in computer science, the outer limits of scientific knowledge are instead 

defined precisely by such professional identity. In particular, she dismissed commercial 

applications of FER as “snake oil”, unsupported by scientific evidence. By virtue of 

being profit-oriented, tech companies cannot be trusted: 

 

Their assertions are unproven, and if you would ask to provide evidence for them, I don't 

think they could do so. Since it's commercial companies and it's unregulated, they can 

assert whatever they like. That sells stuff. Ok, so this is marketing, it's not science. There 

is science in there, but they're not being truthful about the science, I'm afraid […] Some 

of them don't know that they're mistaken. While some of them know very well they're 

lying. Now, I put it as strongly as that, there are organizations selling this stuff and know 

that they're lying. We know that what they're saying and doing is not what they are 

actually doing, the marketing people will make the lies for you. The scientists who work 

for these companies will just keep their heads down and wish that they didn't do that. 

Because the scientific people know that these are lies.27  

 

Frankieʼs response expresses multiple forms of boundary work: first, it strongly 

demarcates “the marketing people” from scientists. Second, it attributes malicious 

intent to those excluded from the realm of science (“there are organizations selling this 

stuff and know that they're lying”, “the marketing people will make the lies for you”, 

“the scientific people know that these are lies”). This attribution of moral qualities 

further establishes the limits of science and is reflected in other participantsʼ responses. 

Another example of this is Otis, a computational neuroscientist working as a customer 

manager for a major FER vendor. He helps clients who have purchased the licensed 

software to make sense of the results of its facial expression analysis. The majority of 

 
27 Interview conducted on November 24th, 2021 
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his clients are academic researchers, often using the FER module in combination with 

other physiological sensors (such as eye-tracking, ECG, and EEG) for medical or 

psychological research. Many of his clients however, he tells me, are marketing agencies 

who often use the FER module alone to gauge their customersʼ emotional responses to 

products and services without relying on multiple data channels. For Otis, the issue lies 

with the misuse of FER systems for unscientific purposes: 

 

I think some are really aware of it and try to design studies that.. Whether study design 

is so good that the conclusion is quite easy.. But others just greatly ignore it, and I think 

especially in the commercial world where we get a lot of these requests, like ʻI really want 

to measure the emotions of my consumersʼ. Well, that's not what you're measuring at all. 

You're measuring a facial expression. Uhm, so I think some researchers know what they're 

doing and put a lot of effort into this and others have just, you know, heard about it as a 

fancy thing. And they want this view into the mind of the respondent. […] I think maybe 

that's also why neuromarketing has a bit of a reputation. Because you will see these gung-

ho agencies promoting, you know, ʻwe can give you the emotional insightsʼ and just 

bypassing this whole discussion.28 

 

Like in the previous response, the profit-oriented logics that govern the marketing 

sector are in fundamental opposition with what Otis considers a rigorous use of the API 

supported by scientific evidence. As he explains to me, “it all comes down to a really 

sort of nice and tidy study design”. 29 Quentin, a CEO with both a medical background 

and a computer science training, reported similar sentiments, drawing a comparison 

between inappropriate uses of technology and pseudo-therapies that promise to treat 

diseases without legitimate scientific evidence: 

 

 
28 Interview conducted on June 14th, 2021 
29 Ibid. 
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I am worried as well, because people with the hype that goes around technology could 

end up damaging the reputation of using technologies by not doing things the right way. 

So, we have a good example in healthcare. We have people with these crazy cures for 

conditions and some of these.. I'm not saying all kinds of medications are bad. But there 

are some things that just don't work. There's no evidence behind them. And I think super 

important that we have an evidence-based approach to this technology because it has 

great power potentially. And if we don't have that approach of saying, okay, well, does it 

work? And how then there is a risk that either it won't be adopted to be in the health 

service where it could do tremendous good, or there's a risk that people will inadvertently 

cause great harm.30 

 

Emerging through these responses is the role that the scientific method, as a “rhetorical 

resource”, plays in boundary work (Derkatch 2008: 374). In asserting credibility over 

their claims, both industry and academic participants often invoked scientific “rigor” 

and “evidence-based” methods as rhetorical strategies to defend the boundaries of 

legitimate knowledge. This resonates with the “legitimation narratives” invoked by 

medical professionals to either validate or discount emergent and novel treatments 

(Perrotta and Geampana 2020). Finally, when accusations of pseudoscience are 

followed by calls for bans or moratoria on the development of FER systems (and 

affective computing technologies at large), the attribution of malignant intent moves 

beyond individual and professional responsibility, to social and political institutions. 

Cedric, an associate professor at a US-based computer science and engineering 

department, described: 

 

I'm generally of the opinion that it's really difficult to contain technology. I don't think 

it's a path that will be productive, and I think it will only penalize the good people who 

listen if you try to do that. Whereas there are rogue governments.. bad governments or 

 
30 Interview conducted on February 16th, 2022 
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dictatorships, or bad people, or like people in in their basements, or just antisocial, and 

there are very angry people who will start to abuse things and so the only people you'll 

penalize are the good people who are gonna listen to you. I think instead that you have 

to create the possibility to use that technology for good so that the good outweighs the 

negatives, and that way you make that change that you want instead of just banning the 

entire technology.31 

 

In the effort to “expel non-real members from their midst” (Gieryn 1995: 432), 

participants expressed the necessity to draw a moral boundary between “good” and 

“bad” actors, casting out from the domain of their practice bad scientists, greedy 

salesmen, and evil governments. The act of expulsion coincides here with the 

affirmation of technology as a positive social force and reflects the recent effort to 

rebrand AI as a tool for social good ‒ the so-called field of “AI for Good” (Floridi et al. 

2018). Cedricʼs response, in particular, is exemplary of the libertarian techno-optimism 

that surrounds much of AI development. As many have noted, narratives centered on 

the supposed ability of AI to solve societal challenges, and on practitionersʼ individual 

responsibility to make ethical choices, can often obfuscate existing power structures 

and perpetuate social harm (Madianou 2021; Cave et al. 2018; Tutton 2021). Finally, 

Cedricʼs response serves a further purpose: by excluding malignant actors from the 

domain of legitimate scientific practice, it delineates a space of professional autonomy 

protected from external intervention. Overall, these responses seem to demarcate good 

and responsible knowledge production ‒ backed by scientific evidence and robust 

methods ‒ from abuses of science, across both academic and industry sectors. In the 

next section, I explore the differences (and similarities) between these two contexts 

and how participants mobilize professional boundaries to establish the validity of their 

claims. 

 
31 Interview conducted on November 23rd, 2021 
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Autonomy: Agnosticism and ambiguity 
 

To defend the scientific integrity of their claims against accusations of ʻpseudo-

scienceʼ, participants offered competing characterizations of their practice. This type 

of boundary work ‒ the protection of autonomy ‒ involves creating boundaries to 

protect professional autonomy and authority over scientific claims from other interest 

groups (such as other professional domains, government bodies, civil society, and 

political groups) (Jasanoff 1987). This section surveys the tensions emerging from 

developments of FER systems in both the academic and private sectors and maps 

differences and similarities between the two groupsʼ responses. 

 

Applied science 

Faced with the ongoing criticism surrounding the validity of adopted models of 

emotions, some industry participants characterized their practice as largely peripheral 

to theoretical debates and held instead a pragmatist view of their practice as mostly 

concerned with development of applicable and useful technology. By removing 

themselves from the dispute over the validity of the theories and methods they adopted, 

participants aimed at protecting “their right to determine and perform the work as they 

see fit” (Wulff and Finnestrand 2022: 711). This lateral move serves two distinct 

purposes: first, it provides immunity from the particular interests involved in the 

dispute over the definition of emotions, seen as a conflictual ground for the 

establishment of a research agenda that sees emotional expressions as social and 

cultural constructs or (à la Ekman) as universal and biological traits. Second, it posits 
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participants as temporarily external to science, only tasked with the advancement of 

practical knowledge. This re-shaping of participantsʼ practice into technical knowledge 

(Porter 2009) forecloses critiques of FER technology grounded on its contested 

scientific foundations. This is illustrated in Marcusʼ response: 

 

We don't do emotions. Well, that's not true. We do a bit of emotion. But emotion is an 

incredibly ill-defined concept and I, for one, am not going to take any stances in the 

emotion theory war [emphasis added] that's currently ongoing because I think taking a 

stance is inherently unhelpful. We need science to answer these questions, but what we 

need is great is good questions and good science to answer those questions.32 

 

As mentioned above, this agnosticism is mirrored in participantsʼ characterizations of 

their practice as purely technical. I asked Dennis ‒ a CEO with an electrical engineering 

background ‒ to describe the forms of expertise and competencies involved in the 

design and development of his FER system: “Itʼs all technical skills. We did not get into 

the psychological or sociological side of ʻwhat to do with these signals.ʼ I donʼt think it 

concerns us. We offer a tool that could be used to gauge psychological data, but I didnʼt 

want to be specific about what it should be used for.”33 This response differs from the 

ones provided in the previous section in that it does not seek validation from science. 

Here, instead, it is precisely autonomy from science (here intended as psychology or 

emotion science) that allows participants to focus on the development of technical tools 

that can be applied in multiple domains. STS scholarship has pointed to this continuous 

crossing of boundaries between the scientific and the technical as characteristic of 

engineering practice (as the denomination applied science seems to suggest), where 

 
32 Interview conducted on December 12th, 2020. 
33 Interview conducted on April 29th, 2021. Translated from Italian. 
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the production of knowledge “appear[s] to occupy a double location inside and outside 

of science” (Downey and Lucena 2001: 167). As Dennis continued, 

 

I do not take sides. Yes, there is a debate: some people support one thesis, others support 

the opposite one. I donʼt think it concerns us. My goal is to entertain, or to build 

something useful.. If our partners find [our technology] useful... Thatʼs why I did not 

look into psychological evaluations or anything similar. [...] I use AI because otherwise I 

could not obtain these results. And if this is scientifically rigorous or not itʼs not up to me 

to determine, because I am not a scientist, I am a technologist. A product developer. I am 

not a scientist.34 

 

Moreover, as Downey and Lucena have noted, engineers often have to navigate the 

ambiguities associated with being an expression of capital and corporate power (Ibid.). 

Theoretical agnosticism offers a strategy to navigate such ambiguities. Marcelo, an 

affective computing researcher working at a large tech corporation, mentioned the 

evolving nature of scientific theories of emotion as a reason for his companyʼs 

noncommittal to any conceptual model: 

 

Some of the steps that we have taken, for example, is reframing how the API is being put 

on the website. So, you will see that there is a lot of emphasis on saying that this is 

perceived emotional states, that it doesn't follow any specific emotional theory because 

they keep evolving and it's an evolving field. And we don't take sides. We just say what 

we do with it.35 

 

 
34 Ibid.  
35 Interview conducted on June 17th, 2021.  
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This form of agnosticism seems to allow industry participants to evade conversations 

around social responsibility and, as reflected in this last response, to defer 

accountability to their technologyʼs consumers. 

 

Basic research 

Within the academic sector, participants navigated the ambiguities associated with 

engineering work by demarcating their practice ‒ the creation of novel machine 

learning techniques or datasets ‒ from the commercial development of affective 

computing applications. For Julius, a professor at a European engineering and 

computer science department, engineering is about “creating problems” that others ‒ 

industry practitioners ‒ can act on to develop real-world applications: “As engineers, 

we create problems. We donʼt necessarily have an application in mind. Although, many 

have used and implemented our algorithms for their own needs”.36 Autonomy from 

specific application contexts is necessary for academic engineers to advance state-of-

the art algorithmic techniques. “Academic research”, Julius reasons, “is much more 

advanced than current commercial products, especially when it comes to computer 

vision and machine learning.”37 While tech companies have perfected the production 

of cheap and reliable sensors (such as Bluetooth, microphones, and cameras), 

according to Julius, academic research remains the driving force behind the 

development of machine learning techniques. This perspective conflicts, however, with 

scholarly work pointing to the growing concentration of power (financial and 

computational resources) in the hands of a few large tech firms. Over the past decade, 

“the rhetoric and capital flowing from these firms [has] served to redefine the AI 

research field, flooding it with funding and focusing the fieldʼs attention on data and 

compute-intensive techniques and research questions” (Whittaker 2021: 52). 

 
36 Interview conducted on October 21st, 2021. Translated from Italian. 
37 Ibid. 
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Moreover, “dual-affiliations” of AI scholars across the industry and academic sector and 

PhD programs sponsored by tech corporations further blur the boundaries between the 

two sectors. Perhaps contributing to Juliusʼ perception of academic vanguard is the race 

to publish that governs university spaces. As Cedric describes to me: 

 
In research, what we look at is the sophistication of the approach. If that approaches is novel 

and it's working well in comparison to some other published work. If you can outperform 

them, it's good. If not, you can't be much lower than them because that means that the model 

isn't working well. So, it's kind of always like a race between different research groups trying 

to get results that are slightly better than the other. But then, while you're trying to improve 

the result, you also want to showcase a new method that you've come up with and innovated 

on.38 

 

The field of computer science, and machine learning in particular, currently prioritizes 

a conference publication model with shorter rounds of reviews and lesser chances for 

authors to improve their research before acceptance or rejection (Bengio 2020). This 

ever-growing pressure to publish (and publish quickly) shapes participantsʼ practice 

and how they conceptualize notions of accuracy and validity in affective computing. 

Reflecting on his studentsʼ experience, Julius later describes: 

 

If my students want to publish, they donʼt need to work with a psychologist or a 

sociologist. They only need to be able to say that their facial expression recognition is 

0.5% more accurate than others. Thatʼs sufficient to publish a paper. If thatʼs useful... 

Well, thatʼs a different question.39 

 

 
38 Interview conducted on November 23rd, 2021. 
39 Interview conducted on October 21st, 2021. Translated from Italian. 
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The usefulness of a model ‒ its utility ‒ emerged here as a demarcating principle to 

position real-world applications of FER models within or beyond the limits of legitimate 

knowledge. This rhetorical move rests on the old adagio that “all models are wrong, but 

some are useful”. As Erik ‒ a PhD student in social artificial intelligence ‒ described, 

while applied science aims to develop systems that might not be entirely accurate but 

are nonetheless useful, pure science aspires instead to produce true knowledge; 

therefore, its models will be likely useless: 

 

It comes down to this for me at least, it's thinking about that the truth is somewhere here 

in the middle and we can approach the truth from below by fundamental research which 

we know for a fact that things are true. So, we know they're true, but it's not the entire 

picture but this tiny, tiny little bit is true and in itself it is not useful. Or we can do the 

engineering problem which is what's happening a lot of the time is we could make very 

broad assumptions and we could get models that work and then we can sort of approach 

what the truth is from above where we're saying we're making these very broad claims 

and then we can maybe refine them a little bit and the truth in the middle and we need 

people working from both sides to reach the truth. […] And I think the aspect here is 

saying we might make very useful models when approaching things from above, but we 

might not make very true models.40 

 

Erikʼs lab has made important progress in demonstrating that facial emotional 

expressions are culturally specific and challenged mainstream theories of basic and 

universal emotions. The team is now working on a novel framework for the 

identification and generation of facial affective expressions which they hope will help 

model emotions in robots and digital agents. This work, however, is based on an 

experiment that does not replicate the real-world conditions of human emotion 

 
40 Interview conducted on August 18th, 2022. 
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recognition, as participants were asked to assign emotion categories to computer-

generated images of facial expressions. As he explained to me, these images are 

“floating heads on a blue background. They have no hair, they have no beard, they have 

no piercings, they have no makeup. There is no information about the situation they 

are in. Theyʼre all lit the same way. Thatʼs not how we do emotion inference in the real 

world”.41 In this sense, the results of this study are “true”, but they are not generalizable 

to the real world. Here, Erik further demarcates fundamental research (“approaching 

the truth from below”) from engineering (“approaching the truth from above”), as the 

latter tolerates assumptions about the real world in order to produce useful models. 

This distinction has implications for practitionersʼ social and ethical responsibility: 

 

The scientific process is very rigorous. And because of the type of work we're doing, we're 

not really claiming that we're making any massive leaps with regards to application. So, 

it's not that ethics are not at the heart of it or not at least thought about, discussed, but 

because it is so far away from application, the immediate... The challenges that someone 

delivering a product has are vastly different from someone doing fundamental research. 

Right? People who are looking at how two electrons interact have a very different ethical 

responsibility than someone actively building a nuclear bomb. I'm not explicitly making 

a link between nuclear bomb and emotional recognition. So, I would say the work that 

we are doing is much closer to what those looking at electrons are doing. So, it's not to 

say that there are no ethical implications of it, but it is not as essential as something a 

little bit more applied. 

 

Approaches to affective computing framed as fundamental or foundational mirror 

broader claims of neutrality and objectivity that are typical of the machine learning 

field. When Jeff Brantingham (the Pentagon-funded anthropology professor who 

 
41 Ibid. 
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patented PredPol and co-founded the for-profit company named after it) presented a 

prediction model for gang-related crime (Seo et al. 2018) at the 2018 AIES conference, 

he was prompted by the audience to consider the potential ethical and societal 

implications of his work ‒ to which he replied, “It's basic research” (Hutson 2018). As 

some have noted, this profession of agnosticism reflects the emphasis that computer 

science education puts on the principle of abstraction, which “construct programming, 

and ʻalgorithmicʼ or ʻcomputationalʼ thinking more generally, as epistemically and 

politically neutral tools that only take political meaning once they are contextualized 

through the application” (Malazita and Resetar 2019: 301). In a similar vein, the rigor 

of the scientific method and the perceived distance from real world applications shield 

academic participants from social and ethical responsibility.  

 

 

Expansion: The magpie effect 
 

A final form of boundary work takes place when “insiders-scientists” (Gieryn 1995: 

394) seek to expand the borders of their “cultural authority” (429) into other 

knowledge domains. One historical example of this, according to Gieryn, is the 

expansion of philosophy in the 18th century into domains traditionally within the 

purview of theology: namely, ethics and spirituality. Here, this type of boundary work 

is, for some participants, a distinctive tract of practitioners working in AI. As Frankie 

described: 

 

I've often characterized our relationship as being a bit like magpies to other disciplines. 

We ʻflap, flap, flap, flap [makes a wing-flapping gesture with her hand]. We need a 
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theory, we need a theory, we need a theory. Oh, here's a shiny theory. This one's easy to 

implement. We'll have that one.ʼ Yeah. Now, that's not a very responsible attitude.42 

 

More concretely, this is reflected in how Julius described the application of Ekmanʼs 

theory in his own work. Julius has been part of the affective computing community for 

over two decades and, among his most cited work, is a system for the classification of 

facial expressions in video sequences that he developed in the early 2000s. Inspired by 

the Facial Action Coding System (FACS), Julius reduced Ekmanʼs 46 action units to 

only 12. This method aimed to expedite the annotation process by reducing the number 

of landmark facial features that needed manual labelling. Talking about this work, Julius 

described: 

 

Of course, theory matters. It can give us inspiration. Then, from a practical point of view, 

we see what we can do with it. A major problem with emotion theory is that there is no 

agreement within the emotion science community. Thereʼs not even agreement on 

whether one theory is better than the other! […] But something Iʼve already said before 

is that our work, as technologists, is independent from that.43 

 

As previously suggested by Frankieʼs response, practitioners working in affective 

computing treat psychological theories as props for the development of technical 

systems. A similar example is the application of affective computing methods to other 

psychological theories. Daniel, a CEO whose primary clients are marketing agencies, 

described his plans to develop a FER system to predict personality types. This model, 

he reasoned, would combine action unit detection (the detection of individual facial 

muscles based on Ekmanʼs taxonomy) with the Sixteen Personality Factor model, also 

 
42 Interview conducted on November 24th, 2021. 
43 Ibid. 
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known in the psychological literature as 16PF. Developed as a “comprehensive measure 

of normal-range personality” (Cattell and Mead 2008), the 16PF questionnaire was 

created by Heather Cattell, daughter of British psychologist and statistician Raymond 

Cattell. Raymond is infamously known for his views on intelligence, eugenics and race, 

and for adhering to fascist and antisemitic causes ‒ to the extent that, in 1997, the 

American Psychological Association revoked his Gold Medal Award (Tucker 2009). 

Cattellʼs 16PF, a variant of the Big Five types model, can be seen as the personality 

equivalent of Ekmanʼs Six Basic Emotions (or Basic Emotion Theory): they are both 

expression of a longstanding effort to anchor psychological and subjective experience 

to quantifiable truths (Gould 1996).  

Daniel is familiar with the 16PF, as it is often used to test a personʼs cognitive 

abilities in clinical, educational, and workplace settings. The relationship between 

16PF and FACS, however, is a concept explored in a 2017 machine learning paper, 

which Daniel promptly sent me after our interview as proof of his projectʼs scientific 

integrity. The authors of the paper, “Predicting the Sixteen Personality Factors (16PF) 

of an individual by analyzing facial features”, propose a deep learning model that 

“computes the personality traits in less than 1 minute and can be used to monitor the 

personality traits of an individual in real time” (Gavrilescu and Vizireanu 2017: 2). To 

support such claims, the authors must make a few fundamental assumptions: That 

emotions are universally and reliably expressed through facial patterns; that FACS, 

among other methods, is best at predicting genuine emotions; that 16PF is a reliable 

test for the prediction of personality types (and that such types are a stable and 

consistent category); and, finally, that “there is a close relationship between personality 

traits and how emotions are expressed” (Ibid.). This paper is not an isolated exception 

but, indeed, one of the many publications in machine learning-related journals 

attempting to compute personality or character traits based on physiological attributes 

(Wache et al. 2015; Subramanian et al. 2018; Setyadi, Harsono, and Wasista 2015; 
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Gavrilescu and Vizireanu 2018; Zhang et al. 2017). As explored in the next section, the 

validity of these claims is typically assessed through statistical measures aimed at 

determining whether the systems can perform reliable predictions over time (that is, 

assessing whether systems work as intended) (Jacobs and Wallach 2021). However, 

many have pointed to the fieldʼs lack of reflexivity and seeming inability to question the 

epistemological and theoretical assumptions that these systems are grounded on (such 

as the existence of universal personality types or basic emotions) (Sloane, Moss, and 

Chowdhury 2022; Birhane and Guest 2020). As Frankie reminded me,  

 

The unethical use of technology by making unsubstantiated claims is a general problem 

of AI, and itʼs an even bigger problem in affective computing because the claims are 

bigger, and they really cannot be sustained in most situations.44 

 

Perhaps contributing to this problem is the “looping effect” (Vertesi 2020) that the 

above-mentioned publication practices can have on the field. As some have noted, hype 

around commercial applications of AI “can spill over into machine learning-based 

science, leading to overoptimism about their performance. Non-replicable findings are 

cited more than replicable ones, which can result in feedback loops of overoptimism in 

machine learning-based science” (Kapoor and Narayanan 2022: 9). Finally, 

compounding this, is the entrenchment of these epistemological assumptions within 

larger socio-technical systems. An example of this is the incorporation of FER systems 

into other disciplinesʼ research process and, in particular, into medical research and 

healthcare provision. When I first spoke to Marcus in 2020, he described a vision of his 

technology ‒ a proprietary FER system for the detection of mental health conditions 

and neurodevelopmental disorders ‒ not only as vehicle for collaboration with other 

forms of knowledge, but also for their own development: 

 
44 Interview conducted on November 24th, 2021. 
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I think that what we need at the moment is collaboration between neuroscientists, 

technologists like machine learners, computer vision researchers, humanists... Yeah, and 

philosophers of science as well. Building and studying together technology thatʼs actually 

used and looking at how users use it. […] There needs to be a community that keeps 

talking to each other regularly. Weʼre working on that. This is a tough sell. We as 

[companyʼs name], definitely want to play our part in that. So, we definitely want to 

contribute. For example, we want our technology to be used by other to test things and 

run such studies.45 

 

Two years after this interview, Marcusʼ companyʼs website lists ‒ among other solutions 

‒ the possibility to use his technology to evaluate mental health treatments in clinical 

trials, providing “reliable and objective measures” of mental health conditions “in a 

cost-effective way”. This form of “entrenchment” (Collingridge 1979) further 

complicates the opacity of these systems. What happens when the assumptions 

underlying FER models ʻdisappearʼ within larger socio-technical contexts? These 

concerns, which will be explored more in-depth in chapter 7, resonate with the vast 

scholarship on algorithmic injustice that in recent years has pointed to the political role 

that AI and machine learning practitioners play in altering the fabric of society 

(Buolamwini and Gebru 2018; Raji et al. 2022; Hutchinson et al. 2021; Mitchell et al. 

2019; Costanza-Chock 2018; Birhane 2021b; Whittaker 2021) and automating bias and 

harm (Abdurahman 2022; Benjamin 2019; Eubanks 2018). 

 

 

 

 
45 Interview conducted on December 12th, 2020. 
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Sidestepping ground truths 
 

Allow me to return to Frankieʼs last response: 

 

The unethical use of technology by making unsubstantiated claims is a general problem 

of AI, and itʼs an even bigger problem in affective computing because the claims are 

bigger, and they really cannot be sustained in most situations.46 

 

As some have noted, the “unverifiability, ambiguity, and indeterminacy of possibly 

incorrect results” is often used to legitimize opaque, uncertain, or contested 

applications of machine learning (Grill 2022: 15). Cloaked in the objective confidence 

of numbers and percentages, accuracy metrics are announced and circulated to ensure 

trust in algorithmic results (DʼIgnazio and Klein 2020; Beer 2016). In machine 

learning, accuracy usually describes how well (how often) the prediction algorithm 

produces results that match the test data (Kelleher 2019). Louise Amoore, however, 

has noted how evaluations of performance often boil down to the question: “Is it good 

enough?”, where a good enough prediction is “one that achieves some level of 

optimization in the relationship between a given target and the actual output of a 

model” (Amoore 2020: 67). This became evident in participantsʼ articulations of 

accuracy in their own work. When asked what counts as a good classification (what is a 

“good enough” classification), Julius explained to me that accurate and “fine-grained” 

predictions of emotional states are not necessary if he can successfully predict 

indicators of peopleʼs preferences of commercial products: 

 

It is not important whether I can accurately differentiate between angry and disgust as 

long as I can differentiate between overall negative and positive expressions. Especially 

 
46 Interview conducted on November 24th, 2021. 
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if you need these predictions to determine peopleʼs preferences. For example, you are 

choosing between products and you say ʻI like this, I donʼt like this.ʼ I donʼt need a fine-

grained emotion recognition system for that.47 

 

Erik described to me a similar scenario, where a FER system could be used to track 

changes in emotional behavior to detect the onset of depression: 

 

If I then speak to this person after my tool has spit out a number, saying they are 80% 

likely to have depression, I can take this person to see a doctor and if this doctor says, 

ʻyou know what? They're depressed.ʼ Then I have one for accuracy, right? That's easy. 

You can imagine that in many different ways. It doesn't necessarily have to be emotion, 

that's just accuracy. In general. If we have very clear goals of what we need to define as a 

count for a hit and a count for a miss, then that's easy. General purpose emotion 

recognition, I think doesn't have a good sense of accuracy, right? And this comes down 

to the idea that we don't really know what emotions are.48 

 

This understanding of accuracy (“A count for a hit, a count for a miss”) circumvents 

many of the issues associated with creating ground truths in affective computing. 

Indeed, practitioners often rely on emotion data collected in laboratory settings ‒ where 

emotional expressions are posed and exaggerated ‒ as well as on observersʼ 

interpretation of emotional expression. As Frankie explains, a focus on behavioral 

changes and their relevance to the context of application sidesteps the need for ground 

truths: 

 

You may not need to create ground truth. it depends what you're doing. So, if we 

recognize enough of the negative behavior or negative feelings about students to improve 

 
47 Interview conducted on October 21st, 2021. Translated from Italian. 
48 Interview conducted on August 18th, 2022. 
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the interaction, that was good enough even if we weren't always right. […] I think 

establishing ground truth is probably a bit of the will of the wisp because, you know, do 

people know how they feel? and I think emotion is a moving target.49 

 

According to this reframing, “it is not the accuracy of the algorithm that matters so 

much as sufficient proximity to a target. Put another way, the algorithm is good enough 

when it generates an output that makes an optimal decision possible” (Amoore 2020: 

67). With these considerations, the ambiguous nature of participantsʼ practice comes 

full circle, as they provide justifications for their work that are seemingly capable of 

evading questions of scientific validity. This is exemplified in both Marcusʼ and Dennisʼ 

responses: 

 

We normally look at downstream use. So, how is the app actually used and what does 

that, what changes does that bring? If you think about behavior change, for example, 

getting to a healthier lifestyle... I couldn't care less how accurate my action unit detection 

is, as long as it creates the desired behavior [emphasis added]. Behavior change is easier 

to collect and is an objective measure. And so that's a downstream accuracy that we are 

really interested in.50 

 

Things can be useful even if they are not based on a rigorous scientific model. A system 

can be useful, especially if itʼs used in an entertainment context, not a medical one. It can 

be useful even if itʼs not based on scientific, provable, and objective principles [emphasis 

added]. If Iʼm browsing an e-commerce and I like a product more than others, if the 

systemʼs prediction about my preferences is 70% correct, thatʼs sufficient to make a 

useful and valuable system. Obviously, if the outcome of a surgical procedure depends 

 
49 Interview conducted on November 24th, 2021. 
50 Interview conducted on December 10th, 2020. 
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on that 70%, three people out of every ten patients will die. It depends on what the 

systemʼs use is.51 

 

Here, usefulness replaces the need to ground participantsʼ practice in scientific 

knowledge. Borrowing from Crawford and Campolo, the systemʼs predictions are valid 

as long as they are consistent with the adopted emotion theories: “the consistency of 

uninterpretable correlations replaces a causal epistemology or theoretical explanation 

[…] and is deployed retroactively to justify the methodological choices” (Campolo and 

Crawford 2020: 12). Finally, these responses can help re-orient and align critical 

analyses of affective computing systems with the vast scholarship on algorithmic harm 

associated with predictive technologies. Indeed, the discursive and practical shift 

towards behaviors situates FER systems within the larger political economy of AI 

systems and platform technologies. In defining the value of affective computing 

applications, Alex described: 

 

What is valuable is the behavior, human behavior. And you see that a lot on social media 

platforms and different socializing platform, professional platforms as well. So, what 

people write there, what people do, where they click. So, big companies like Facebook. 

Obviously, Facebook has monetized this in a huge way. So, I would say behavioral 

understanding is more important than actual emotions, because that's what is 

monetizable for big companies rather than actual real emotions, because they're not 

interested in knowing your real emotions. The people who are interested in knowing your 

emotions are people who are close to you. Other people are just interested in how you 

behave. So, I think those kinds of applications will not have a value over a long time. 

 

 
51 Interview conducted on April 29th, 2021.  
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Emerging from this response is a view of affect that is less concerned with the emotional 

and mental content of human experience than with the ability to extract value from 

behavioral changes. 

 

Conclusion 
 

This chapter has drawn attention to the role that articulations and mobilizations of 

science play in asserting participantʼs credibility. In particular, I have explored the 

discursive practices through which participants strive to establish credibility when the 

validity of their claims is publicly contested. Rhetorical practices include forms of 

boundary work aimed at legitimizing affective computing knowledge and affective 

computing practice simultaneously inside and outside the space of science. Participants 

did not hold stable conceptions of their practice, but instead offered articulations of 

their work as ambiguous and, at time, fluid, crossing the boundaries between science 

and non-science, and pure science and applied science. While this is in part due to the 

heterogeneous composition of the sample here interviewed, these responses can also 

be seen as a reflection of what Downey and Lucena called “code-switching”, a 

“situationally-specific movement” between different “codes of meaning” that is typical 

of engineersʼ knowledge and professional identity (Downey and Lucena 2004). Then, 

I explored practical ways in which participants validate their systemsʼ predictions. Since 

algorithmic performance cannot be evaluated in relation to inner subjectivity (the 

ʻtruthʼ of emotional experience), what emerges from these responses is a shift towards 

behavioral understanding that situates FER systems within broader critical analyses of 

predictive technologies and algorithmic harm. By unearthing the discursive and 

material strategies that participants adopt to evade criticism and establish credibility, 

this chapter has contributed to the “uninventing of accuracy” (MacKenzie 1993), as in, 

contesting the certainty (Grill 2022) and credibility of their claims. 
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While here I have focused on participantʼs discursive practice, the next chapter 

(chapter 6) takes a deeper look at the material structures and practices of FER design. 

In particular, I discuss the role that data annotation (and different annotation schemes) 

play in the design and development of FER systems. Common approaches to emotion 

AI design involve the annotation of Facial Action Units (or FACS coding), and Valence, 

Arousal and Dominance (VAD) annotation. While FACS coding is performed by 

“expert” coders, trained in the “objective and reliable” annotation of facial micro-

expressions, VAD is performed by “lay annotators”, who assign a set of “more 

subjective” metrics (perceived positivity/negativity of feelings, intensity of emotional 

expressions, and control over emotional experience) to the images and videos they 

annotate. Here, I discuss how coding schemes and organizational dynamics shape data 

annotatorsʼ ways of ̒ seeingʼ affective data and bring to the fore the interpretive element 

of data annotation. 
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Chapter 6 | Seeing affect 
 
 

 
 

Introduction 
 
 

“We never look at just one thing; we are always looking at the relation between things 
and ourselves. Our vision is continually active, continually moving, continually holding 

things in a circle around itself, constituting what is present to us as we are.” 
(Berger 1990: 9) 

 
“The ʻeyesʼ made available in modern technological sciences shatter any idea of passive 

vision; these prosthetic devices show us that all eyes, including our own organic ones, 
are active perceptual systems, building on translations and specific ways of seeing, that 

is, ways of life.” 
(Haraway 1988: 583) 

 
 

 
 
 
The previous chapter investigated practitionersʼ representations of affective computing 

practice as efforts to establish and maintain epistemic authority. Here, I look at the data 

work that informs FER design and, in particular, the role that different data structures 

and practices play in constructing claims of objectivity and accuracy. This chapter 

focuses on two common annotation schemes used to label training data for FER 

algorithms: the Facial Action Coding Scheme (FACS) and the Valence, Arousal, 

Dominance (VAD) model. FACS is considered to be an anatomically based, “objective” 

measure of facial expressions, as it breaks down facial muscle activity into discrete 

micro-movements called “Action Units” (AUs) such as the movement of the corners of 

the mouth, the corners of the eyebrows, or the outline of the nose. As discussed in the 

chapter, coders trained in FACS are considered “expert coders” by virtue of their 

training and the perceived complexity of the annotation task. VAD coders, on the other 
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hand, are often referred to as “lay annotators”, as this type of coding requires minimal, 

informal training. Valence, arousal, and dominance are defined as continuous 

dimensions of facial expressions, indicating their perceived pleasantness, intensity, and 

degree of control of the emotion. As the chapter will show, the definition of these terms 

is in itself subject to interpretation and negotiation among annotators. Because it relies 

on judgments that often escape quantification efforts, VAD is considered to be a more 

“subjective” form of annotation that aims to incorporate human perception of 

emotional expressions into FER systems.  

In investigating annotatorsʼ experiences of FACS and VAD coding ‒ the ways 

they ʻseeʼ and interpret data ‒ this chapter focuses on the interplay of vision, expertise, 

and power in machine learning applications of affective computing. First, I discuss how 

the definition and attribution of skill and expertise in data structures reflects broader 

power asymmetries in machine learning design, maintained and reinforced through 

uneven labor dynamics. Despite being central to the maintenance and development of 

machine learning models, the lay annotation of training data is often considered to be 

low-level and unskilled, as opposed to the high-level work of domain experts. As I 

explain in the chapter, the annotation of large datasets is often outsourced; annotatorsʼ 

feedback and concerns are rarely taken into consideration in the model design process. 

These dynamics are, in some ways, reflected in affective data work consisting of, on 

one hand, “expert” and objective FACS coding and, on the other hand, “lay” and 

subjective VAD annotation. First, I show how the practice of FACS coding, despite its 

purported objectivity and scientific rigor, is itself subject to a process of negotiation 

and interpretation of the data. I borrow from anthropological studies of vision and 

professional practice (Grasseni 2004; Goodwin 1994; Ueno 2000) to shed light on the 

process of “enskilment” (Grasseni 2004) that both FACS and VAD coders must 

undergo to learn how to ʻseeʼ data in a certain way. This analysis has two objectives: 

first, by looking at both FACS and VAD as “ecologies of vision and imagination” (Ibid.) 
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with their respective norms, grids, and local negotiation practices, I show the subjective 

and interpretive element that underpin FER projects. Second, contrary to practitionersʼ 

perception of VAD annotation as low-level and unskilled, I bring to the fore the 

experience and expertise of VAD data workers that is essential to affective computing 

projects. Through this lens, VAD annotators hold forms of specialized knowledge ‒ 

“skilled vision” (Ibid.) ‒ similar to those of FACS coders. Here, I also discuss the role 

that material factors, such as annotation interfaces and automation tools that aim to 

tame the subjective element of VAD annotation, play in guiding annotatorsʼ ways of 

seeing and interpreting the data. These techniques, coupled with practitionersʼ 

perception and representation of annotation practices, contribute to obscuring the 

work of interpretation required to make sense of affective data. The meaning of vision 

becomes here twofold: vision refers both to the way annotators ʻseeʼ the data and to 

how practitioners ̒ seeʼ (perceive and represent) data work. In particular, I describe how 

practitioners perpetuate perceptions of data work and annotation as either objective 

and scientific or subjective and intuitive, thus overlooking (and at times concealing) 

the human work of negotiation and interpretation that underpin both coding practices. 

This is not, however, a unique feature of affective data. As scholarship in this area has 

shown, the perceived intuitive nature of annotation tasks often results in labor 

structures that posit annotators as interchangeable and disenfranchised from the 

overall system design. For instance, Emily Denton et al. have traced the norms and 

assumptions that underpin ImageNet, a large computer vision dataset that include 

1,281,167 training images spanning 1000 object categories,52 labelled by crowdsourced 

data workers ʻAmazon Mechanical Turkersʼ. As the authors have noted,  

 

Framing the label verification as an act that requires little reflective judgement not only 
suggests that anyone can participate, but that annotators are interchangeable because 

 
52 https://www.image-net.org/about.php  
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they share the same innate faculty of seeing objects and because they exercise vision in 
the same way (Denton et al. 2021: 10). 

 

Therefore, notions of expertise and skilled work become here a crucial site for the re-

definition, re-distribution, or conversely concentration of power in machine learning 

design. Finally, I conclude with a reflection on the role that the situated data work that 

contributes to the creation of machine learning ground truths plays within broader data 

structures, and how experiences of data work and annotation can be leveraged to 

challenge claims of objectivity on which machine learning models rest. Building on 

critical scholarship on data work, I argue that to make data work visible, it is necessary 

to accept the fundamental uncertainty that permeates the creation of ground truth 

datasets.  

 
 
 
Skill, expertise, and power in data structures 
 
In 2016, at the Machine Learning and Market for Intelligence Conference in Toronto, 

the host asked deep learning “godfather”, Geoffrey Hinton, what new developments in 

the field the audience should prepare for. Famously, Hinton replied:  

 
Let me start by just saying a few things that seem obvious. I think that if you work as a 
radiologist, you are like the coyote thatʼs already over the edge of the cliff but hasnʼt yet 
looked down, so he doesnʼt realise thereʼs no ground underneath him. People should stop 
training radiologists now. Itʼs just completely obvious that, in five years, deep learning is 
going to do better than radiologists. […] I said this at a hospital, and it didnʼt go down 
very well [audience laughs]. […] What I think of that now is business as usual: take any 
old problem where you have to predict something and you have a lot of data, and deep 
learning is probably going to make it work better than existing techniques.53 

 

 
53 Creative Destruction Lab, 2016, “Geoff Hinton: On Radiology”, 24th November 2016, Available at: 
https://www.youtube.com/watch?v=2HMPRXstSvQ&ab_channel=CreativeDestructionLab [Accessed 
15th September 2022]. 
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As many have noted, Hintonʼs predictions did not stand the test of time. Less than five 

years later, researchers reported “critical failures” in machine learning-powered 

medical imaging (Oakden-Rayner et al. 2019), and quality assessments of diagnostic 

accuracy revealed that AI systems fail to replace radiologistsʼ precision and, 

particularly, radiologistsʼ “double reading” in screening programs. (Freeman et al. 

2021). Hintonʼs overconfidence relied on what researchers have called the “central 

dogma” of deep learning: the idea that every problem can be solved by collecting large 

quantities of data, and that the same neural networks can be applied to different 

problems (Narayanan and Kapoor 2022). Slota et al. have called this tendency of data 

scientists to make disparate data and knowledge amenable to machine learning 

techniques “prospecting” (Slota et al. 2020). Prospecting requires that machine learning 

models be flexible and generalizable, irrespective of domains of application. Here, the 

“ʼdomain-agnosticʼ positionality of data science” (2) recalls the magpie effect discussed 

in the previous chapter. Domain experts ‒ such as radiologists ‒ are seen as superfluous 

data workers that can be disposed of once they have completed the annotation of 

ground-truth datasets necessary to train deep learning algorithms.  

This disregard of domain expertise in machine learning is considered to be 

central to many of the socio-technical failures of automated systems (Sambasivan and 

Veeraraghavan 2022; Narayanan and Kapoor 2022; Ribes et al. 2019). One reason for 

this, researchers in computer science have observed, is the systematic “deskilling” of 

domain experts: rather than essential, expert stakeholders, radiologists are reduced to 

data workers, that is, to data collectors, cleaners, and annotators (Sambasivan and 

Veeraraghavan 2022). Implicit in these concerns is the idea that “data wrangling” (the 

process of collecting, standardizing, and annotating the data) is a menial and low-level 

task. Indeed, this aspect of the development and maintenance of machine learning is 

often overlooked by practitioners, as they consider this type of work to be tedious, time-

consuming, uncreative, and, importantly, unskilled (Sambasivan and Veeraraghavan 
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2022; Kandel et al. 2012; Irani 2015b). Data workers are here seen as mere 

computational resources, without expertise of their own. However, data annotation 

plays a central role in data-driven systems, with many machine learning models 

requiring manual labelling of training datasets. As work in “critical dataset studies” 

(Thylstrup 2022) has shown, datasets “form a foundational element of machine 

learning cultures” (656): training data not only shapes model performance, it also 

reproduces epistemological assumptions about what does and does not count as valid 

knowledge. For example, in computer vision, datasets govern the way machine learning 

models ʻseeʼ the world. As we increasingly embed these systems into our social life, the 

project of interpreting and labelling images is political, rather than merely technical 

(Crawford and Paglen 2021). One example of this is the categorization of race and 

gender in face datasets. Research in this area has found that assumptions about gender 

and race are rarely questioned and labels are assigned simply on the basis of visible and 

physical appearance. As many have noted, however, identity is a socio-historical 

concept, rather than a merely physical one (Scheuerman et al. 2020). 

Therefore, the interpretation and categorization of data yields the power to 

make decisions about the systemʼs outputs and, ultimately, to shape societal outcomes. 

Literature that explores data labelling methods, however, often focuses on the 

annotatorsʼ role and responsibility in reproducing bias, and points to the issues of data 

quality and reliability that can arise from inconsistencies in annotation work or 

annotatorsʼ biased perceptions of the data (Miceli, Posada, and Yang 2021). On the 

other hand, a growing body of work has emphasized how the power structures that 

govern data practices within machine learning design pipelines can influence and shape 

data annotation (Miceli, Schuessler, and Yang 2020; Miceli et al. 2021; Miceli, Posada, 

and Yang 2021). Notably, ethnographic research on data work has pointed to the global 

labor dynamics that underpin many commercial machine learning models: workers, 

often outsourced from low-income regions or vulnerable populations, clean and label 



 112 

the image, video, text, and sound data used to train and maintain learning algorithms 

(Irani 2015; Irani and Silberman 2013; Gray and Suri 2019). The “ghost work” behind 

much of todayʼs automation (Gray and Suri 2019) is often recruited through 

crowdsourcing platforms (such as Amazon Mechanical Turk) or impact-sourcing 

annotation companies that employ workers from the Global South to offer data 

annotation services at competitive prices to practitioners and researchers largely based 

in the Global North. Labour dynamics and structures within these platforms and 

organizations can reinforce the power asymmetries present in the design pipeline:  the 

social and material conditions of data work ‒ the vulnerable status of workers and the 

complete alienation from their employer (and the purpose of their tasks) ‒ might 

further infuse the annotation process. Miceli and her colleagues have noted how 

annotation standards (the requirement and expectations of clients or managers), 

multiple layers of power (client, team leaders, reviewers, and annotators), and the 

naturalization of annotation practices (the idea that labels are “self-evident”), can all 

shape the interpretation of data. This “imposition of meaning” (Miceli, Schuessler, and 

Yang 2020) has the potential to reinforce normative assumptions around the data and, 

at the same time, forestall opportunities to challenge the overall system design. 

Mirroring the concerns mentioned at the beginning of this section, data workers 

(collectors, cleaners, and annotators) are not seen as relevant stakeholders in the design 

pipeline. 

These knowledge infrastructures ‒ with high-level domain experts and “lay”, 

low-level data workers ‒ are reflected at a smaller scale in my participantsʼ experience 

of data work. However, as the next sections will show, both groups face challenges 

arising from the ambiguous and highly contextual nature of affective data. To make 

sense of this data, both FACS and VAD annotators must negotiate and interpret the 

meaning of what they are observing. Shaping their visions are, however, the norms and 

practices associated with their respective coding schemes, the material tools and 
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interfaces that mediate the annotation, organizational structures and workflows, as well 

as practitionersʼ perceptions and representations of data work. By unearthing, on one 

hand, the tensions and disagreements that underpin the annotation of affective data 

and, on the other hand, the norms and structures that guide annotatorsʼ practice, I hope 

to show the fundamental ambiguity on which FER projects rest. While the inaccurate 

‒ and perhaps impossible ‒ annotation of facial expressions might seem innocuous 

when compared to the annotation of identity attributes such as race and gender, I argue 

that annotators disagreements in affective computing have indeed a political role. 

Brought to the fore, annotatorsʼ disparate ways of ʻseeingʼ could counteract machine 

learningʼs broader claims of objectivity and universality. 

 

Contested visions 
 
As mentioned, these configurations of knowledge, expertise, and power are reflected in 

affective data work and, particularly, in the two annotation schemes that inform the 

development of FER systems: the Facial Action Coding Scheme (FACS) and the 

Valence, Arousal, and Dominance (VAD) model. As detailed below, while FACS maps 

combinations of micro-movements supposed to make up basic emotional expressions, 

VAD focuses on the dimensional qualities of affective expressions, such as perceived 

intensity and pleasantness of emotional expressions. These two annotator groups are 

usually considered to be respectively expert and skilled (FACS) and “lay” and unskilled 

(VAD).  The next two sections focus on the experiences of two coders: Isabella, a 

psychologist certified in FACS coding, and Olivia, a VAD annotator. As a data lead, 

Olivia is also in charge of managing her companyʼs remote data annotation team. The 

chapter sheds lights on both differences and similarities of the two coding schemes: 

while FACS is a highly formalized form of skilled vision, VAD requires little training 

and is assumed to rely on annotatorsʼ untethered intuition with regards to the data they 
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annotate. However, both FACS and VAD provide coding grids that not only describe 

but also enact reality (Grasseni 2004; Goodwin 1994): in fact, the adoption of one over 

the other annotation practice can change the ways practitioners think about the 

accuracy of their systemsʼ predictions and the validity of their approach. Further, both 

practices require various discursive practices to negotiate the meaning of data and 

adapt it to the relevant coding scheme. Both annotation practices constitute forms of 

what Charles Goodwin has called “professional vision”, that is “socially organized ways 

of seeing and understanding events that are answerable to the distinctive interests of a 

particular social group.” (Goodwin, 1994: 606). 

 
 
Expert coders: The Facial Action Coding System 
 
FACS coders are usually referred to as “expert” coders, as they are trained and certified 

through the FACS Final Test, “the only standard for proficiency in FACS coding that 

is available”54, designed by Paul Ekman himself and on sale for $50 on the Paul Ekman 

Groupʼs website. Prospective coders can prepare for the test by studying on Paul 

Ekmanʼs FACS Manual, a $350 and 527 page-long textbook which, according to the 

Paul Ekman Group, takes 50 to 100 hours of independent study to complete. 

Alternatively, students can attend a five-day workshop, the only training course 

approved and endorsed by Paul Ekman, designed and run by Ekmanʼs protégé Erika 

Rosenberg and available to students for $990.55 As Ekman advertises on his website, 

researchers and practitioners who wish to include FACS coding in their projects should 

verify that coders are certified through his proprietary certification scheme, thus 

creating demand for his own services. When I spoke to Isabella, who attended 

 
54 https://www.paulekman.com/facial-action-coding-system/  
55 https://www.erikarosenberg.com/facs-training  
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Rosenbergʼs training workshop, she described the intense experience of learning how 

to FACS-code, and how the certification led to work opportunities: 

 

I learned it through an intensive workshop […], and it was led by Erika Rosenberg, who's 

one of the original creators of the system. So, it was very intensive. And I think we spent 

seven-eight hours a day learning all of the different combinations and then we'd have 

homework each night and eventually you take a test to see whether you pass or not. And 

since then, I've just been coding kind of, I don't know, for random people, as 

opportunities come up, people tend to find the very few certified coders that there are 

one way or another. And if they're interested in using it in their research, they reach out.56 

 

As mentioned above, practitioners consider FACS coding to be an objective, 

anatomically-based method to map facial muscle activity in behavioral research. 

Isabella reiterated the scientific validity of the coding scheme, described as an 

“inherently objective” way to code facial movements. However, she expressed concerns 

with the use of FACS coding for emotion inference: 

 

What I would say about FACS is, FACS is inherently objective. It's muscle based. I feel 

like the science is valid. We know that people move their faces in particular ways. Where 

I often deviate from the system or give people caution is to say, using those combinations 

that have been set by people like Paul Ekman and Dr. Keltner,57 to use it as evidence of 

a discrete emotion. People's faces are always moving. And it doesn't seem that a particular 

 
56 Interview conducted on March 8th, 2022. All the following quotes from Isabella are from the same 
interview. 
57 Professor of psychology (and Paul Ekmanʼs collaborator) Dacher Keltner provided scientific advice 
for the 2015 Pixarʼs movie Inside Out, which portrays five personified basic emotions (Joy, Sadness, 
Fear, Anger, and Disgust) shaping the actions and thoughts of a young girl (Keltner and Ekman 2015). 
Anna Lauren Hoffman and Luke Stark have argued how the popularization of Ekmanʼs Basic Emotion 
theory through media and digital technologies not only reinforces stereotypical and gendered 
assumptions about affective behaviors; it also has a prescriptive effect in that it can re-shape the way we 
understand our own emotional and mental experience (Hoffmann and Stark 2015). 
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combination like, say, an action unit 12 and 6 is automatically indicative of somebody 

feeling happiness. I think the system is really great in classifying anatomical movements, 

but it's that leap then to the affective world where I think the system isn't 100% 

predictive. 

 

Certainty over the coding schemeʼs objectivity, however, vacillated when Isabella 

described the process of negotiation between codersʼ interpretation of the data 

required to ensure consistency across annotations. Typically, to achieve reliability, two 

or more coders annotate the same data, but ‒ as she described ‒ they do not necessarily 

ʻseeʼ the same action units: 

 
It's quite surprising. So even though it's an objective system, anatomically based, what 

one person sees, another person might not see, and a lot has to do with just having a 

baseline condition. So especially if you're quoting stills and you don't know what a 

person's natural resting face looks like, it's really easy to mistake a line, a wrinkle for a 

movement of a contraction of a muscle, and so people will oftentimes disagree. I think 

the average reliability, a good reliability is like 65%, which obviously is not particularly 

high. I always shoot for at least 80%, but that often involves multiple samples of coding 

with another coder establishing that reliability over time, working out your 

disagreements, trying to figure out why so and so might say that's a 14 versus 12, which 

are easily... There are certain combinations that are easily confused and that can take a 

lot of time just to get people's reliability even to 70%, let alone 80%. Yeah, it's not a 

perfect system by any means. 

 

In addition to the lack of a baseline reference for emotional expressions (what a 

personʼs “average” facial expression looks like), other factors can shape FACS coding, 

such as data quality (image resolution, head pose, and light conditions) and a lack of 

contextual information. As she described, all these factors can significantly influence 

coding reliability: 
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Sometimes people just throw me one picture of an individual and ask me to code it. And 

there's no context, there's no baseline. And so that can be tricky. And as I discovered... 

Actually we're working on a project with another collaborator. Even though we had very 

posed caricature faces, our reliability across the affective domain was still only about 60%. 

So, without any context and even with the best of photos, it can be low. And the other 

thing you run into, too, is that sometimes people give you a very grainy photo or half the 

face is cut off or they're turned, you can't necessarily see what's happening. So that can 

be tricky, too. Sometimes it's just the quality of the image. Really it is difficult to see some 

of these movements. 

 
In addition, adherence to the coding scheme does not guarantee agreement between 

coders. As she explained to me, when coders are asked to annotate only the 

combinations of action units that map on the six basic emotions (such as happiness or 

sadness), they can observe different combinations of facial movements for the same 

overall emotional expression. This leads to disagreements over the definition of inter-

reliability itself: 

 
So, in the FACS manual, you can code fully for FACS with all 40 some action units, and 

then there's a bunch of head movements as well. And some people will not want the full 

FACS system. They will only want what's called EMFACS, which is “emotion FACS”. 

And so, those are just the combinations that researchers like Ekman have reported map 

on to different emotional states. That said, though, even if you look at what are they 

considered the EMFACS code or something, as you might think, is as universal as 

happiness, there's probably six or seven different possibilities, and so any of them are 

considered evidence of happiness, which then leads you to the question, are there really 

a set of individual action units? Because the action units involved can range for anywhere 

from two to four different combinations, and sometimes they don't even include the same 

action units. So, there's a lot of variability about what people want and then how people 
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use the system as well. And then, of course, how you indicate inter-rater reliability. Some 

people will just say, oh, you said [action unit] 1, I said 1. That's an agreement. But if the 

full combination is supposed to be [action unit] 1 plus 2, but I've got the 2 and you got 

the 1, maybe that's considered 50% agreement, or maybe it's considered no agreement 

because you were looking for the ʻ1 plus 2ʼ combination. So, that's also how you can get 

differences in inter-rater reliability. Are you coding each individual unit 'present/absent', 

or are you trying to code for a bigger combination of purported codes that map onto an 

emotion? 

 
Borrowing from Cristina Grasseniʼs ethnographic study of professional visions among 

Northern Italian cattle breeders,58 the disagreements and negotiations reported here 

by Isabella show that even in a standardized practice such as FACS, coders must 

undergo a “process of ʻenskilmentʼ” that involves “disciplining, selecting, re-

interpreting, and distancing oneself from oneʼs naïve and undiscerning vision” 

(Grasseni 2004: 43). Further, the interpretation work foregrounded by these responses 

seems to challenge the purported objectivity and accuracy of FACS coding. 

Practitioners, however, are mostly concerned with the material and financial challenges 

of FACS coding, including the costs of hiring or training FACS coders and the length 

of the annotation task, which is often in conflict with the faster pace of product 

development or paper submission.59 In this context, disagreements among codersʼ ways 

of ʻseeingʼ the data is interpreted as a problem of capacity rather than perspective. As 

mentioned in chapter 3, facial micro-expressions ‒ as theorized by Ekman ‒ take place 

almost too quickly for the human eye to accurately capture them. As Isabella described, 

machines can help detect those micro-movements: “That's a really valid attempt. My 

hesitation would be then saying that [a] combination of action units is indicative of 

 
58 By studying how breeding experts learn to recognize “animal beauty”, Cristina Grasseni argued that 
vision is trained through apprentice practices that are socially and culturally shaped (Grasseni 2004). 
59 As mentioned in the previous chapter, the field of computer science currently prioritizes a conference 
publication model, with a faster submission, revision, and publication process. 
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fear, but I think it's really a great effort for these systems to be able to pick up these 

different movements that the human eye doesn't always see”. For these reasons, 

practitioners are increasingly turning to ways to scale and automate the annotation of 

facial expressions, either by adopting dimensional models of emotional expressions, 

which rely on larger number of less expensive, “lay” annotators, or by implementing 

machine learning techniques for the automatic annotation of facial expressions ‒ or 

combinations of these two approaches. The next two sections focus on these practices. 

 
 
Lay annotation: Dimensional models of affect 
 
Dimensional models of emotions offer an alternative to Ekmanʼs categorical view of 

emotions, suggesting the existence of continuous affective dimensions representing the 

perceived pleasantness/unpleasantness, degree of intensity, and 

dominance/submissiveness of emotions. This model is generally attributed to James 

Russell and Albert Mehrabian, who in the late 1970s proposed a ʻthree-factor theoryʼ 

of emotions that, as opposed to Ekmanʼs rigid and categorical taxonomy, mapped 

affective experience along three axes: arousal, pleasure (or valence), and dominance 

(James A Russell and Mehrabian 1977; James A. Russell 1980). In affective computing, 

the adoption of the Valence, Arousal, Dominance (VAD) model allows practitioners to 

“sidestep issues of theoretical validity to instead focus directly on the relevant non-

basic affective states” (Rouast, Adam, and Chiong 2021: 527). However, affective 

computing practitioners often combine dimensional and categorical models by plotting 

VAD dimensions on to Ekmanʼs basic emotion (Figure 5). As participants explained to 

me, this method guarantees the ʻobjectivityʼ and scientific rigor provided by FACS but 

offers several significant advantages with regards to coding: first, practitioners do not 

need to hire or train expensive “expert” coders, as the majority of the annotation can 

be done by “lay” data workers with minimal and informal training; second, accuracy 
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can be determined by averaging annotation scores of larger numbers of annotators, 

rather than having to establish and assess inter-coder reliability; third, VAD annotation 

is supposedly faster, compared to the lengthy process of FACS coding, which can often 

take up to 100 minutes to code 1 minute of video data.60 Finally, since VAD explicitly 

relies on human judgements, many participants reported that VAD dimensions allowed 

them to make their FER systems “more human”. As software engineer and CTO Peter 

described, while FACS coding is a rigorous and valid method for the detection of facial 

movements, it does not reflect the ways human themselves perform facial expression 

recognition: 

 

So, this [FACS coding] is very strict in theory. I think, in theory, it may look like a good 

framework to use, but in practice, I think when people are expressing facially, I don't 

think it's a really rigid and fixed set of the same action units that happen. So, people are 

more fluent in the way that they're expressing with their face. And, therefore, we prefer 

an approach that we humans ourselves would follow. So, if I, as a human, were to watch 

somebody and try to identify a facial expression of smile or of raising eyebrows in in awe 

or in surprise, what would I be watching for? So, without any knowledge of action units 

and specific muscle movements., me, as a human... And I might be not perfect, and I 

might make some mistakes, but you know, through living in human society, I've learned 

how to read facial expressions. You know, some people do that better or some people do 

that worse. This is a very intuitive way of identifying facial expressions for us humans. It 

doesn't require any major expensive training like FACS coding, and the benefit of it is 

that you can, rather than relying on the opinion of one or two FACS coders, you can 

actually have, you know, hundreds of people conducting the annotations. And you can 

then again use statistical methods in trying to detect outliers, detect when there's a lot of 

agreement between many people and then use that data to kind of train an AI algorithm 

 
60 https://www.erikarosenberg.com/more-about-facs.  
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to behave the same as an average human being as measured by the accuracy of an average 

human.61 

 

Historians of science Lorraine Daston and Peter Galison have noted how, in the 

twentieth century, the unmediated objectivity provided by scientific instruments (e.g. 

the “mechanical objectivity” of scientific photographs) began to be accompanied by 

what they termed “trained judgements”, ways to interpret scientific data that could be 

learned and taught, irrespective of scientific expertise or skills. In this sense, the 

interpretative element was not at odds with the search for scientific truths, as 

subjectivity had become  

 
an important feature of classification because the objects did not demonstrate universal 
essential properties and because in the mid-twentieth century a growing number of 
scientists across many fields began to take it as a good thing that people could be trained 
to classify objects univalently even in the absence of strict protocols (Daston and Galison 
2007: 335). 

 

Similarly, the interpretative and subjective element of VAD annotation is not in conflict 

with the purported objectivity of FACS coding. As I will show in this chapter, the 

outsourcing of classification tasks to unskilled or minimally trained workers allows 

practitioners to scale up their FER projects and, at the same time, guarantees a form of 

accuracy that relies on annotatorsʼ supposed ability to ʻseeʼ affective data in the same 

way. 

 
61 Interview conducted on July 8th, 2021. 
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Figure 5. The VAD model mapped on the six basic emotions (reprinted from Mitruț et al. 2019). 

 
When I spoke to Olivia, a data lead and VAD annotator at a FER company, she 

described VAD as a subjective inference process, in contrast to the perceived objective 

and binary nature of FACS coding, which instead describes the presence or absence of 

action units: 

 
 

Valence, dominance and arousal are quite subjective because, for instance, if I was 

annotating you now on the screen, I might say that you look quite like interested and 

relatively happy. These are all inferred. You know, we can't actually say what someone's 

feeling. It's all inferred from what we believe it to be. But someone else might view that 

quite differently. So, there is quite a difference between the annotations between the 

different annotators. There can be quite a difference within the valence dominance 

arousal, whereas the AU is quite.. You know, it's either there or it's not. [VAD] it's kind 

of like a.. It's a scale, you know, it's a sliding scale rather than it being like, it's present or 

it's not present [emphasis added].62 

 
62 Interview conducted on July 15th, 2021. All the following quotes from Olivia are from the same 
interview. 
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Ahead of our meeting, Olivia had prepared a set of definitions of valence, arousal, and 

dominance, expecting I would ask her about it. As she went through the different 

meanings of the three dimensions, originally provided by her company when she first 

started as an annotator, she often dwelled on the difficulty of providing straightforward 

explanations: 

 
 

So, valence is ʻthe individual's overall sense of willʼ, or, ʻdoes he/she on balance feel 

positive or negative about the things, people or situations at the focus of his/her 

emotional state?ʼ So, overall, I tend to think of this as how happy or sad they are, but it's 

not as obvious as the, you know... it's an overall state and as always, it's inferred [emphasis 

added]. We can't actually tell if someone's happy or you know. But yeah, as I'm 

annotating that's sort of my main, thought, it's how positive or negative someone is. The 

arousal is the individual's overall inclination to be active or inactive. Like valence, it is a 

cover term. Arousal may include mental activity, preparedness to act, overt activity and 

alertness […]. And this, what I'm thinking about when I'm annotating is how engaged or 

bored they are. […] But it's not as straightforward as if they're bored or... And it is quite 

difficult to explain it. I think that's kind of the issue with the VAD annotating that it is so 

subjective, but that's also just part of it, I guess [emphasis added]. And the dominance, 

dominance rate and scale deliberately mention two related concepts, power and control. 

Emotion is about people's sense of their own power, and that seems to be relative to what 

they are facing. Dominance is ̒ the composite sense of being well placed to directly control 

events rather than being at the mercy of the events.ʼ So, yeah, this is like how in control 

of the situation, the person is. A lot of the time in the video and because of we are 

annotating just a video of someone speaking, I would consider this more like how 

confident they are about what they're saying. […] But yeah, again, it completely depends 

on what you are annotating. But considering what I'm annotating at the moment and a 

lot of these, a lot of them, like I said, they do stay quite neutral throughout all of it. 
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As she recounted, the meaning of valence, arousal, and dominance can be subject to 

interpretation and negotiation among the annotators themselves. As the lead of her 

annotation team, Olivia helped her annotators make sense of the data with respect to 

these definitions. One noteworthy example is the definition of dominance in the 

context of expressions of anger: 

 
So, for instance, one of my annotators was unsure whether anger would be if someone 

appeared angry in the video. Would that be the high dominance or low dominance 

because she was questioning, well, if someone's angry, then is it like a loss of control, 

whereas I would have annotated it as anger is being more in control than if someone were 

sad, so then a higher dominance than it would be if it was someone showing sadness. So, 

I think we had like a bit of a discussion about that, but I think it's just that we've not 

really, not really discussed the definitions as such. But how to annotate different emotions 

has come up in the past. 

 

 
Olivia, who is hired in-house by her company, leads a relatively small team of freelance 

annotators. Among her responsibilities is making sure that annotations are sufficiently 

consistent with each other. To keep track of annotatorsʼ work and give tips on how to 

annotate the data, she has set multiple WhatsApp group chats to communicate with 

them. Due to the subjective nature of the annotation, however, she must often 

negotiate among annotatorsʼ judgements, mirroring the mediation process described 

in the previous section by the FACS coder Isabella. As Olivia described: 

 
 

I look at the annotations. If I think something's wildly different, doesn't make sense, then 

I will go back to the annotator and be like, ʻyou know, what has made you annotate this 

in this way? Can you explain it to me?ʼ We'll have a bit of a chat about it because it might 

just be that we've viewed something different. We might have a bit of a chat about it and 
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then maybe tweak things. A lot of the time it's not that it's wrong, you know, it's just 

someone else's view on things [emphasis added]. And in that case, because we've got a 

few different people doing the annotations of each video, I believe. I'm not a 100% sure 

because it is sort of down the line for me, but I think that what's taken is a bit of an 

average of those annotations.  

 

 
In discussing her role within her team and the rest of the company, she often cautioned 

me that she was “not an expert”. Moreover, despite the small size of the company, her 

tasks were limited to hers and her teamʼs annotations, with little or no insight on other 

segments of the pipeline. Perceptions and attributions of expertise seemed to act as a 

barrier to a more even distribution of knowledge within the company: 

 
 

As sort of a proper employee, I think that I assumed that I would sort of learn more about 

that as I went along. But I've not been sort of, not trained, that's not really the right word, 

but I've kind of been like told, like, this is my part. And then, you know, I just assumed 

I'll pick stuff as I go along in the role of how it works further down the line. But yeah, I 

think it would be nice to have a little bit more insight into a little bit further how it goes 

just beyond me, that would be quite nice. I think, also perhaps I'm like, because I'm not 

a computer scientist, I'm probably a little bit less likely to ask because in case I don't 

understand.  

 
 
Contrary to the perception of this type of annotation work as low-level and unskilled, 

however, Oliviaʼs experience reveals the complexity and length of the annotation task 

which requires multiple breaks and quality checks: 

 
The videos are quite difficult. I tend to do like one video and then I'll do something else, 

even if it's like answering an email or, you know, do something and not look at it for a 

little bit, but depends on the video. Some things take me a lot longer than others. The 



 126 

longer it is, generally, the longer it takes to annotate, but it also depends on what is 

happening [in the data]. Like I said, they're quite neutral, so there's not much happening 

throughout it. But if it's someone who's like, really animated, it takes a lot longer. 

 
As suggested throughout Oliviaʼs responses, this type of annotation is further from 

menial and straightforward, requiring workers to continuously negotiate and fine-tune 

their interpretation of the data. As this last quote describes, annotators must reconcile 

the various ways of ʻseeingʼ the data in order to produce consistent labels: 

 
 

Because obviously it is subjective, so you can't just say, well, I did it different to that, so 

you must be wrong because how do you know? Yeah, it's probably not, it's just how 

someone's interpreted differently, but that sometimes just sparks a conversation between 

us. Like, Well, why? Why did you think, let's have a chat about it? And then we tend to 

come to an agreement on what we think. And I think it's definitely kind of difficult. It's 

difficult when there's lots of different people annotating it because it can be quite 

different and it's quite interesting looking at the difference between them [emphasis 

added]. You know, and you've got two people annotating the same video. And some 

people annotate slightly differently, just for instance, they might... So, with the with the 

VAD is sort of like a line. And like you either... if you annotate it positively or negatively. 

So it's kind of like, modular, like you are kind of, like, more aroused less aroused. And 

then some people annotate a little bit more smoothly, I think that's just literally just using 

the tools like how we annotate, but that doesn't really make a difference. I don't think 

overall because it's sort of an overall interpretation of it. And yeah, it's just a difference 

between people. 

 
Despite the perceived subjectivity of the VAD coding scheme, annotators must 

conform to a common frame of interpretation in order to reach a consensus over the 

meaning of data. However, because of the interpretative and subjective element of the 

VAD annotation, practitioners must adopt strategies to limit or reduce disagreements 
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among annotators. The next section investigates the role that automated labelling plays 

in guiding the labelling of affective training datasets.  

 

Automating visions: The NOVA interface 
 
A major impediment to deep learning advances in affective computing is the relatively 

small size of available labelled datasets. As shown in the previous sections, the 

annotation of facial expressions can be lengthy and burdensome, even when employing 

VAD annotation, making large-scale labelled facial expression datasets hard to build 

and maintain. Automated labelling promises developments in the area (Rouast, Adam, 

and Chiong 2021); however, as researchers have noted, the “inherent ambiguity of 

affective displays” challenges efforts to replace annotators (538). A partial response to 

this problem is the adoption of machine learning-based labelling techniques that aim 

to guide annotatorsʼ work and speed the annotation process. At the company where 

Olivia works, annotators use NOVA, an open-source annotation tool that provides 

semi-automated labelling for discrete and continuous scores of affective behavior, 

along with visual feedback that help annotators inspect and correct machine-generated 

labels.63 NOVA ‒ presented in 2018 in the form of a conference paper at the 

International Conference on Affective Computing and Intelligent Interaction (ACII) ‒

employs explainable AI techniques so that, according to its creators, “even non-

machine learning experts get an idea about the strengths and weaknesses of the 

underlying classification model and can immediately decide which parts of a prediction 

are worth keeping” (Heimerl et al. 2019: 2). Ironically, this tool was created with the 

recognition that, in affective computing, annotators “typically disagree on the labels” 

(3). However, rather than a threat to the overall methodological approach, 

disagreement is seen as technical problem that can solved with automation. The semi-

 
63 https://github.com/hcmlab/nova  
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automated labelling and the visualization techniques aim to “keep human effort as low 

as possible” (1) and establish trust in the annotation process. 

 
Figure 6. Discrete and continuous annotation schemes supported by the NOVA interface (reprinted from Heimerl 
et al. 2019). 

 
As shown in Figure 6, NOVA supports the annotation of multiple scores, including 

continuous dimensions such as valence and arousal. The collaborative element consists 

of a back-end database that allows annotators to load and save annotations from and to 

a cloud database that can be accessed by both human annotators and what the authors 

call “machine users”. Just like human annotators, these algorithmic agents “can create 

and access annotations” (4). This way, the model is trained on data labelled by human 

annotators and then used to predict unseen data. During this process, an “active 

learning” module flags parts of the prediction that require manual revision. The model 

is then retrained, and the procedure repeated until all data is annotated. 

To help annotators inspect and re-label data, NOVA employs explainable AI 

visualization techniques. Figure 7 shows a visualization representation generated using 
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the Local Interpretable Model-Agnostic Explanations (LIME) technique, which 

highlights the features of the image that contributed to each prediction score. For 

instance, the top-left square shows that the features located around the mouth and chin 

region were the most salient for the generation of the prediction score associated with 

the ʻhappyʼ emotion category. Explanations techniques like LIME are commonly used 

in areas where machine learning algorithms are part of decision-making processes, such 

as healthcare. In these contexts, saliency mapping is supposed to help radiologists and 

clinicians interpret the algorithmic results and improve human-machine collaboration. 

Scholars, however, have pointed to the potential risks of explainable AI approaches. In 

addition to the well-documented risk of automation bias ‒ the overreliance on 

algorithmic results due to the systemʼs purported objectivity (Logg, Minson, and 

Moore 2019; Sundar and Kim 2019; Araujo et al. 2020) ‒ scholarship in this area has 

noted how explanations models are rarely tested, therefore it is difficult to assess their 

performance. In the case of radiology, for instance,  

 

the clinician cannot know if the model appropriately established that the presence of an 
airspace opacity was important in the decision, if the shapes of the heart border or left 
pulmonary artery were the deciding factor, or if the model had relied on an inhuman 
feature, such as a particular pixel value or texture that might have more to do with the 
image acquisition process than the underlying disease (Ghassemi, Oakden-Rayner, and 
Beam 2021: 746).  

 

 
These visualization techniques require that humans interpret each given explanation, 

potentially reinforcing selection and confirmation bias, that is, the tendency to select 

and attribute positive meaning to the explanations that confirm the human operatorʼs 

beliefs (Ibid; Lipton 2017). Further, by sidestepping annotatorsʼ disagreement, tools 

like NOVA can reinforce and normalize assumptions about methodological approaches 

to annotation, such as the idea that expressive behaviors can be accurately measured 

through a finite set of numerical scores (either discrete or continuous).  
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Figure 7. LIME explanations for four emotion scores (reprinted from Heimerl et al. 2019). 

 

Building on Foucaultʼs investigation of the relationship between power and knowledge, 

Milagros Miceli and Julian Posada have defined the material tools and interfaces that 

shape and constrain data work as part of a data production dispositif, “an ensemble of 

discourses, actions, and objects strategically disposed to (re)produce power/knowledge 

relations in data and labor” (Miceli and Posada 2022: 1). Borrowing from Dastonʼs and 

Galisonʼs study of scientific objectivity, tools and interfaces like NOVA become then 

the infrastructure through which subjective judgments can be formulated (Daston and 

Galison 2007). In this regard, it is noteworthy to mention that, while sophisticated 

labelling tools such as NOVA aim to tame the inherent subjectivity of VAD annotation, 

FACS coding is usually performed using much more “low-tech” tools, perhaps due to 
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the perceived objectivity of their coding practice. As Isabella explained to me, FACS 

coders 

 
Manually take notes and usually just submit [the] codes on a worksheet or Excel 

worksheet of some sort. The researcher will look for reliability and then say, your 

reliability is X or Y with this person. Here's a particular action unit that you aren't 

agreeing on or particular set of action units. And then they have us either revisit those 

individually or set up a meeting and discuss the differences.64 

 

In addition to the automated techniques described here, the next section illustrate how 

practitionersʼ perceptions of the complexity or simplicity of annotation tasks can 

further obscure the work of interpretation and negotiation that underpins both coding 

practices and reinforce power structures that posit annotators as interchangeable or 

replaceable.  

 
 
“It sounds like magic”: Representations of data work matter 
 
In chapter 5, I showed how participantsʼ perception and representation of their own 

practice contributed to the maintenance of their professional authority. Borrowing 

from Wulff and Finnestrand, I described this type of boundary work as “the right to 

determine and perform the work as they see fit”  (Wulff and Finnestrand 2022: 711). 

This section explores participantsʼ representations of data annotation and data workers 

(FACS coders and VAD annotators), and how these representations might affect 

experiences of annotations, labor practices, data infrastructures, and annotatorsʼ 

agency within machine learning pipelines. As Lucy Suchman pointed out, 

representations of work matter, as “work has a tendency to disappear at a distance, such 

 
64 Interview conducted on March 8th, 2022. 
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that the further removed we are from the work of others, the more simplified, often 

stereotyped, our view of their work becomes” (Suchman 1995: 19). In this sense, 

representations of other peopleʼs work and their level of expertise can shape and 

reinforce power dynamics within data structures. Making data work visible, then, is not 

simply the foregrounding of labour practices but, rather, the annotatorsʼ ability to shape 

how their work appears to and is represented by others.65  

All participants in this study described FACS coding as an objective, scientific, 

and consistent approach to annotation, as opposed to the subjective, lay nature of VAD. 

As Nathan, a CTO and electrical engineer described, FACS coding is governed by a 

strict set of rules, with a “right” and “wrong” way to perform the annotation: 

 
So, if you're doing FACS annotation, which is facial muscle action unit annotation, there 

is a right and wrong way. And there are lots of complicated rules around if this is 

happening. So if this particular muscle is active and that particular muscle is active and 

you see this, then it means that in terms of... There are so many... I can't remember, 43 

muscles in the face that they monitor and the activation level is either neutral, inactive, 

or active. There's no subjectiveness.. In some ways, there might be some subjectiveness.. 

There's some subjectiveness, particularly around the boundary condition, so the change 

from one [action unit] to another. But there's very clear definitions around what's the 

difference between a B activation and a C activation, but whether it's a high B, low C... 

[…] So that's very like... I'm trying to think if there's a good analogy, but there's a set of 

rules as a handbook […] and you can flip through it. I can look at your face and kind of 

say ʻyeah this isnʼt a 6 and a 12ʼ, and it's very scientific in the way it's done, whereas 

arousal, valence, dominance is more, a lot more subjective, but then there's a lot of 

 
65 I originally developed this argument in a short position paper co-authored with SJ Bennett and 
presented at the workshop on ̒ Investigating Data Work Across Domains: New Perspectives on the Work 
of Creating Dataʼ, held in April 2022 at the ACM CHI Conference on Human Factors in Computing 
Systems. The paper is available as a pre-print at https://www.ai-ethics.org/hidden-humans-in-the-loop.  
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agreement between people without much training. It seems to be something the people 

can do.66 

 

As mentioned in the previous sections, various factors, including financial and temporal 

resources, influenced the choice of one over the other annotation scheme. While 

certified FACS coders are expensive and highly sought after, VAD annotators do not 

require any formal training and can be sourced in larger numbers. As seen in the 

previous sections, for some participants these reasons were explicit and at the heart of 

their approach to annotation. For others, the perceived properties of the two 

annotation schemes guided the overall system design. Marvin, a professor in computer 

science with experience in consulting, described the trade-off between the reliability of 

FACS coding and the lay ability to discern facial expressions: 

 

If your goal is to know how people perceive expressions specifically, then you may want 

untrained annotators because your goal is in itself to know like judgment of people with 

limited instructions. As you know really well, expressions had over the years nice coding 

schemes. So FACS coding is one of them. Very popular. So, in this case what you want is 

reliability. I mean, you want annotation, and you want reliability in your annotators. So, 

I think there's at least two families of annotations, one where reliability is key and another 

one which is more about like judgment, and you embrace the subjective aspect of the 

problem. I think there's at least these two families and their methodology will be different. 

I mean in the case of subjective... If it's a well-established coding scheme, you should not 

go too far in the annotation until you get good reliability between your annotators and 

you train and if needed, you reiterate on that. In the case of where subjectivity is known 

and embraced, in this case the training of the annotators is less... But at least you should 

well define your research questions.67 

 
 

66 Interview conducted on April 21st, 2021. 
67 Interview conducted on February 2nd, 2022. 
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Because of the perceived reliability and consistency of FACS coding, Marvin shared his 

expectation that, one day, this type of annotation will be fully automated: “I think 

because FACS coding is something that there is a reliable way of annotating it that is, 

humans can annotate it very consistently... So, then you will expect with enough work 

that an AI could do the same job.”68 In this case, the perceived objectivity of the 

annotation task shapes the participantʼs belief that coders could be effectively replaced 

by algorithms, despite the struggles reflected above in Isabellaʼs experience of FACS 

coding. 

In describing the freelance annotators hired by his company to perform VAD 

annotation, Nathan mentioned that these “are usually stay-at-home moms.”69 This 

response reflects the overall gender imbalance within machine learning pipelines, 

where the majority of high-level, engineering roles are occupied by men. This gender 

inequality is also mirrored in studies that have investigated the demographics of 

platform workers (such as Amazon Mechanical Turkers), and found that the majority 

of them are indeed women (Ross et al. 2009). Historians of science Lorraine Daston 

and Peter Galison have argued that, in the 19th century, the practice of employing 

women to perform menial and “unskilledʼ work in science (such as performing 

calculations or labelling and classifying astronomical images) would make scientific 

practice more objective, as it 

 

served as a tacit guarantee that data thus gathered were not the figment of a scientistʼs 
imagination or preexisting philosophical commitment […]. In this respect, the workers 
were identified with the machines, and, like the machines, in their ʻemptinessʼ they 
offered a transparency through which nature could speak. Second, beyond their supposed 
ʻlack of skillʼ, women workers were presumed to offer a ʻnaturalʼ predilection away from 
the grand speculative tradition (Daston and Galison 2007: 341). 

 
 

 
68 Ibid. 
69 Interview conducted on April 21st, 2021. 
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In a similar way, Nathan described the ability of VAD annotators to recognize facial 

expressions consistently as a kind of intuition, untarnished by any form of specialized 

knowledge. As he explained, VAD annotation is more akin to a gut feeling than to 

adherence to a set of rules (as it is the case for FACS coding). To him, consistency 

across annotation resembles the kind of serendipitous events that can only be described 

as magic. However, when high consistency among annotators is not met, they will look 

for discrepancies and exclude inconsistent annotations from the dataset: 

 
 

There is a [VAD] manual but it's literally like four paragraphs instead of kind of 400 

pages [laughs] and it's kind of a bit more go with your gut [emphasis added]. But what 

we tend to find is that, sometimes what you find is that magnitude doesn't necessarily 

agree, there's a high correlation between annotators. So, yeah, just seems to be something 

that humans can read about another human. If it sounds... It sounds a bit like magic 

[emphasis added]. And there is an element of it [that] is subjective. And you can't say 

annotator A is right, annotator B is wrong because that's their opinion of the thing. So, 

this is why we do it for a number of people, because we expect a high correlation and 

because we see generally a high correlation, there's somewhere where suddenly there is 

not a correlation. Then we will manually look at that section, because you know, did they 

slip or were they just not paying attention? And generally, normally, we exclude it if that 

annotator has a huge variance from the from the group.70 

 
 
Scholarship that has investigated the use of magical discourse in relation to technology 

has pointed to the role magic plays in reinforcing techno-determinism and obfuscate 

accountability. Kate Crawford and Alexander Campolo have defined this discursive 

strategy as enchanted determinism, “a discourse that presents deep learning techniques 

as magical, outside the scope of present scientific knowledge, yet also deterministic, in 

 
70 Ibid. 
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that deep learning systems can nonetheless detect patterns that give unprecedented 

access to peopleʼs identities, emotions and social character” (Campolo and Crawford 

2020: 3). Similarly, Lilly Irani has pointed to the magical discourse invoked to hide the 

human labor that goes into the process of data cleaning, standardization, and 

annotation that powers many machine learning systems. As she noted, “that magic 

always relies on invisible labors” (Irani 2015a). Here, Nathanʼs invocation of magic 

seems to obscure the work of interpretation and negotiation that, as shown in the 

previous sections, forms the “skilled vision” of annotators. Borrowing from 

anthropology studies on the relationship between magic and technology, Madeleine 

Clare Elish and danah boyd suggested that “to evoke magic is not only to provide an 

alternative regime of causal relations, but also to minimize the attention to the methods 

and resources required to carry out a particular effect” (Elish and boyd 2018: 63), 

including the struggles, disagreements, and negotiations process that make up the 

annotation process.  

In surveying participantsʼ representations of data work, this section has showed 

how practitionersʼ perceptions do not necessarily reflect the reality of affective 

annotation, nor how annotators conceptualize their practice. This is consistent with 

other studies of data work that have highlighted how practitioners often consider 

annotators as low-level, unskilled data workers, as opposed to high-level and qualified 

stakeholders such as engineers and domain experts. Annotators, on the other hand, see 

themselves as creative workers, contributing to the overall outputs of the machine 

learning system but are often excluded from the decision-making process (Gray and 

Suri 2019; Irani 2015b). Representations of annotation work ‒ namely, the intuitive 

nature of VAD annotation, or the objectivity or FACS coding ‒ might contribute to the 

creation of work structures that forestall or exclude annotatorsʼ agency within the 

overall system design. To reiterate this sectionʼs main argument, making data work 

visible must involve annotatorsʼ ability to shape how their work appears to others within 
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the design pipeline. As Miceli and Posada have noted, “breaking with the alienation of 

data workers means much more than rendering them visible. It rather requires making 

the rest of the machine learning supply chain visible to them” (Miceli and Posada 2022: 

30). The final section of this chapter reflects on the implications that visibility has for 

annotatorsʼ agency within data structures.  

 

 
Seeing data work, accepting uncertainty 
 
How does one make data work visible? And what does ʻvisibilityʼ mean in this context? 

Reflecting on the relationship between researchers and practitioners located in the 

Global North and the data workers and annotators recruited from the Global South, 

Noopur Raval has noted how focusing on the invisible or hidden nature of data work 

does not disrupt the power differentials (and the political economy that sustains them) 

between Global North and Global South. As she notes, “simply or vehemently 

emphasizing the role of knowing and seeing (if only they could see the hidden workers!) 

may not be adequate to automatically offer pathways for alternate or emancipatory 

design in a world that we share unequally” (Raval 2021: 30). Similarly, Miceli and 

Posada have proposed to shift the focus from workersʼ in/visibility to the material 

factors that preclude annotators from participating in the decision-making process that 

underpin the design of data-driven systems. As mentioned in the previous sections, 

these factors include labor dynamics, clientsʼ and managersʼ expectations, and tools and 

interfaces that can reinforce and normalize annotation schemes and labels. For the 

authors, interrupting workersʼ alienation, 

 
means providing information and education on technical and language matter that could 
help workers understand how their valuable labor fuels a multi-billion dollar industry. 
This also concerns questions of labor organization and unionizing: For instance, the 
recently-created Alphabet Workers Union has taken steps in this direction by including 
contractors ̶ many of them outsourced data workers. To help counter their alienation, 
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researchers and industry practitioners need to regard data workers as tech workers as 
much as we do when we think of engineers (Miceli and Posada 2022: 30). 

 
 
According to this framing, to address the power inequalities within machine learning 

design, researchers and practitioners must recognize annotatorsʼ contribution to the 

overall model development, both conceptually and economically. In the context of 

affective computing, this might mean recognizing that disagreements between 

annotators are not statistical glitches but rather an inevitable part of the affective 

annotation process. Even though in the projects described here, annotators were not 

outsourced, their contribution was still treated as a “menial task”, and annotatorsʼ 

disagreement were seen as statistical errors and outliers. In this sense, accepting that 

there might not be straightforward answers to the problem of ambiguous labels could 

help avoid inaccurate ‒ or, in the case of affective labelling, perhaps impossible ‒ 

classification. As Marvin described, this uncertainty should be an integral part of 

algorithmic results: 

 

I believe that classifiers should always be allowed to say "I don't know". A human is 

allowed to do it, but classifiers are not allowed to do it, or many of them are not allowed. 

And the reason for that is that I want AI to fail. AI will fail.. as long as it knows that it 

failed. So, if it doesn't know that it failed, that's the worst case. And you see often these 

days with deep learning pressures, overconfident algorithms. So, I think it's not just 

inaccuracy but it's like, if you're wrong in your prediction and you were so certain that it 

was the right one, you should be penalized a lot more than if you're wrong but you knew 

you were probably wrong, and you should not be penalized.71 

 

For Louise Amoore, the recognition of this uncertainty is necessary to counteract 

machine learningʼs “vision-dominated objectivity that claims to have a truth beyond 

 
71 Interview conducted on February 2nd, 2022. 
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doubt” (Amoore 2020:137). By bringing to the fore the subjective and partial 

knowledge that constitutes machine learning ground truths, we can then challenge the 

claims of objectivity and universality brought about by algorithmic results. In this sense, 

she argues, we must recognize the intrinsic “doubtfulness” of algorithms: “To be 

doubtful could mean to be full of doubt, in the sense of a fullness and a plenitude of 

other possible incalculable paths” (142). To be doubtful, however, requires the ability 

to speak of the limitations of algorithmic systems; a kind of discursive practice that, 

borrowing again from Foucault, Amoore defines as “risky speech” or “parrhesia” 

(Ibid.). In ancient Greece, parrhesia referred to a form of political and ethical discourse 

in which the speaker would speak frankly in front of those in power (Michel Foucault 

2011). To speak bravely of the uncertainties that permeate algorithmic results, one 

must not only point to the contingencies on which ground truths are created but 

incorporate this doubtfulness into the design process itself. Here, doubtfulness 

becomes a political project in that, by foregrounding the uncertain process of meaning-

making that underpins data annotation, it can re-arrange those configurations of 

knowledge, expertise, and power explored at the beginning of this chapter. 

While uncertainty in machine learning is often treated as a technical problem 

that can be solved through statistical means (Abdar et al. 2021), this chapter has shown 

how uncertainty is instead constitutive of the project of meaning-making that makes 

up the annotation process and the creation of ground truth datasets. The experiences 

of annotation illustrated so far have hopefully shed light on the existing tensions 

between instructions, expectations, and the reality of data work. However, as critical 

scholarship has shown, data workersʼ feedback and concerns are rarely taken into 

consideration, and annotators are seen as providing a discrete service rather than 

meaningful collaboration. Several scholars have attempted to translate these concerns 

into organizational practices: Miceli et al. have proposed the documentation of data 

production practices, including annotatorsʼ needs and concerns (Miceli et al. 2022), 
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while HCI researchers Lilly Irani and Michael Six Silberman have designed an “activist 

systems” that allows crowdsourced workers to rate and contest their employersʼ 

requests (Irani and Silberman 2013). While power differentials between data workers 

and practitioners remain a major challenge, these are some of the ways uncertainty can 

be brought to the fore within data structures to challenge the epistemological 

assumptions on which machine learning models rest and help re-evaluate annotators 

specialized forms of knowledge and expertise. 

 

 
Conclusion 
 
In this chapter, I have focused on two common coding schemes for the annotation of 

affective data: the Facial Action Coding System (FACS) and the Valence, Arousal, 

Dominance (VAD) model. Due to different training requirements and to the 

perception of FACSʼ objectivity and scientific rigor, data workers who perform these 

types of annotation are often referred to as either “expert coders” (in the case of FACS) 

or “lay annotators” (in the case of VAD). However, despite practitionersʼ perceptions 

of these data practices, both FACS and VAD coders must undergo a process of 

interpretation and negotiation of affective data. I have borrowed from anthropological 

studies of professional vision (Goodwin 1994; Grasseni 2004) to describe the “skilled 

visions” of both FACS and VAD coders (Grasseni 2004). Then, I have discussed the 

role that material factors such as tools and interfaces play in shaping annotatorsʼ ʻways 

of seeingʼ the data. In particular, I have discussed the role that automated labelling and 

explainable AI techniques play in the effort to reduce ambiguity and uncertainty in 

affective labelling. I then argued that practitionersʼ perceptions and representations of 

data work can further obscure the struggles and disagreements among annotators. I 

concluded with a reflection on the political role that uncertainty plays in the creation 

of ground truth datasets. Following critical scholarship on power and labor in data 
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structures (Miceli and Posada 2022; Raval 2021; Irani 2015a; Gray and Suri 2019), I 

have argued that by foregrounding annotatorsʼ disagreement and by making it an 

integral part of the machine learning pipeline, we can challenge the claims of objectivity 

and universality on which machine learning models rest.  

The next and final empirical chapter explores three mental health applications 

of FER technology: mood tracking, depression detection, and autism diagnosis and 

treatment. Here, I bring to the fore the various social and cultural representations of 

affect, mental health, illness, disability, and care that inform these projects, as well as 

the prescriptive and normalizing dimensions of these tools. 
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Chapter 7: The promise of Affective Computing 
 
 
 

Introduction 
 

In the inaugural chapter of the Oxford Handbook of Affective Computing mentioned 

in chapter 4, Rosalind Picard narrates her encounter with Jodie, a young woman who 

she had met at a retreat organized by the autistic community. Picard describes Jodie, 

who had a diagnosis of autism spectre disorder, as struggling with stress and anxiety 

“when unpredictable things happen”(Picard 2015: 11). To help her better understand 

her own affective ebbs and flows, Picard offered to monitor Jodieʼs physiological signals 

through a wristband that measured skin conductance, motion, and body temperature. 

“Many people”, Picard reasoned, “donʼt have an accurate read on what they are feeling 

(this is part of a condition known as alexithymia)” (Ibid.). Affective computing could 

change this. Tracking her physiological data made Jodie realise what strategies 

comforted her most when facing a stressful event. For example, the wristbandʼs reading 

of her signals informed her that pacing was more soothing than “stimming” (the 

repetitive movement of rocking back and forth). Affective computing promised to 

advance our understanding of our own inner life, as well as improve our understanding 

of othersʼ. 

Jodieʼs appearance in affective computingʼs origin story is not an ornamental 

anecdote nor a mere coincidence. As discussed in this chapter, practitioners have long 

regarded autism as a prolific area for computational intervention. Over the years, these 

efforts have been extended to include mental health conditions (depression and 

anxiety) and other neurodevelopmental disorders (ADHD and bipolar disorder). 

Today, both industry and academic practitioners see (mental) healthcare as a 

promising area for the application of FER technologies. Here, computer vision is 
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harnessed to detect and monitor unusual changes in facial expressive behaviors that, 

according to a range of psychological theories discussed in the chapter, are assumed to 

correlate with mental states (such as depressive episodes) or neurodevelopmental 

conditions (such as autism), with use cases spanning from unregulated “health and 

well-being” mood-tracking applications to clinically trialled “diagnostic aids”. 

Accompanying these tools are “promissory claims” (Pickersgill 2019) of “state-of-the-

art” technology that can provide “objective and accurate diagnoses” and “improve 

patientsʼ health” and “reduce cliniciansʼ costs”.72 These efforts can be seen as part of a 

broader trend, called “digital phenotyping”, that aims to use digital technologies ‒ and 

particularly smartphone sensors ‒ to provide objective measures of health conditions 

(Insel 2017; Jain et al. 2015; Baumeister and Montag 2023). The increasing prevalence 

of mental health conditions caused by the Covid-19 pandemic, coupled with the 

growing demand for remote diagnoses and treatments, facilitated the rapid 

development of a digital phenotyping market for mental health. Here, these 

“promissory devices” (Birk et al. 2021) are claimed to address multiple (and at times 

competing) problems at once: offer more personalized healthcare, improve accessibility 

to treatments, cut costs, reduce cliniciansʼ workload, and create profit.  

These are the logics that drive the projects discussed in this chapter: FER 

systems designed to track and predict mood changes (as described by Marcus), 

depression and anxiety (as described by Marcus, Nathan, Marvin, and Nash), and 

autism and bipolar disorder (as described by Marcelo and Otis), based on facial 

expressive behavior. In recounting their motivations and aspirations, participants 

mobilized a range of claims regarding the potential therapeutic benefits and societal 

impact of their projects. These are what Martyn Pickersgill called “biomedical virtues” 

that is, “legitimising tropes for promises made” (Pickersgill 2019: 18). Underlying 

 
72 These claims appear on the websites and marketing material of the companies I have interviewed, left 
anonymous for confidentiality reasons. 
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these claims are, however, social and cultural representations of affect, (mental) health, 

illness, disability, and, ultimately, care. As Lucy Suchman has argued with regards to 

AI systems, “Positioned as exemplary of leading-edge thinking and technical practice, 

these initiatives in new technology materialize the cultural imaginaries that inspire 

them and which they work in turn to enact” (Suchman 2006: 226). By trying to de-code 

and re-code human experience, what ideas of the “affects” and “health” do practitioners 

leverage? As I have argued in chapter 4, affective computing ‒ and particularly FER 

technology ‒ can facilitate the stabilization of particular affective behaviors (and related 

logics of feelings) that conform to dominant socio-cultural norms. This becomes 

particularly evident in mental healthcare, where FER systems are used to track, predict, 

and differentiate between healthy and ill behaviors, thus normalizing particular ideas 

of health and care, as well as illness and disability. Writer Xiaowei Wang argued that 

embedded in these projects is a notion of cure rather than care. As they have noted, the 

“logic of cure has a deep-seated finality ̶ we find solutions and find cures, unlike the 

ongoing process of care” (Wang 2021). In this sense, technologies of cure rely on the 

“reiteration of what is ʻnormalʼ within medicine ̶ normal bodies, normal symptoms, 

normal treatments” (Ibid). These representations of care-as-cure, however, cannot be 

seen as separate from the social, political, and economic forces that underpin them. To 

“move away from the logic of cure and towards a logic of actually caring for patient 

needs, we need to recognize the economic impetus behind machine learning and AI in 

medicine, and how the political economy of medical AI systems often rely on health 

inequities to exist” (Wang 2021). The optimization of healthcare, and its promise of 

cost-efficiency and scalability, is often seen by practitioners as a solution to wider socio-

economic inequities in healthcare access and provision (Ibid).  

This chapter brings all these dimensions to fore. I focus on three broader 

application areas in mental healthcare that FER systems promise to revolutionize: 

mood tracking, depression detection, and autism diagnosis and treatment. Here, I trace 
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the undercurrent of discursive and cultural repertoires that sustain these projects: 

neoliberal imperatives of happiness, normative assumptions around disability and 

gender, as well as Western theories of the affects that are drawn from “experimental 

psychology and freely mixed with Silicon Valley notions of human optimisation and 

venture capital logics” (Hagerty and Garofalo 2021). To do so, I move back and forth 

between the interview data and the recent history of affective computing, showing how 

these dynamics were present since the inception of the field (and its market). Finally, 

the chapter ends with a discussion of the notion of care encoded in the projects 

described throughout. In tracing these dimensions, I hope once again to contest the 

notions of objectivity and universality on which these technologies (and their 

promissory claims) rest. To return once more to Wang,  

 
Transforming AI systems is not just confined to the realm of engineering ethics 
conferences. Working from the mosaic of cure and care, we can recognize the ways 
individuals and industries are situated in broader systems of capitalism, and that there 
are numerous entry points into transforming the ways AI is shaped, made, and deployed 
(Ibid.). 

 

 
 
Know Thyself 
 
When I spoke to CEO Marcus in the last months of 2020, his team was developing an 

app that would make use of their proprietary facial expression recognition model to 

help users monitor and track changes in their mood. While mood and mental health 

trackers are a well-documented phenomenon and part of the larger cultural trend of 

the “quantified self” (Lupton 2016), Marcus had a more specific vision for his 

technology. As he explained to me, the app was intended for the “pregnancy and 

fertility market”, as its ultimate purpose was to help women monitor their stress and 

mood levels to facilitate conception and provide mental health support both during and 
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after pregnancy. The tool was originally meant as a “health and wellbeing” app, rather 

than a clinical device. This way, the company would not be required to undergo a 

clinical trial regulation and could launch the product sooner in the next year. However, 

Marcus mentioned that through his companyʼs partners, there would be opportunities 

to connect the app to a midwife, a counsellor, or a fertility consultant.73  

To collect mood data, the prospective user would interact with the app by talking 

to a virtual agent, reading out loud prompts and playing a series of psychometric games. 

These interactions would be recorded using the userʼs smartphone camera for data 

labelling, model training, and mood prediction. By designing the app in the form of a 

“mood diary”, with daily tasks and prompts, Marcusʼ company would be able to collect 

longitudinal data about the user and refine the ability of the algorithm to provide 

accurate predictions. To classify and analyse facial expression data, they would adopt 

both FACS and VAD coding, in the ways described in chapter 6. Here, practitioners 

would not be concerned with the accurate prediction of categorical dimensions of 

affective experience (ʻhappyʼ or ʻsadʼ) but, rather, with the ability to detect changes in 

behavior and promote a healthier lifestyle, as illustrated in chapter 5.  

Marcusʼ project was premised on two underlying assumptions: first, it embraced 

the Affective Computing and HCI motto of “know thyself”, which suggests that by 

quantifying and analysing real-time data about our health and behavioral experience 

we can improve our wellbeing (Riva, Calvo, and Lisetti 2015). As another participant 

described, “things like mood management or emotion management are good and 

powerful and they can help people become happier and better people. Ah, of course 

they can be used for bad purposes as well.”.74 This behaviorist push towards better 

health and happiness can be read as part of the positive psychology trend that 

 
73 For legal and commercial reasons, at this stage Marcus was not allowed to name the partners 
involved in the project. 
74 Interview conducted with Cedric on November 23rd, 2021.  
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permeates Western societies and often underlies neoliberal imperatives of hyper 

productivity  (Davies 2015). Similarly, feminist scholar Sara Ahmed has pointed to the 

“moral quality” of happiness, that is, the association of happiness with the “normal” 

and “good” functioning of society. Key to this “happiness duty” is the idea that 

happiness (and other feelings) can be measured and manipulated (Ahmed 2010). 

Second, Marcusʼ app relies on the assumption that, by tracking changes in facial 

emotional expressions, users can obtain an accurate and helpful portrait of their own 

mental health. Building on Marxʼs economic theory, Jessica Feldman has called this 

phenomenon “computerized alienation”, the marketization of the self “for evaluation 

and recognition, according to the terms of the computer” (Feldman 2016: 18). 

Inscribed in these practices are theories of human identity that have a predictive and 

prescriptive effect, in that they are grounded on what the technology wants to discover, 

be that “motivating drives (for advertising), unconscious discomfort (for lie-detection 

and investment planning), and mental health tendencies (for benefits administration)” 

(9). As Feldman points out, the combination of advances in machine learning and 

affective computing has enabled a shift from computersʼ mere attempt to recognize 

usersʼ affective response to the idea that the computers can reveal something that even 

the users donʼt know: their own affective experience. Consistent with affective 

computingʼs promise, FER systems seem to offer a privileged and unique view into the 

userʼs inner life. A final point of consideration is the notion of (self-)care encoded in 

these projects. As I discuss more in depth in the following sections, tools that track and 

predict behaviors presumed to correlate with mental states can reinforce normative 

assumptions about mental health and affective expressions.  
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The search for objectivity 
 
While the app was not originally intended as a medical device, Marcusʼs long-term goal 

was to turn it into a “diagnostic aid” that could support healthcare providers in making 

“more accurate” and “more objective” diagnoses of mental health conditions such as 

depression and anxiety. At this point, our conversation seemed to have reached a 

conceptual impasse: until a few minutes earlier, Marcus had been very cautious in 

describing his work on facial expression recognition as exactly and only that: 

recognition of facial expressions, not internal states. The idea that his system could be 

used to detect mental states such as depression and anxiety seemed to me 

counterintuitive. He promptly explained to me that his model would of course be 

unable to ʻseeʼ internal states but would be capable to pick up on changes in facial 

muscle activity typically associated with depressive states. This approach is grounded 

on a theory of clinical psychology called “psychomotor retardation”, a condition that 

can be observed in depressed patients and that is characterized by decreased speed and 

range of muscle activity including slowed speech, reduced facial expressions, eye 

movements, and overall diminished body movements (Buyukdura, McClintock, and 

Croarkin 2011; Bennabi et al. 2013). Psychologists often locate the first, and most 

notable, observed instances of this symptomatology in Charles Darwinʼs 1872 

Expression of the Emotions in Man and Animals. In illustrating the physical reactions 

of those who have experienced loss and grief, he described: 

 

As soon as the sufferer is fully conscious that nothing can be done, despair or deep sorrow 
takes the place of frantic grief. The sufferer sits motionless, or gently rocks to and from; 
the circulation becomes languid; respiration is almost forgotten, and deep sighs are 
drawn. All this reacts on the brain, and prostration soon follows with collapsed muscles 
and dulled eyes. As associated habit no longer prompts the sufferer to action, he is urged 
by his friends to voluntary exertion, and not to give way to silent, motionless grief. 
Exertion stimulates the heart, and this reacts on the brain, and aids the mind to bear its 
heavy load (Darwin 1998: 80-81). 
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In 1976, psychologist Gary Schwartz and colleagues set out to test Darwinʼs 

observations by recording the changes in facial movements of patients diagnosed with 

depression and compare them to those of non-diagnosed ones. Since facial micro-

movements, as postulated by Ekman, take place too quickly for the naked eye to 

accurately detect them, and because computer vision techniques were not yet widely 

available, Schwartz opted for electromyography (EMG) to record facial muscle activity. 

As shown in Figure 8, the procedure ‒ which recalls Duchenneʼs electrical stimulation 

of facial activity described in chapter 4 ‒ involves the application of electrodes to the 

subjectʼs face to measure muscle contraction. According to Schwartz, this technique 

allowed researchers “to discriminate when subjects were self-generating happy, sad, or 

angry thoughts and feelings, even when no differences were readily apparent in the 

overt face” (338). The study results, conducted with “12 depressed subjects and 12 

matched normals” (337), concluded that participants diagnosed with depression 

showed less intense expressive patterns, particularly those associated with positive 

expressions. Since 1976, Schwartzʼs study has not been repeated. However, in 2000, 

psychomotor retardation was included in the fourth edition of the Diagnostic and 

statistical manual for mental disorders (DSM-IV) as one of the nine core symptoms of 

major depressive disorder (Buyukdura, McClintock, and Croarkin 2011).  
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Figure 8 Electrical activity of four facial regions detected by EMG sensors, as shown in (Schwartz et al. 1976). 

 

Todayʼs computer vision techniques seem to offer a more efficient, cost-effective 

alternative to Schwartzʼs EMG techniques. In 2013, the third edition of the 

Audio/Visual Emotion Challenge and Workshop (AVEC) ‒ an international 

competition aimed at the advancement of audio-visual emotion analysis techniques ‒ 

opened with a set of pressing questions: 

 

Are differences between depressed and non-depressed persons specific to depression or 
are they common to the types of people most likely to become depressed? Depression is 
strongly related to stable individual differences in neuroticism, introversion, and 
conscientiousness. Differences in nonverbal behavior between those with and without 
depression could indicate personality differences rather than depression. Do they? What 
can non-verbal behavior tell us about possible functions or mechanisms of depression? 
(Cohn 2013: 1). 
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As the keynote speaker announced, the AVEC challenge was, for the first time, entirely 

dedicated to the task of detecting depression from non-verbal behaviors. Since then, 

research on the automated detection of depression has received growing attention, with 

publications in this area rapidly increasing between 2017 and 2020 (He et al. 2022). 

This seemingly sudden fascination for automated depression detection can be seen as 

part of a larger project of digitisation of psychiatry that was consolidated, as many have 

noted, by a 2015 paper published in Nature, titled The digital phenotype (Jain et al. 

2015). In the paper, the authors borrowed from evolutionary biologist Richard Dawkins 

who had argued that the concept of phenotype (a personʼs observable characteristics) 

should be extended to include “all effects that a gene has on its environment inside or 

outside of the body of the individual organism” (462). Similarly, Jain and colleagues 

applied the concept of extended phenotype to all interactions that users have with 

technology. Parsing these digital traces ‒ the activity registered through keyboard 

interactions, smartphone sensors, and so on ‒ could help monitor and detect the early 

onset of health conditions in an unprecedented fashion. In 2017, former director of the 

National Institute of Mental Health (NIMH), Thomas Insel published a widely cited 

paper, Digital Phenotyping: Technology for a New Science of Behavior (Insel 2017), 

extending the concept of digital phenotyping to mental health.75 As he suggested,  

 

After 40 years of psychiatry becoming more mindless than brainless, perhaps digital 
phenotyping will help the pendulum swing back toward a fresh look at behavior, 
cognition, and mood. It has been said that new directions in science are launched by new 
tools much more often than new concepts. In this case, a tool that is inexpensive and 
ubiquitous may change the direction of the field (1216). 

 

The rapid proliferation of mental health tracking apps and services gave rise to the field 

of “mHealth” (or mobile health), “a key facet of this matrix of illness, optimisation and 

 
75 As media scholar Luke Stark has noted, Insel had left his leading role at the NIMH to work at Googleʼs 
parent company Alphabet (Stark 2020). 
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technology” (Pickersgill 2019: 21), which extended its reach, as many of my 

participants bear witness, to facial expression recognition. The data captured through 

camera sensors would allow psychiatry to “return to the body for information about the 

mind” (Stark 2020: 304), in an ever going search for objective markers for mental 

health and illness (Harrington 2019; Pickersgill 2010). 

Over the years, researchers in both the computer and psychological sciences ‒ an 

interdisciplinary new field called “psycho-informatics” (Markowetz et al. 2014; 

Baumeister and Montag 2023) ‒  have developed various deep learning models to assess 

the severity of depressive episodes or the efficacy of anti-depressant treatments by 

measuring the muscle activity of facial expressions. In research settings, FER systems 

measure reductions in facial expressivity of undiagnosed subjects against subjects 

diagnosed with depression or, within the same subject sample, by monitoring changes 

in facial activity over time (such as before, during, and after anti-depressant 

treatments). Like in Schwartzʼs original study, existing diagnoses of depression 

represent the baseline against which the systemʼs accuracy is measured. The 

commercialization of these methods, however, seem to rely on the assumption that 

these studiesʼ findings can be extended to the general population. As Nash, a machine 

learning engineer working at a start-up, described: 

 

[psychomotor retardation] that's the theory. What we have seen in the existing scientific 

literature, there is a strong correlation in terms of the apparent expression and the state 

of mind, how the person is feeling, in terms of the actual diagnosis of depression itself. 

So, that's what we want to see, how well the models will perform in actual practice. 

Whatever studies have been done till now it's in the lab, so we'll need to see how well we 

can do it and in a much, much wider population, so that's what our clinical trials will help 

in studying them.76 

 
76 Interview conducted on July 16th, 2021. 
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Underlying these efforts there seem to be assumptions about mental health that leave 

differences in affective behavior largely unaccounted for. Intuitively, facial expressivity 

can be shaped by individual and cultural differences (people who appear generally “less 

expressive” when compared to other individuals or social groups), disability and 

chronic pain, and other types of medications. However, psychomotor retardation seems 

to promise to finally establish that causal relation between facial expressions and mental 

states that FACS alone could not fully guarantee. As Marvin assured me,  

 
[…] certain behaviors, when you observe them, will have a direct link to an illness. For 

them, you can look at that behavior out of context, not knowing what the person was 

talking about, what their age, who they are, who are they talking to? Like, very out of 

context, and still learn something or see some signs potentially of either an illness or 

symptom of an illness. And a good example is that depression has psychomotor 

retardation. You naturally don't move as much. So, then your vowels, when you 

pronounce your vowels, they will sound more alike because you don't open your mouth 

as much. Possibly your vowels will sound more alike. So, then you can measure that, and 

that becomes the marker.77 

 

Disability scholars have noted how automated systems that aim to detect signs of 

mental illness can reinforce and reproduce normative models of disability and mental 

health. In particular, algorithmic tools that detect or assess mental health and disability 

based on out-of-context data often overlook how other aspects of identity (e.g. race, 

class, gender, and other chronic health issues) can affect peopleʼs experience of illness 

or disability (Mills and Whittaker 2019). In addition, even when measuring against 

existing diagnoses of depression, many have noted how available data on mental health 

might not be representative of the general population. In many countries, public stigma 

 
77 Interview conducted on February 3rd, 2022. 
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around mental health has been linked to under-reporting and under-coding of mental 

health disorders, resulting in datasets which are not representative of the true extent of 

prevalence of these conditions in the overall populations (Walsh et al. 2020). Other 

social determinants can affect access to diagnosis and treatment. Recent research has 

demonstrated that Western mental health assessment tools and protocols fail to 

account for non-Western expression of distress (Straw 2020). By reducing mental 

health to its assumed physical manifestations, practitioners risk overlooking the socio-

cultural contexts in which illness is experienced. 

If I am allowed, once again, to draw a comparison between these practices and the 

historical controversies over the validity of phrenological claims, it is perhaps possible 

to observe a similar rhetorical move: much like in 19th century phrenology and its focus 

on skull anatomy, the emphasis on an anatomical explanation for the inference of 

mental states ‒ with the added benefit of psychiatryʼs validation ‒ helps practitioners 

“secure social credibility” (Shapin 1979: 168). As historian of science Steven Shapin 

noted in his own account of the historical disputes over the validity of phrenology,  

 
Credibility may be secured by the production of apparently naturalistic knowledge, in 
which it is impossible for opponents (or historians) to discern social interest, but not any 
naturalistic account will best further a particular social interest. Certain natural realities 
are better for some purposes than others (Ibid.).  

 

The theory of psychomotor retardation becomes here the naturalistic explanation 

conferring scientific legitimacy to FER practice. However, multiple logics drive the 

development and commercialization of these projects. As Martyn Pickersgill has noted, 

digital psychiatry received its legitimacy from the constitution of “promissory 

statements” with regards to its therapeutic applications (Pickersgill 2019). Through 

the deployment of these promissory claims ‒ the strategic mobilization of what 

Pickersgill calls “biomedical virtues” (Ibid.) ‒ practitioners strive to establish both their 

professional identity and their field of practice. The next sections examine participantsʼ 
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visions of affective behaviors, mental health, therapeutic treatments, and the market 

logics that complement them. 

 

 
“It ticks all the boxes” 
 
When I asked what personal or professional trajectory had led him to create a FER 

model for maternal mental health, Marcus first offered me a somehow unsurprising 

response: 

 
In many ways, it's not so much that the commerce.. it's not so much the monetization, 

but it's the ability to take the technology that we've created to the next level where it's 

actually used by people, and clearly I wanted it to be used for good, for good purposes. 

But perhaps even more important for me is just the fact that it is being used to the best 

possible use by as many people as possible.78  

 
I do not intend to imply that Marcus was not acting out of genuine concern. Yet, this 

type of responses reflects the techno-optimism that permeates the field of machine 

learning already described in chapter 5 and well documented by others (Tutton 2021; 

Pfister 2017). In addition, scholars have noted how the health sector represents a 

particularly fertile ground for practitionersʼ declared pursuit of social good. As Lehoux 

et al. have argued,  

 

Innovation in the health sector is endowed with a particular moral meaning. Using the 
powers of a corporate entity to create and commercialise a medical technology that is 
intended to benefit patients and society more broadly involves a value-laden action that 
may, as a whole, be seen as contributing to the common good (Lehoux et al. 2014: 739). 

 

 
78 Interview conducted on December 10th, 2020. 
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However, these claims are complicated by additional economic and organizational 

logics ‒ which the authors call “regimes of engagement” (Ibid.) ‒ that orient 

practitionersʼ action. Indeed, in recounting his experience, Marcus added some 

significant detail: 

 
And then we went on a journey of seeing what we could do with our face analysis and 

that led us to identify that the area of medical conditions that change your expressive 

behavior. We had the largest USB [unique selling benefits], unique selling points in that 

area. And that's where it went. And then we had a period of time exploring that further. 

And then we ended up focusing on perinatal mental health and health and well-being 

leading up to pregnancy as well. And, of course, for some period after pregnancy. So 

that's a key area.79 

 

This type of response shows that practitionersʼ choice with regard to technology design 

and development are shaped by pragmatic and situated judgments, “modulated by the 

reality checks of the corporate context in which their collective action unfolds” (Lehoux 

et al. 2014: 751). Another participant, Nathan, described a similar calculation, 

uncovering both the economic and technical drivers that led his team to choose the 

mental health sector over other application domains. As he described, guiding the 

companyʼs direction was primarily the readiness of available tools and techniques 

(algorithms that “work on depression”), followed by the identification of a specific 

market segment where these tools can generate the most economic value: 

 
We came up with depression because we had reasonably good evidence that the 

algorithms and things we've got work on depression [emphasis added]. But then you start 

looking out there and you kind of think "Ok, well, do we want to build a product that 

measures depression? OK, so what's its use case? Where's its use? Where's its value?". 

 
79 Ibid. 
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Because while it is applicable to the broad spectrum, you kind have to prove it and 

regulate in a particular area first that we had to narrow down, we couldn't just build a tool 

that was.. Broad. So, we have to choose a segment. And we considered lots of different 

segments. What was considered quite a lot was the depression in young people and in 

terms of like a target market, because they're much more technologically savvy. A lot of 

people are very interested in it. But unfortunately, economic case didn't stack up for that 

one.80  

 

This response reflects a view of technology that sees social and health issues primarily 

as viable business-cases, in a re-configuration of the classic engineering “problem → 

solution” approach into a “solution → problem” one, where available tools and 

technical competences orient and direct practitionersʼ action. Underlying this view are 

economic incentives and financial constraints that compel practitioners to focus on 

application areas that can more easily generate revenue. As Nathan explained, small 

start-ups require business models that can support the companyʼs growth: 

 

Because we're building business, we need to grow, we need more people. We've got to 

get to a point where we can fund...it [the technology] self-funds. And when we did that 

analysis, which areas were probably quickest to generate revenue, in the health sector. It 

was obviously a good one to go for.81  

 
This pursuit of profit is not in conflict with practitionersʼ professed moral principles. 

As Lehoux et al. have noted, these “orders of worth” are not necessarily mutually 

exclusive: “As long as technology developers genuinely believe in their efforts serve 

health, striking market-oriented trade-offs makes sense to them” (Lehoux et al. 2014: 

 
80 Interview conducted on April 21st, 2021. 
81 Ibid. 
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750). As described in Nathanʼs response, “health and wealth” (Ibid.) were two pieces 

of the same puzzle: 

 
And so, kind of ticks all the boxes [emphasis added], it's a huge problem and it's got a 

huge cost attached, but it's known that if you can intervene early, you get better 

outcomes. And then I suppose the last piece of the puzzle was actually knowing that quite 

a lot of it was missed. So unless it gets very.. The more serious, the higher the detection 

rate gets. But there's quite a lot of kind of low to medium level depression that isn't 

treated at all...When we did the analysis, it just, everything just kind of clicked [emphasis 

added]. So that's why we ended up with that.82 

 

Some participants, however, reported an inversion of these dynamics. Quentin, for 

example, was developing a piece of hardware technology that would combine FACS 

coding, electromyography (described in the previous section), and virtual reality (VR). 

This system would track changes in facial movements (elicited through VR scenarios) 

to help patients who suffered from facial paralysis re-train their facial expressions. As 

he described, however, the projected costs for each single headset were too high and 

would not generate the revenue required to support his company. For this reason, his 

business model focused on selling a general-purpose FER system to a wider range of 

clients. He would then use a portion of the profits to support the R&D for his healthcare 

applications. As he described, 

 
My core is still patients with facial paralysis, but recognizing that the unit cost of each 

system will be very, very high. But if I can broaden the market for it and create value by 

people being able to use it, then that basically means that I'll be able to kind of reverse 

back to that core problem I was looking to solve at the beginning by having...Through 

economy of scale, the system is much cheaper, and also because in order to get developing 

 
82 Ibid.  
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hardware is very expensive and to get investment to develop the technology to help those 

patients. Investors aren't interested in a very narrow use case. They're interested in a 

broader market.83 

 

As I discuss in the next section, participants mobilize this “promissory bioeconomy” of 

healthcare (Pickersgill 2010) in various ways. These dynamics can be observed in the 

original inception of the affective computing market, born ‒ as described in chapter 4 

‒ out of Rosalind Picard and Rana el Kaliouby fortuitous encounter in the early 2000s. 

Central to affective computingʼs origin story is a seemingly benign (and almost 

humanitarian) medical application of FER technology that promised to revolutionize 

psychiatric care for neurodevelopmental conditions. Underlying these techno-

optimistic visions of affective technology are, however, normative ideas of health and 

illness, as well as gendered assumptions about expressive affective behaviors. The next 

section traces these tensions before concluding with a reflection on the notion of care 

encoded in these projects. 

 
 
 
 
Normative visions of health and gender 
 
As described in chapter 4, both Picard and el Kaliouby wanted to apply their research 

to the health sector and had chosen autism as their primary area of intervention. 

Building on el Kalioubyʼs doctoral work, they developed a FER system called 

MindReader that would help autistic people interpret their interlocutorsʼ affective 

cues.84 In a 2006 paper co-authored with the Director of the Cambridge Autism 

 
83 Interview conducted on February 16th, 2022. 
84 I follow here disability scholars and critical scholarship on disability and technology in adopting an 
identity-first approach to discuss autism and disability (Mills and Whittaker 2019; Spiel et al. 2019).  
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Research Centre, Simon Baron-Cohen, the researchers made the case for the use of 

affective computing for social interactions in autism by comparing autistic people to 

computers: 

 

While much of the work in affective computing has been motivated by the goal of giving 
future robots and computational agents socioemotional skills, its researchers have also 
recognized that they face similar challenges to those who try to help people with autism 
improve such skills. Computers, like most people with autism, do not naturally have the 
ability to interpret socioaffective cues, such as tone of voice or facial expression. Similarly, 
computers do not naturally have common sense about people and the way they operate 
(el Kaliouby, Picard, and Baron-Cohen 2006: 3). 

 

Interdisciplinary research on autism and affective computers, the authors argued, could 

help advance our understanding of affective behaviors, communication, and social 

interactions and improve both computer and autistic peopleʼs ability to read and 

respond to socioaffective cues. Computers and autistic people, they reasoned, 

systematize information and recognize patterns in similar ways. As they described,  

 

Persons diagnosed with ASC [autism spectrum condition] are extreme systemizers, 
showing intact or superior systemizing abilities, such as excellent attention to detail, islets 
of ability in topics like prime numbers, calendrical calculation, or classification of artifacts 
or natural kinds (4). 

 

According to this framing, by adopting “systematic approaches to teaching empathy” 

(Ibid.), the researchers hoped to improve both social interactions in autistic people and 

computersʼ affective capabilities. This emphasis on systematization is grounded in the 

theory of the “extreme male brain”, a notion that Baron-Cohen had developed in his 

book, The Essential Difference: Male and Female Brains And The Truth About 

Autism, famous for its deterministic views on gender differences and how these affect 

autism (Baron-Cohen 2003). This theory posits that, due to different in-utero 

exposures to hormones, male brains are predisposed to systematization and logical 
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reasoning, while female brains are more inclined to empathetic behaviors and social 

interactions. As disability scholars have noted, however, this gendered vision of autism 

ignores the ways women and non-binary people experience autism and how this might 

lead to underdiagnosis and unequal access to treatment (Spiel et al. 2019). In addition, 

as psychologist Cordelia Fine has argued, these stereotypical views on gender 

differences contribute to a form of longstanding scientific sexism that she termed 

“neurosexism” (Fine 2005). Stereotypes about the “gendered brain” are indeed rooted 

in historical attempts to translate social hierarchies into scientific differences such as 

gendered variations in brain and skull size (Schiebinger 1990), and are still reflected in 

todayʼs disparate medical treatments of women and BIPOC people (Williams and 

Rucker 2000).  

Picard and el Kaliouby seemed to acknowledge the normative risks of their 

assistive technology. As they noted, “one issue to consider is whether individuals with 

autism need treatment or technology ʻfixesʼ at all” (el Kaliouby, Picard, and Baron-

Cohen 2006: 14). However, practitionersʼ therapeutic promises continue to be 

permeated by similar assumptions and expectations about autism and disability. For 

Marcelo, affective computingʼs role in this context was twofold: akin to Picardʼs original 

vision, assistive technologies would help disabled people to “communicate more 

effectively” and, at the same time, it would allow neurotypicals to better interpret 

autistic peopleʼs behaviors and intentions: 

 
People with autism, as well as other disabilities, sometimes they lack the capability of 

communicating how they are feeling, right? So if you have a wearable that allows you to 

communicate more effectively, let's say with your significant other or your stakeholders, 

your family members, that can be very helpful to.. For example, we have seen in some of 

our research that people with autism, you may see huge spikes on their physiology, but 

you don't see anything outside. You canʼt see any facial expressions, any discomfort. But 

then after a few seconds, after a few minutes, they start engaging in self-injury behavior 
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and all of these things that are very problematic. Right? So, what the data shows is that 

these episodes of high intense stress starts much earlier than you can actually see them. 

It may be that a plane is flying by, and they are very sensitive to the noise, or it may 

happen that they don't like something that it's in the room, but they cannot communicate 

it. So that helps you to better understand what is going on.85 

 

In this regard, disability scholars have argued that technologies that target autistic 

people can reinforce the expression of affective behaviors and modes of interaction 

aligned with dominant socio-cultural norms of expressions and, despite practitionersʼ 

initial cautiousness, can reproduce “normative expectations of a neurotypical society, 

which predominantly views autism as a medical deficit in need of ʻcorrectionʼ” (Spiel 

et al. 2019: 1). Affective computing perpetuates those same social norms of interaction 

that autistic people are presumed not to be able to adhere to. This prescriptive and 

performative element of affective computing was even more explicit in some of my 

participantsʼ responses. As Otis recounted, one of the projects he was working on 

adopted FER technology to improve bipolar womenʼs interactions with their own 

children:  

 

One good example of that is that we've seen a lot of research done in autism. And, also, 

bipolar disorder. And one of the challenges there is the inability to communicate your 

feelings to others. So, for example with autism, they have a really, really hard time 

decoding what other people are trying to express. Another very great example.. I'm 

currently running a training study here in [European city] with a group of researchers 

interested in bipolar disorder. More specifically, with mothers that have been previously 

diagnosed with a bipolar disorder and have just given birth to a child. So, in that scenario, 

it's really important that if you are the mom, that you can mimic and that you can 

communicate to the child what are your feelings so that there is.. Because that's the only 

 
85 Interview conducted on July 17th, 2021. 
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way of communicating [emphasis added]. That's actually by facial expressions trying to 

comfort the child or just trying to mimic ʻYouʼre feeling sad and I'm going to do 

something about itʼ. So, you see it in this mother-to-child interactions that facial 

expressions are the way that you communicate with the child before you learn to speak. 

And one of the challenges with bipolar disorder is that they are actually very poor at 

communicating. So, we've developed a training paradigm where we're actually showing 

them different videos. And the idea is that they try to mimic the child's reaction and we're 

giving them feedback on whether or not they did a good job. So, I think in that scenario, 

it makes a lot of sense as a form of social communication.86  

 

The long quote unearths two distinct, but related, discursive repertoires: first, the 

emphasis on facial expressions and mimicry presumes the primacy of visuality over 

other forms of communication and care. In this scenario, mothers are expected to care 

for their children primarily through vision, rather than other forms of sensory 

perception such as touch or hearing. In her exploration of care, feminist and STS 

scholar Maria Puig de la Bellacasa has suggested that touch, for example, (the “haptic”) 

offers an alternative form of thinking about care as it “holds promises against the 

primacy of detached vision, a promise of thinking and knowing that is ʻin touchʼ with 

materiality, touched and touching” (Bellacasa 2017: 104). Further, vision is here 

mediated by FER models ‒ with their own ways of ʻseeingʼ affective information. As I 

have shown here and in chapter 6, these systemsʼ vision rests on infrastructures of 

knowledge (the various theories of the mind, affects, and disability), human 

interpretation (the work of meaning-making performed by annotators), and power (the 

organizational and social structures that shape these data practices). As feminist studies 

of science have long argued (and as mentioned in chapter 2 of this thesis), the act of 

vision is not neutral but always practiced within a social and political framework. To 

 
86 Interview conducted on June 14th, 2021. 
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borrow again Donna Harawayʼs words, we must ask “Where to see from? Who 

interprets the visual field?” (Haraway 1990: 587).  

Second, the emphasis on the maternal and the necessity to coach women into 

“better” and “healthier” parents uncovers concurrent assumptions around motherhood 

and disability. As disability scholar Harriet Cooper notes, “we donʼt expect a mother to 

be a disabled person, still less a disabled person to be a mother (to draw a subtle 

distinction). But perhaps the struggles of each intersect in more ways than we would 

like to think” (Cooper 2020: 6).87 Once again, underlying these tools are normative 

ideals that can reinforce existing discriminations and forebode equal access to care. In 

the final section, I offer some reflections on the notion of care engendered in these 

tools.  

 

 

What kind of care? 
 
A recurring concern shared by participants was the fact that searching for indications 

of depression and other mental states by looking at peopleʼs facial expressions meant 

observing them in their most vulnerable moments. What if a user was showing worrying 

signs of distress? Or what if they were harming themselves? As Marcus described, his 

company had to weigh these concerns against its legal obligation to privacy:  

 

 
87 Building on Foucaultʼs notion of biopolitics (M. Foucault, Davidson, and Burchell 2008), philosopher 
Paul Preciado has argued that “it is in the field of reproduction̶sexual, social, cultural̶that we 
confront the most crucial dimension of contemporary power” (Preciado 2018), with reference to recent 
biomedical developments in genetics and artificial reproductive technologies. For Preciado, these 
technologies reproduce neoliberal forms of governmentality as they perpetuate heteronormative 
assumptions around sex and gender. In a similar manner, we could read the projects described here by 
Marcus and Otis (with their emphasis on the gendered performativity of affects and normative 
assumptions around motherhood and disability) as part of a broader array of technologies that aim to 
regulate the reproduction and maintenance of life. 
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We take a massive privacy-by-design and security-by-design approach to developing all 

our products, but this has led to interesting situations where actually we are unable to 

contact somebody if we see something, anything happening in a video, we would not be 

able to link that video to a person. So, because of GDPR, we cannot take a, let's say, a 

healthy decision. So, we are now wondering whether there needs to be a discussion about 

the trade-offs between GDPR on the one hand and health and safety on the other hand.88 

 

This response reflects the tensions between care and privacy ‒ the duty of care as 

opposed to the duty of confidentiality ‒ amplified by the Covid-19 pandemic, where 

privacy and data protection regulations have at times been upended by both 

governments and corporations in the name of public health and crisis management 

(Zwitter and Gstrein 2020). The pandemic has also drawn attention to the growing 

central role that tech corporations play in the distribution of welfare and care resources. 

As many have noted, tech companies have positioned themselves as increasingly 

essential to the functioning of society (Couldry and Mejias 2019). In the healthcare 

context, this can often mean that proprietary and commercial tools become “obligatory 

points of passage” (Callon 1984) to access diagnoses and treatments. When tracking 

devices become an essential part of patient care plans, privacy is “something that 

disabled people arenʼt able to choose” (Mills and Whittaker 2019: 23). Companies can 

extract value from user data that disabled and ill people cannot refuse to share. Related 

to this is the question of “bystander privacy”, that is, privacy concerns that arise with 

the use of wearable and mobile computer vision technology that can record bystandersʼ 

activity without their consent. For Marcus, however, this presented again as an issue 

related to the duty of care: 

 

 
88 Interview conducted on December 10th, 2021. 
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Letʼs say we see something happening in the background, right? Well, I think.. You know, 

with Zoom at the moment, we've all had interesting things happening in the background, 

and we are basically unable to follow up because we have promised our users that we 

would not link their identity to that data. And so, those are interesting new challenges 

that we hadn't considered in the first place. And the question is, is that ethical?89 

 

Entering the algorithmʼs frame of vision is not just the prospected user, but all those 

exposed to its totalizing view. I share here the concerns of the many scholars who have 

argued how pervasive data collection practices can lead users to accept potentially 

harmful surveillance practices simply because they are widespread and routinely 

implemented by tech corporations (Mills and Whittaker 2019). 

As argued in this chapterʼs introduction, the technologies described here seem 

to replicate a model of cure rather than care. In addition to normative ideals around 

health and gender, they advance a notion of care that sees technical interventions as 

solutions to wider socio-economic inequities in healthcare access and treatment. This 

is best illustrated in Nashʼ response, where he points to the shortcomings of public 

healthcare as a reason for the automation of mental health diagnosis and treatment:  

 
I think it [the depression detection model] definitely can be quite helpful because right 

now our health system is like, it's not able to give enough time to everyone. If our system 

can help in the early detection of mental health conditions, that would be also quite useful 

because the earlier you could detect these conditions, the greater the chances that you 

can treat these conditions medically. The later you wait, and the intensity of that mental 

health condition increases a lot, the more difficult it gets to find a way to basically find a 

cure for it or to manage it.90 

 

 
89 Ibid. 
90 Interview conducted on July 16th, 2021. 
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As many have noted, however, automation is seldom the appropriate response to 

complex structural issues (such as the lack of adequate care infrastructures). As argued 

throughout the chapter, these tools can replicate normative and discriminatory modes 

of care that are present in non-automated medical practices, as well as intensify 

surveillance practices that already harm the most vulnerable. To borrow the words of 

historian of science Hannah Zeavin, “We cannot hope to enfold those who care forgot 

while repressing this central fact: care is a tool, but it is also, too often, a weapon” 

(Zeavin 2021).  

 

Conclusion 
 
Affective computing promises to provide objective and meaningful insights into the 

inner life of its users. Originally intended to support the affective experiences of autistic 

people, applications of affective computing today include mood tracking, depression 

and anxiety detection, as well as diagnosis and treatment of broader 

neurodevelopmental conditions. To produce meaningful knowledge about these 

various conditions, practitioners rely on a range of theories drawn from Western 

psychology that posit a correlation between “abnormal” facial movements and 

particular mental states (such as depressive episodes).  

These efforts echo a broader trend, called “digital phenotyping”, that aims to 

democratize healthcare provision by monitoring and predicting health conditions 

through digital technologies. Practitioners mobilize a variety of therapeutic promises 

and societal benefits (such as objective diagnoses and increased accessibility to 

treatments) to legitimize the development and deployment of these tools. This chapter 

has brought to the fore the social and cultural representations of the affects, the human, 

and the mind that underly these efforts. Despite the narratives that frame these 

technologies as fundamentally benign, tools that discriminate between health and 
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illness can replicate existing exclusionary practices that already harm the most 

vulnerable by, for example, reinforcing normative assumptions around illness and 

disability that can prevent people from receiving adequate care. This has chapter also 

drawn attention to the market logics that drive these projects and see complex social 

and health issues as viable business-cases. According to this vision, technical 

interventions are seen as adequate solutions to wider structural problems in the 

distribution and access to care. I have joined here feminist and STS scholars in arguing 

that, embedded in these projects, is a notion of cure rather care. Here, cure is often a 

point of departure, rather than of arrival. Cure is the array of algorithmic techniques 

available to practitioners, and the set of theories that fit these tools: solutions in search 

for a problem. 
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Conclusion  
 
 
 

In this concluding chapter, I bring together my findings and discuss their relevance to 

scholarship, policy, and practice. I begin by reviewing the development of my argument 

throughout the thesis and then reflect on the limitations of this work and suggest 

avenues for future research. Finally, I return to the issues of agnosticism and 

uncertainty with which this work started. I compare participantsʼ profession of 

agnosticism to agnogenesis, that is, the construction of ignorance within techno-

scientific contexts to avoid accountability (Proctor and Schiebinger 2008). I then argue 

for the recognition of uncertainty as constitutive to the project of automation and the 

need to create space within design pipelines to collectively contest and challenge 

algorithmic certainty and objectivity.  

 
Seeing affect within knowledge infrastructures 
 
In this thesis, I have investigated the infrastructures of knowledge on which 

practitioners draw to classify and make sense of affective behaviors. In particular, I have 

shown how, despite their professed agnosticism with regards to conceptual models of 

emotions and expressive behaviors, practitionersʼ ways of ʻseeingʼ affect are shaped by 

a complex of norms, practices, and normative assumptions about affect, aspects of 

identity (e.g. gender), the mind, health, and illness. Informed by feminist studies of 

science and technology, and knitting together historical inquiry with qualitative 

investigations of participantsʼ local and contingent practices of sense-making, I have 

sought to uncover the cultural and historical imaginaries that underpin academic and 

industry FER projects. 
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In chapter 3, Performing theories, I traced the popularization of the “classic view” of 

emotions ‒ the idea that expressions of emotions are universal, biologically determined, 

and involuntary ‒ through the work of psychologist Paul Ekman who, between the 

1960s and 2000s, set out to establish a scientific and objective framework for the 

analysis of facial behaviors. Supported and often in service of US intelligence and law 

enforcement agencies, his lifelong investigation of nonverbal clues of deception has 

directly shaped early developments of automated FER systems. Central to his efforts 

was the creation of the Facial Action Coding System (FACS), a scientific method for 

the classification and analysis of affective behaviors that turned facial expressions into 

calculable and manageable raw data, regardless of the social and cultural contexts that 

elicited those expressions. Ekmanʼs work has been object of much criticism, as a result 

of which many practitioners have progressively abandoned inferential claims about 

facial expressions and emotions. They have not, however, abandoned Ekmanʼs 

approach to expressive behaviors as something that can be transformed into 

measurable and objective properties and used to produce some form of knowledge 

about individuals. This fundamental assumption has directly shaped the research and 

development of automated FER systems. Despite efforts to re-frame the narrative, this 

genealogy shows that it is not fully possible to divorce the classification of facial 

expressions from its origin as a tool to spot deception from nonverbal behaviors.  

In chapter 4, The making of affect, I situated Ekmanʼs legacy within the longer 

history of quantifications of affect and, following historian Otniel Dror, I located the 

origin of scientific efforts to measure expressive behaviors in 19th century Western 

physiology, when the creation of new scientific instruments and protocols made it 

possible to elevate affective behaviors to objects of scientific knowledge and use this 

knowledge to legitimize projects of social classification. As shown in Paolo 

Mantegazzaʼs and Duchenne de Boulogneʼs photographic atlases of emotional 

expressions, these efforts to quantify and display emotions helped reinforce and 
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normalize assumptions towards affective behaviors aligned with social and cultural 

norms that posited emotional expressions of white and wealthy Europeans as the apex 

of the civilization process. However, to capture and display affective behaviors in a 

scientific and objective manner, physiologists needed to establish standardization 

practices that could tame the subjective and fleeting nature of emotions: practices such 

as consistent head orientation, background colors, and the use of captions echo the 

modern process of data wrangling necessary to collect, clean, and label ground truth 

data on which FER algorithms are trained. Finally, these scientific representations of 

emotions served a prescriptive role: by displaying what emotional expressions should 

look like, these representations facilitated the construction of cultural norms of 

emotional expression and a hierarchy of feeling that privileged certain expressions and 

behaviors over others. These two chapters formed the backdrop for the next three 

empirical chapters (chapters 5 to 7), where I brought these historical dimensions in 

conversation with modern FER design and development. 

In the first empirical chapter, Mobilizing science, I drew attention to 

participantsʼ construction of objectivity and validity through means of discursive and 

rhetorical practices. As mentioned in chapter 3, despite (and perhaps because of) the 

public and scholarly controversy over efforts to classify expressive behaviors, many 

practitioners prefer to maintain an agnostic view with regards to the conceptual 

underpinnings of FER systems. However, to classify affective expressions, and infer 

meaningful information from this classification, practitioners must make some 

fundamental assumption about what constitutes a measurable affective expression and 

how to extract knowledge from it. In light of this apparent paradox, the chapter 

foregrounds the forms of boundary work through which participants establish and 

maintain epistemic authority over their claims. Emerging from these responses are 

practices and tactics that allow participants to validate their systemʼs predictions 

without needing to commit to any particular conceptual model of affect: since 
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algorithmic performance cannot be evaluated in relation to the inner ʻtruthʼ of 

emotional experience, participants described how they focus instead on the 

measurement and prediction of changes in expressive behavior, as long as these are 

consistent with mainstream emotion models. 

The following chapter, Seeing affect, focused on the role that different data 

structures and practices play in constructing claims of objectivity and accuracy. Here, 

I looked at the experience of two annotators performing FACS and VAD coding, 

regarded respectively as forms of “expert” and “lay” annotation. However, by focusing 

on the norms, grids, and local negotiation practices of these coding schemes,  I showed 

how both practices require that annotators learn how to ʻseeʼ affective data, bringing to 

the fore the subjective and interpretive element that underpin FER projects. Additional 

factors, such as annotation interfaces and automation tools that aim to tame the 

subjective element of the labelling process, shape annotatorsʼ ways of seeing and 

interpreting the data. I then argued that the definition and attribution of skill and 

expertise in data structures reflects broader power asymmetries in machine learning 

design, maintained and reinforced through practitionersʼ perception and 

representation of data work. In particular, by reinforcing perceptions of data work and 

annotation as either objective and scientific or subjective and intuitive, practitioners 

overlook (and at times obscure) the human work of negotiation and interpretation that 

underpin both coding practices and, ultimately, the uncertainty that lies at the core of 

ground truth datasets. 

In the final empirical chapter, The promise of Affective Computing, I explored 

the social and cultural imaginaries that inform the development of healthcare 

applications of FER systems and, particularly, those designed for mental health and 

neurodevelopmental conditions. Here, I showed how knowledge produced through 

participantsʼ techno-scientific discourse and practice can shape and determine bodies 

and behaviors. In line with what previously observed about the prescriptive dimensions 
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of historical projects of affect classification, here normative ideas of health and illness, 

as well as gendered assumptions about expressive affective behaviors that are at play in 

the development of FER systems can in fact facilitate the expression of certain 

behaviors aligned with socio-cultural expectations around, for instance, gender and 

health. Finally, encoded in the promise of affective computing is also a notion of care 

that, at the same time, treats a) illness and disability as viable business cases, and b) 

technical interventions as solutions to wider socio-economic inequities in healthcare 

access and treatment.  

 
 
Contributions to knowledge and policy 

In this thesis, I have offered a feminist STS account of affective computing practice as 

a way of ʻseeingʼ data that is shaped by a multifaceted infrastructure of theories, norms, 

routines, and normative assumptions about affect, the mind, health, and illness. This 

work contributes to at least two broad research areas: first, this analysis adds to the 

interdisciplinary scholarship at the intersection of Critical Data Studies, Fairness, 

Accountability, and Transparency (FAccT) studies, and Computer Supported 

Cooperative Work (CSCW) concerned with algorithmic accountability from a 

qualitative research perspective. In particular, the historical and ethnographic 

investigation of the social and cultural imaginaries that underpin the development of 

FER systems allow us to contest and resist claims of objectivity and universality and 

open up spaces for accountability. Following feminist studies of science and 

technology, this research locates the practices of sense-making involved in the 

quantification of affect both locally and historically, as a way to ground techno-

scientific knowledge about affective behaviors and make it accountable. Second, the 

investigation of the interpretive and subjective work required for the creation of 

emotion atlases as well as facial expressions training datasets (as illustrated in chapters 
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3, 4, and 6) makes a contribution to the nascent field of Critical Dataset Studies which, 

drawing on archival studies, aims to account for the ethics and politics of datasets  by 

engaging critically with “the weight of history within data set regimes” (Thylstrup 

2022: 66). Further, this research foregrounds the practices of data annotation, 

interpretation, and standardization within FER design as “acts of governance” (665) 

that define what does and does not constitute as valid affective behavior, thus 

articulating “ʻthe law of what can be saidʼ through distributed moments of 

interpretation and validation” (Ibid.). However, the analysis emphasizes the role that 

practitionersʼ representations and expectations of data work play on the interpretation 

of data, adding to CSCW and HCI literature concerned with how power dynamics 

shape data structures (Miceli, Schuessler, and Yang 2020; Miceli et al. 2021; Miceli, 

Posada, and Yang 2022; Irani 2015b; Gray and Suri 2019; Raval 2021). 

In this thesis, I sought to make a contribution to future policy interventions that 

aim to curb the potential harms of FER systems and related affective computing 

technologies. In particular, by tracing the various genealogies of healthcare 

applications, I move beyond narrow framings of FER systems as emotion recognition 

technology and instead illustrate the normative and potentially harmful effects that 

these systems can have even when disconnected from claims of emotional inference. In 

October 2022, the Information Commissionerʼs Office (ICO) ‒ a British independent 

body advocating for data rights and privacy regulations ‒ issued a warning to 

organizations, citing the current  “immature” state of emotion recognition technology 

as a risk of bias and discrimination.91 In particular, Deputy Commissioner Stephen 

Bonner mentioned the need for technology to be rigorously backed by science before 

being commercially deployed: 

 

 
91https://ico.org.uk/about-the-ico/media-centre/news-and-blogs/2022/10/immature-biometric-
technologies-could-be-discriminating-against-people-says-ico-in-warning-to-organisations/.  
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Developments in the biometrics and emotion AI market are immature. They may not 
work yet, or indeed ever. While there are opportunities present, the risks are currently 
greater. At the ICO, we are concerned that incorrect analysis of data could result in 
assumptions and judgements about a person that are inaccurate and lead to 
discrimination. The only sustainable biometric deployments will be those that are fully 
functional, accountable and backed by science. As it stands, we are yet to see any emotion 
AI technology develop in a way that satisfies data protection requirements, and have more 
general questions about proportionality, fairness and transparency in this area.92 

 

However, as illustrated throughout this research, the boundaries between science and 

pseudo-science (or science and non-science) can be shifted through discursive and 

material tactics that validate particular knowledge claims over others such as, for 

instance, FER systemsʼ supposed ability to provide objective assessments of mental 

health and neurodevelopmental conditions that seemingly do not involve inferences 

about emotional states. Further, practitionersʼ efforts to re-frame their professional and 

disciplinary identity as disconnected from emotion recognition practice (and 

sometimes from affective computing altogether) constituted a key tactic for the 

validation of their claims. Given the efforts of most regulatory proposals to govern 

emotional inference projects,93 participants seemed to have ‒ at least rhetorically ‒ 

moved away from discussions around ̒ emotionsʼ and ̒ affectʼ to focus instead on the less 

controversial measurement of facial and expressive behaviors. Hopefully, extending the 

remit of investigation of FER systems outside of those contexts and actors explicitly 

 
92 Ibid. 
93 See for example the 2021 European Commissionʼs Proposal for the Artificial Intelligence Act (ʻEU AI 
Actʼ), available at https://eur-lex.europa.eu/resource.html?uri=cellar:e0649735-a372-11eb-9585-
01aa75ed71a1.0001.02/DOC_1&format=PDF. The proposal identifies the risks of, on one hand, 
emotion recognition systems, defined as “AI systems for the purpose of identifying or inferring emotions 
or intentions of natural persons on the basis of their biometric data”, and, on the other hand, biometric 
categorisation systems, defined as “AI systems for the purpose of assigning natural persons to specific 
categories, such as sex, age, hair colour, eye colour, tattoos, ethnic origin or sexual or political orientation, 
on the basis of their biometric data” (p. 42). As illustrated in this thesis, however, many of the projects 
discussed by the participants evade these definitions in that they do not (explicitly or implicitly) seek to 
infer emotions nor intentions from facial behaviors. 
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centred around emotional inference can contribute to policy interventions aiming to 

reduce harm and discrimination of machine learning systems.  

 

 
 
Limitations, future research, and “good” technology 

 
As mentioned in chapter 2, this thesis ‒ as any piece of research ‒ is constrained by 

some methodological limitations and, particularly, by issues related to sampling and 

scope. First, choices regarding methods and sampling were greatly influenced by the 

effect of the Covid-19 pandemic on face-to-face ethnographic research. As mentioned 

in the methods section, the impossibility to attend in-person social events for most of 

the data collection period heavily impacted my ability to build trust and long-term 

relationships with participants. This meant that I could not access contexts of FER 

research and development as originally envisaged, and that conversations about 

participantsʼ projects (particularly commercial ones) were often constrained by 

concerns about trade-secrets and intellectual property. To circumvent these issues, as 

explained in chapter 2, I extended my sample to include academic participants and 

collect a wider range of experiences. While this added depth and coherence to the 

findings ‒ as both groups offered similar accounts of their practices and assumptions  ‒ 

a potential avenue for future research could tease out more nuanced distinctions 

between, as well as within, these two sectors. For example, overlooked here are the 

market dynamics that regulate industry R&D with regards to the different size and 

scope of participantsʼ organizations ‒ e.g. how do classification practices differ between 

large corporations and start-up companies? For instance, there is an expectation within 

industry contexts that start-ups will be acquired by or integrated in larger organizations 

(Prado and Bauer 2022). This might shape in important ways participantsʼ knowledge 

claims and development practices. Another limitation with regards to sampling is the 
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relative demographic homogeneity of the participants. As previously discussed, the 

sample skews white and male, thus reflecting the overall gender and race disparities in 

tech-related fields within Western countries. Future research could bring these 

dimensions more to the fore and aim for a more representative sample. A different but 

somehow related point of consideration is that absent from the analysis is a discussion 

of whether and how gender and race are annotated within facial expressions datasets 

(and, particularly, commercial ones). While many have noted the importance of 

questioning how these dimensions are represented in and codified into machine 

learning systems (Scheuerman et al. 2020; Scheuerman, Paul, and Brubaker 2019), the 

proprietary nature of participantsʼ datasets meant that I was often given little detail 

about the characteristics of the training data. Further research could take these 

concerns as a point of departure and add to the literature on bias and fairness in HCI, 

AI, and affective computing. 

A second limitation concerns the temporal scope of the research. As mentioned 

in chapter 2, the data collection process took place between the fall of 2020 and the 

summer of 2022. While long-term ethnographic studies of technology can provide 

richer and more nuanced insights into design and development practices, my research 

was limited by practical constraints (namely, the length of the scholarship that 

supported this work). Sampsa Hyysalo et al. have warned against the “framing effect” 

of STS investigations focused on too narrow time frames and how these can lead to 

simplistic and unrefined understandings of technology development (Hyysalo, Pollock, 

and Williams 2019). To address this concern, I have however taken caution to situate 

my empirical research within the longer history of the quantification of affective 

behaviors, thus extending the investigation longitudinally and increasing the relevance 

of the findings. Missing from this work are, however, what the authors call research 

“interstices”, as the “moments and sites in which the various focal actors in the ecology 

interlink and affect each other and the evolving technology” (7). Future research could 
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include multi-sited ethnographic investigations (Marcus 1995) to capture points of 

contact between different relevant actors, including users and regulators, where 

technology (and its related imaginaries) is co-constructed. 

Finally, a note on the research overall orientation: while I have given some space 

to participantsʼ positive framings of FER systems, in this thesis I have mostly focused 

on the potential for harm and discrimination produced or reinforced through this 

technology. Missing from my account is a reflection on whether “good” FER systems 

are possible ‒ given that we could answer the question “good for whom?” ‒  and, if so, 

what they would look like. For instance, HCI scholar Kirsten Boehner and her 

colleagues have argued for a conceptual as well as methodological shift from the 

dominant view of emotions as biological, universal, and measurable objects to, instead, 

an interactional model that sees affect as “culturally grounded, dynamically 

experienced, and to some degree constructed in action and interaction” (Boehner et al. 

2007: 276). An interactional approach to affect, the authors argue, “moves the focus 

from helping computers to better understand human emotion to helping people to 

understand and experience their own emotions” (277). In this sense, the subjective and 

interpretive element of emotional expression recognition is not denied or obfuscated 

but, rather, brought to the fore:  

 
Emotion is a witnessable property of social action, a way in which actions are rendered 
interpretable and meaningful. The question of the dynamic, situated interpretation (and 
attribution) of emotional behavior is critical here. Negotiation, interpretation and 
inference are inextricably intertwined (280). 
 
 

The authors offer a number of examples of design strategies grounded on the 

interactional model of emotions. Among these is the “Affector” (Sengers et al. 2008), 

a system designed to collect real-time video data of two separate office workers and 

relay data visualizations of the workersʼ affective states on a “video window” between 
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the two adjoining offices. The data is presented in the form of “distortions” ‒ image 

alterations such as color inversion or pixelization ‒  to enable usersʼ co-interpretation 

as well as manipulation of their own emotional output (Boehner et al. 2007). As the 

authors explain, “instead of the system interpreting the emotional meaning of the 

input, the users interpret the emotional meaning of the output, and tune its output to 

support their readings” (282). As an interactional model of emotions, Affector is 

designed primarily to facilitate usersʼ awareness and self-reflection about their-own and 

othersʼ affective states. 

While offering ways to foreground the interpretive and contextual element of 

expressive behaviors, this approach is still based on a view that sees technology as an 

adequate and meaningful tool for the regulation of affect. In commenting on Boehner 

and colleaguesʼ interactional approach, scholar Kelly Gates has questioned this very 

premise:  “rather than taking as given the value of emotional self-examination and self-

knowledge, it is important to consider why individuals are so persistently encouraged 

or enjoined to engage in practices of self-assessment” (Gates 2011: 187). In this sense, 

and consistently with some of the dimensions of FER systems explored in chapter 7, 

she argues that affective computing applications resonate “with a certain regime of the 

self that is characteristic of late capitalist societies, one that encourages individuals to 

continuously examine and reinvent themselves in order to acclimate to their changing 

social, economic, and technological environment” (Ibid.). In this sense, imagining 

“good” affective technologies ‒ although the question of “good for whom?” persists ‒ 

might mean asking whether it is possible to imagine technologies that can evade the 

ubiquitous datafication and monetization of human experience typical of neoliberal 

technological regimes. Further, a similar technology should perhaps encode alternative 

forms of care that differ radically from those described in chapter 7 (a normative notion 

of care-as-cure seeking to ʻfixʼ abnormal bodies), and promote instead care practices 

that are “ambivalent, contextual, and relational” (Martin, Myers, and Viseu 2015: 631), 
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that is, practices that pay attention to the local and situated conditions in which care is 

required and performed. Envisioning these alternative forms of affective technology, 

perhaps, does not so much require re-imagining their application contexts or 

knowledge claims (in the form of “more accurate” or “more valid” claims) but, rather, 

reconfigure the ways in which infrastructures of knowledge, vision, and power are 

enacted within data structures. The next section offers a final reflection on these 

dimensions in the context of feminist practice. 

 
 

 
“I prefer not to”: From ignorance to uncertainty 

 
In his short story Bartleby, the Scrivener: A Story of Wall Street, writer Herman 

Melville narrates the life of Bartleby, a clerk whose task is to make copies of legal 

documents for an elderly lawyer on Wall Street. One day, asked to proofread a piece of 

paper, Bartleby answers with what is perhaps one of the most renowned utterances in 

American literature: “I prefer not to”. From this point onward, Bartleby wonʼt perform 

any task, repeating the same formula over and over, until the police remove him from 

the office. Thrown in jail, Bartleby finally dies of self-starvation. Many have since 

speculated on the conceptual and ethical implications of this story and, particularly, on 

the political connotations of Bartlebyʼs enunciation. As Gilles Deleuze argued, the 

scrivener is not simply refusing to obey the lawyerʼs requests:  

 

If Bartleby had refused, he could still be seen as a rebel or insurrectionary, and as such 
would still have a social role. But the formula stymies all speech acts, and at the same 
time, it makes Bartleby a pure outsider to whom no social position can be attributed. This 
is what the attorney glimpses with dread: all his hopes of bringing Bartleby back to reason 
are dashed because they rest on a logic of presuppositions according to which an 
employer “expects” to be obeyed, or a kind friend listened to, whereas Bartleby has 
invented a new logic, a logic of preference, which is enough to undermine the 
presuppositions of language as a whole (Deleuze 1997: 4). 
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I do not intend to dwell excessively on Deleuzeʼs interpretation, nor do I aim to provide 

an alternative explanation of Melvilleʼs short novel. I would, instead, like to take 

inspiration from Bartleby to re-think the problem of agnosticism with which this 

research started. Indeed, in this work, I have taken the problem of agnosticism in 

affective computing as an entry point to investigate the tensions associated with the 

classification of affective behaviors and, more broadly, the potential as well as real 

harms of machine learning as a discipline and practice that treats all forms of knowledge 

as amenable to its techniques and objectives. In chapter 5, I have described this 

phenomenon as the magpie effect, that is, the tendency in computer science practice 

to borrow theoretical frameworks from other disciplines without questioning the 

epistemological assumptions on which they are grounded. This seeming lack of 

reflexivity could also be seen as what Robert N. Proctor and Londa Schiebinger called 

agnogenesis: the construction of ignorance within techno-scientific domains to avoid 

or evade accountability (Proctor and Schiebinger 2008). A notorious example of this is 

the deliberate fabrication of doubt by the tobacco industry about the dangers of 

smoking (Ibid.). Similarly, climate change deniers have often argued for the need of 

more scientific evidence with the aim to stall political action (Oreskes and Conway 

2008). In a similar sense, organizations construct ignorance to control “uncomfortable 

knowledge”, that is, information that can “undermine the organizational principles of 

a society or organization” (Rayner 2012). Organizations, argued Steve Rayner, can 

construct ignorance through four different implicit strategies: denial (refusal to act on 

known information), dismissal (rejection of uncomfortable knowledge as wrong or 

irrelevant), diversion (the establishment of a “decoy activity” (118) to divert attention 

from known problems), and displacement (the creation of a “surrogate” object that, 

although originally designed to provide and manage information about a particular 

phenomenon, becomes the object of controversial knowledge) (Ibid.). Examples of 
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displacement include computational models designed to generate data about pollution 

that are not accurate representations of local ecosystems but are nonetheless adopted 

“to simulate the results of policy interventions” (121).  

These strategies can perhaps describe some of the rhetorical devices reported 

here by participants: while practitionersʼ agnosticism can be in itself a way to avoid 

accountability by means of dismissal, the emphasis on seemingly uncontroversial 

measurements of affective behaviors can be instead seen as a form of diversion or 

displacement. As described in this thesis, efforts to decouple FACS (or other 

approaches to facial coding) from higher levels of interpretations of affective behaviors 

aim to shift the focus away from inferential claims and draw attention instead to the 

perceived objectivity of facial muscle measurements. However, as argued throughout 

this work, participantsʼ agnosticism with regards to the conceptual underpinnings of 

FER models can obscure, if not obstruct, accountability, in that it removes from public 

sight the historical and epistemological assumptions on which these models rest.  

How can one then challenge agnosticism and uphold accountability in computer 

science? In line with the theoretical framework that informs this research, I seek to 

contest agnosticism in a way that doesnʼt require to assert a single “truth” but rather 

acknowledges the situated perspectives that inform computational efforts to quantify 

and predict human experience. As argued in chapter 6, this could mean foregrounding 

the situated and partial knowledges that contribute to the creation of ground truths in 

machine learning: a recognition of uncertainty as constitutive to the project of 

automation, rather than as a statistical outlier or error. Acknowledging the uncertainty 

of sense-making practices within machine learning becomes then a political effort in 

that it can re-assemble the configurations of knowledge, vision, and power explored in 

this thesis. Borrowing once again from Louise Amoore, rather than seeking grounds for 

automated decisions, algorithmic accountability ‒ what she termed a “cloud ethics” ‒ 

“begins from the ungroundedness of all forms of decision, all political claims, human 
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and algorithmic” (Amoore 2020: 148). In this sense, I seek inspiration from Bartlebyʼs 

enunciation ‒ “I prefer not to” ‒ as a way to re-claim uncertainty (rather than 

agnosticism) as a form of doubtfulness and opening for accountability. As per 

Deleuzeʼs interpretation of Melvilleʼs story, uncertainty does not entail a simple refusal 

to act (or, in this case, to design); while some critical HCI scholars have argued for the 

need to “not design” (Baumer and Silberman 2011) or “undesign” (Pierce 2012) 

inadequate or inappropriate technological interventions, not all those involved in the 

design process have the power to disengage without facing some kind of consequences. 

Conversely, Os Keyes et al. argued for a shift towards an “anarchist HCI”, a practice 

“dedicated to building prefigurative counterpower: creating constantly-justified spaces 

that embody autonomous, anti-oppressive values as a means to build the revolution in 

increment” (Keyes, Hoy, and Drouhard 2019: 4). As they described, an anarchist HCI 

should not be understood as a mere theoretical framework, but rather an 

encouragement to interrogate and make accountable power relations and systems of 

oppression at play in local contexts. In this perspective, practitionersʼ work should not 

be guided by “fundersʼ implicit or explicit expectations” (8), but rather by the needs 

and desires of those impacted by design work: “work cannot be undertaken without the 

active consent and participation of these communities” (Ibid.). However, since ethical 

research in AI and data-driven technologies is now often funded by large tech 

corporations, Corinne Cath and Os Keyes have more recently advocated for a practice 

of “feminist refusal” (Cath and Keyes 2022). Building on Bonnie Honigʼs Feminist 

Theory of Refusal (Honig 2021), the authors proposed a form of engagement with 

funders that recognizes “that we are never outside relations of power. As such, we have 

responsibilities of care to those nestled more deeply within these power structures, to 

treat refusal as a tactic” (Cath and Keyes 2022: 34). To refuse is, in this sense, to remain 

aware of the limits and opportunities of working within power structures and, when 
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possible, use those structures to the advantage of the communities impacted by 

research work.  

Perhaps unsurprisingly, Honnigʼs theory of refusal takes Bartleby as a point of 

departure, whose utterance “I prefer not to” she described as “a celebrated example of 

inoperativity” ‒ the refusal to do anything ‒  and a response to “the concern that giving 

reasons and making demands just enters would-be dissidents into the trade-offs of their 

opponents and compromises projects of radical transformation” (Honig 2021: 14). The 

inoperativity of Bartleby ‒ a concept first articulated by Italian philosopher Giorgio 

Agamben (Agamben and Heller-Roazen 1999) ‒ rejects instead all “instrumental and 

teleological approaches to ethics or politics”, treating refusal as an end in itself. 

However, Honig noted, Bartlebyʼs ultimate death demonstrates that his solitary refusal 

is insufficient to motivate a political project or contribute to larger political movements. 

In contrast, other literary characters can offer inspiration for a collective politics of 

refusal and, particularly, the Greek tragedy of Bacchae. In Euripidesʼs play, the women 

of Thebes respond to the chant of “Eta Bakkae, Eta Bakkae” (“Gather round, gather 

round!”), a call to leave the city and join together in dance to celebrate Dionysus, the 

Greek god of wine and ecstasy, banished from worshipping by King Pentheus. Here, 

the women “eat and drink to their heartsʼ content, unleash desire, generate collective 

power, and host new practices of mutuality that express care but also unleash violence” 

(Honig 2021: xii). In the play, the bacchantsʼ womenʼs refusal to follow the Kingʼs 

orders is described as a sign of their insanity and the godʼs manipulation. However, 

argued Honig, their refusal should be taken seriously: “Fearlessly, they defy orders and 

abandon the instruments of work, the loom and shuttle. Locked up, they break out and 

flee imprisonment to escape the city” (22). Building on Judith Butlerʼs work on the 

performative power of democratic assemblies (Butler 2015), Honig described the 

womenʼs coming together in chants and dances as a form of joyous praxis, akin to the 
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collective chants and dances one can observe in public gatherings: “The chant binds 

people together and collectivizes their resolve” (Honig 2021: 19). 

These reflections add further dimension to the problem of agnosticism: if we 

ought to resist and contest abstract and ahistorical claims of algorithmic objectivity, 

and foreground the doubtfulness that lies at the core of computational projects, we 

must invoke a form of uncertainty that does not rely exclusively on the individual ‒ as 

some forms of AI ethics would require ‒ but rather on a collective reconfiguration of 

power dynamics. As suggested in chapter 6, the maintenance of uneven power 

dynamics within data structures contributes to the inability to treat uncertainty as 

constitutive of data work and challenge the interpretive grids and norms shaping 

participantsʼ sense-making practices. As Cath and Keyes have observed, one must not 

forget that feminist practices:  

 

are often relational, involving assemblages of people, and that (partly as a result of this) 
they are practices. Answers are contingent on circumstance, and the pursuit of them 
alters those circumstances and in turn demands a re-evaluation of our ongoing actions 
(Cath and Keyes 2022: 34). 
 
 

Within industry contexts, however, this might require a collective reconfiguration of 

the labor structures on which machine learning projects rest. Although peripheral to 

the responses analyzed in this thesis, collective action is indeed a key element of 

political projects of algorithmic justice (Hicks 2018; Stapleton et al. 2018). In this 

sense, the ability to contest and challenge the certainty of algorithmic predictions 

should be made integral part of FER and broader machine learning projects, in the form 

of a collective “I prefer not to”. 
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Final remarks 

As many of the authors cited in this thesis have argued, algorithmsʼ technical opacity 

and commercial secrecy should not be an obstacle to critical inquiry, nor should the 

professed detachment of computer science from questions of accountability and social 

responsibility. Throughout this work, I have sought to investigate FER systems 

analytically and offer strategies for grounding the historical, social, and cultural norms 

and assumptions that inform their development. Further, I hope that the concerns and 

the research methods discussed here can be extended to algorithmic technologies more 

broadly. As discussed in this thesisʼ introductory chapter, the constant effort to make 

ambiguous and elusive objects of experience ‒ in this case, affect ‒ manageable in 

practice is not unique to affective computing. It is, rather, at the heart of many 

computational projects. The strategies provided here can hopefully help illuminate this 

fundamental ambiguity beyond a single piece of technology or computing field. In 

addition, this work has shown how practitioners circumvent this uncertainty by putting 

into circulation practical engineering solutions that bypass scientific controversy and 

that, in the long term, might shape and change human experience. 
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Annex A: Consent form 
 
 

 

 

 

INFORMED CONSENT FORM 

 

Research project title: Seeing Affect: Knowledge Infrastructures in Facial Expression 
Recognition Systems 
 
Research investigator: Benedetta Catanzariti 

 
 

 
Please initial each box 
 
If you are happy to participate in the research, please initial each box as appropriate (leave blank any 
box for which you prefer not to give consent) and then sign this form at the end: 
 
 

1. The researcher has given me my own copy of the Participant Information 
Sheet, and I have had the opportunity to read and consider the information. 
  

2. I have been given the opportunity to ask any further questions and have had 
these questions answered to my satisfaction. 

 

3.  I have been given information about how my data will be stored and used 
during and after the end of the research, and I have read and understood this. 

 

4. I understand that the interview will be recorded, and my words will be 
anonymized so that I cannot be identified. These may be quoted in academic 
publications, articles, books, reports, web sites and presentations related to 
the research project.  
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5. I agree that the researcher can re-contact me at a future date should she wish 
to follow up on this research. 

 

6. I understand that my taking part is voluntary; I can withdraw from the project 
later, and I do not have to give any reasons for why I no longer want to take 
part. I have read and understood the Participation Information Sheet about 
the implications of withdrawing at different points during the life of the 
project. 

 

7. I understand I can ask for specific quotes or statements not to be used (or to 
be redacted from the data) if I wish. 

 

8. I understand that if I want to withdraw from the project, I can contact 
Benedetta Catanzariti ( ) or her supervisors Dr 
Morgan Currie ( ) and Dr Ewa Luger 
(  ), who will discuss with me how existing data will be 
managed, as outlined in the Participant Information Sheet. 

 

 
 
I agree to take part in this research project 
 
Name of Research Participant: 
Date: 
Signature: 
 

This research project has been approved through the ethical review process in the School of Social and 
Political Sciences at the University of Edinburgh. If you have any further questions or concerns about 
this study, please contact:   

Benedetta Catanzariti 

Or supervisors  
Morgan Currie 

Ewa Luger 
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Annex B: Participant information sheet 
 
 
 

 
 
 

 
 

 
 

PARTICIPANT INFORMATION SHEET 
 
 
Project title 
Seeing Affect: Knowledge Infrastructures in Facial Expression Recognition Systems 
 
Research investigator: Benedetta Catanzariti 
Science, Technology and Innovation Studies, University of Edinburgh 

ABOUT THE PROJECT 
Emotion Artificial Intelligence (EAI) is a subfield of artificial intelligence that detects, measures, 
reproduces, and reacts to human emotions. There are now a range of important health-related 
and commercial applications of EAI, from monitoring emotional and mental states of patients for 
improved health care delivery, to illuminating consumer behaviour in the retail sector and 
monitoring drivers’ attention to enhance road safety. AI systems have also, in recent years, made 
the headlines due to an increasing awareness in civil society of their technological errors and the 
potential for biases that discriminate against vulnerable groups. This study seeks to understand 
how designers of EAI anticipate both the societal gains of this powerful technology, as well as its 
potential limitations and biases, in order that they be developed to avoid social harms. Through 
interviews and fieldwork with companies developing EAI, I will explore the theories and 
methodologies guiding designs of EAI, including concerns these designers take for mitigating bias 
and harm.  One major goal of the project is to promote greater public understanding of how EAI 
research employs methods to address societal concerns, such as those around ethics and fairness. 
 
 
Why have I been invited to participate? 
You have been invited to participate in this study because your experience in the field of 
emotional AI would be of great benefit to the study. 
 
 
Do I have to take part? 
It is up to you to decide whether or not to take part. If you do decide to take part, you will be 
given this Participant Information Sheet to keep and be asked to sign an Informed Consent 
Form. If you decide to take part you are still free to withdraw from the study at a later date, 
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without giving a reason and without any impact on any services you are using. Only the 
researcher will have access to the research data. 
 
What does taking part involve? 
You will be asked a number of questions regarding the design process and applications of EAI. 
The interview will take online and at a time that it is convenient for you and will last 
approximately 30/60/90 minutes (as agreed with the researcher). The interview will be 
recorded, and a transcript will be produced. You can request a copy of the transcript and 
correct any factual errors. Access to the recording and the interview transcript will be limited 
to Benedetta Catanzariti. The recording and the transcript will be stored securely, safely and 
in accordance with Data Protection Act 2018, the General Data Protection Regulation (2018) 
and with University of Edinburgh data protection policy.  
 
Any summary interview content, or direct quotations from the interview, that are made 
available through academic publication or other academic outlets will be anonymized so that 
you cannot be identified, and care will be taken to ensure that other information in the 
interview that could identify yourself is not revealed. Any variation of these conditions will only 
occur with your further explicit approval. 
 
 
What are the possible benefits of taking part? 
By sharing your experiences, you will be helping me and the research community to better 
understand the theories and methodologies underpinning the development and applications 
of EAI technologies. 
 
 
What if I want to withdraw from the project? 
Agreeing to participate in this project does not oblige you to remain in the study or to have any 
further obligations to the research project. If at any stage you no longer want to be part of the 
study, you can withdraw from the project by contacting Benedetta Catanzariti 
(benedetta.catanzariti@ed.ac.uk). You should note that your data may be used in the 
production of formal research outputs (e.g. journal articles, conference papers, reports) prior 
to your withdrawal and so you are advised to contact the researcher at the earliest opportunity 
should you wish to withdraw from the study. 
 
If you withdraw from the project all the information and data collected from you, to date, will 
be destroyed and your name removed from all the project files. 
 
How will my data be looked after during the project? 
All your data will be processed and stored in accordance with the General Data Protection 
Regulation (GDPR) along with the Data Protection Act 2018 (DPA). The project will be also be 
guided by and adhere to the University of Edinburgh’s data protection guidance and 
regulations. All personal details, including contact details, addresses, phone numbers etc., will 
be kept strictly confidential with the researcher, stored on password-protected and encrypted 
devices in accordance with the General Data Protection Regulation, and the latest University 
of Edinburgh data security protocols. 
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Electronic project data and paper records will be transferred to password-protected and 
encrypted devices, only accessible to the researcher. Your Consent Form will be stored 
separately from your responses. 
 
What will happen to my data after the end of the project? 
Data will be retained by the researcher for possible future (re)use and stored on the University 
secure server. 
 
What will happen with the results of the research project? 
The results of this study will be used for my PhD thesis and might be published in academic 
articles, books, reports and presentations. I may also use data from this project in teaching. 
Quotes from your interview may be used in these outputs, and these will be anonymous 
unless you give permission for your real name to be used in the Consent Form.  
 
Who is organising the research? 
I am conducting the research as a PhD student in Science, Technology and Innovation 
Studies, School of Social and Political Sciences at the University of Edinburgh.  
 
Who has approved this project? 
This research project has been approved through the ethical review process in the School of 
Social and Political Sciences at the University of Edinburgh. 
 
Contact for Further Information 
If you have any further questions about this project, please contact  
 Benedetta Catanzariti 
 PhD student in Science, Technology and Innovation Studies 
 University of Edinburgh 
 
 
If you have any concerns about the way in which the project has been conducted, or you wish to 
make a complaint, you can contact the Deputy Director of Research (Ethics and Integrity) in the 
School of Social and Political Sciences:  
 
Deputy Director of Research (Ethics and Integrity) 
School of Social and Political Sciences 
University of Edinburgh 
Edinburgh EH8 8LN 
e-mail: ethics-ssps@ed.ac.uk 
 
 
Thank you 
Date 
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Annex C: Interview guide 
 
 
 
 
General interview guide 
 

 
1. Contextual information 

 
- Can you tell me something about your background? (What in your background 

led you to work on human behavior?) 
- / How did you come to the field?  

 
2. Understanding your organization 

 
- Could you tell me about your organization and its aims?  
- Who are your current clients/users? Who are your future or imagined 

clients/users? Please feel free to answer at the level of specificity you are 
comfortable with. 

- What is your role in the organization? What responsibilities do you have? Do you 
report to anyone? Who reports or is accountable to you? 

 
3. Understanding Design Practice 

 
- What is the team trying to do? 
- How is the team structured? How is work distributed within the team? 
- Could you describe a recent task or challenges you have been working on? 
- What different fields of expertise are involved? / How do you communicate with 

each other? How do you identify when there’s a piece of information you need 
from another team member for something you’re working on, and how do you 
figure out whom to ask?  

- Can you think of a recent example, even if it’s a little thing, of getting information 
from a colleague that you need for your work? What kinds of information do 
colleagues come to you to get when they need it? 
 
[I am now going to ask a series of questions about data and classification in your 
work] 
 

- What datasets do you use? Can you explain how you create a dataset for a facial 
expression recognition system? If you use off-the-shelf datasets, how do you 
choose which ones to use, how do you bring them into your system, clean them, 
etc.? 

- Who labels the images? How do you label the images?  
- How do you define affect/emotions/mental states? are there other definitions 

that are used on your team / in this firm? how do you reconcile these? 
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- how do you think about accuracy/reliability? what counts as a good-enough 
classification? can you give an example? 

 
4. Issues and challenges 

 
- What do you think is the biggest issue that your field/company is facing? 
- how do you think about prospective users in your research? Where do their 

perspectives enter in your design process? 
- Have you looked into the psychology and related literature on emotion and facial 

expression recognition? Do you consider yourself knowledgeable / expert in the 
relevant science? What do you consider to be the relevant science? 

- Have you heard about the debate around the reliability or appropriateness of 
emotion recognition science? (debates about the assumptions behind emotion 
recognition suggest that it rests on a questionable scientific foundation). 

 
5. Going forward 

 
- How do you think these challenges might be addressed? And how can 

applications of affective technology be validated? (e.g. Experience of use and 
users? Stakeholders e.g. professional users, regulators, end users) 

- how has your work pattern changed under Covid? Are there any new challenges 
or opportunities? (e.g. facial detection and face masks or the massive increase in 
use of video conferencing in new groups of people and settings) 
 

 
6. Space for any additional topics that you might think important to 

mention 
 
- Who else should I talk to? 
- Are there aspects of what we talked about that would be especially good to 

follow up with particular people? 
 
 
 
Interview guide for FACS coders and annotators 
 

- What in your background led you to become a FACS coder/annotator?  
- Could you tell me a little bit about your experience with learning the 

FACS/relevant coding scheme? 
 

- How do you employ FACS/relevant annotation scheme in your work? (in 
everyday life?) 

 
- Have you worked with other FACS coders/annotators? Can there be 

disagreement sometimes? How do you deal with disagreement? 
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- Can you tell me more about your experience coding facial expressions? 
 

- FACS is often embedded in projects that ultimately aim at detecting “emotions”, 
“mood”, sometimes it’s used for the automated detection of internal states such 
as depression or anxiety that are associated with “abnormal” facial movements. 
What are your thoughts on these applications? 

 
 
 




