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I. Nomenclature
µ(i) =mean 
cj  =samples class label 
d(i) =discriminant power 
di =discriminant power 
F =features vector 
fi,j =index of ith learning sample in the jth feature 
Fre =feature group at the rear 
Ftop =features group at the top 
M =dataset matrix definition 
m =number of dataset sample 
n =number of dataset features 
nF =number of the sample feature 
p(i) =discriminant class 
S =features significant 
s =standard error 
Xi =vector collection of features 
α and β =parameter of the filter feature significant 
σ(i) =standard deviation 

II. Introduction
Many factors, such as safety, security, air carrier, maintenance, National Aviation System (NAS), 
weather and airport scheduling, affect flight plans in the civil aviation transportation processes [1-4]. 
Frequently, scheduled flights cannot arrive on time, affecting subsequent flights. Flight delay occurs 
conventionally if the flight is 15 minutes later than the scheduled departure or arrival time. Air traffic 
demand-capacity imbalances in arrival/departure flights resulting from continuous air traffic growth with 
limited airport expansion capabilities. For example, in 2017, there was 4.3% on European flights relative 
to 2016 [3]. It corresponds to an average of 1191 flights per day. Also, 20.4% of flights in 2017 
experienced arrival delays of 15 minutes and above [6-8]. It is important to predict flight delays to 
improve airport efficiency and operation coordination. These delays have caused more damage to the 
aviation industry and passengers with almost an exponential increment, leading to poor passenger 
satisfaction and a loss of at least $20.5 million to flight delay-related issues in the United States in 2018 
[5,9,10]. 
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With the rapid increase in the amount of data from the air transportation industry due to the constant 
development in the sector, processing the huge amount of data is becoming tedious and almost 
impractical with only traditional processing methods such as balancing and shuffling. Flight delay 
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prediction based on machine learning has achieved good performance in the past. Some methods such as 
KNN, decision tree and random forest [3], Support vector classifier, and other methods have good 
accuracy on large flight on-time datasets but are slow in computation compared with deep learning 
methods. Machine learning superior performance in prediction compared with other traditional statistical 
methods has been massively recorded in artificial intelligence and transportation-related research 
[11,12,13,14,15]. Support Vector Machine (SVM) is among the most popular machine learning 
techniques for classification problems because of high prediction results, especially with high 
dimensional and imbalanced datasets [13,16,17]. However, due to the high dimension of the feature, 
good pre-processing is required to perform flight delay predictions. For instance, one-hot encoding 
processing will be needed for flight landings and take-off features, leading to sparse data. Encoding 
aircraft tail coding, airlines etc., may also be required. This encoding process removed much information 
that may affect the model's performance output. 

In recent years, machine learning and deep learning have become the most popular and acceptable 
methods to predict flight delays [8,18]. Many researchers have proposed techniques for flight delay 
predictions using multiple perspectives and uncertainty factors affecting the flight's operation. For 
instance, using a cause-and-effect test, Wen-BoDu [18] establishes a delay cause-and-effect network 
(DCN) by analysing the factors that affect flight delays. Alice Sternberg [19] studied hidden flight delays 
using association rules. Also,  Bin Yu [16] used a deep belief network to analyse and predict internal 
flight delay patterns. Poornima [17] applied a non-parametric reinforcement learning method (RL) to 
study the actual time of aircraft and taxi time deviation. Rodriguez-San et al. [18] Cheng-Lung Wu et al. 
[19] use Bayesian network and reliability models to predict flight delays. Roberto Henriques [20] uses a 
multilayer perceptron to predict flight delay. Sun Choi et al. [21] built a model for flight delay prediction 
based on Ada-boost with sample imbalance flight data set. The result of the forecast was relatively good. 

Ensemble learning methods, such as the Boosting model, have improved the accuracy of weak 
classification algorithms. A Series of prediction functions are constructed to reduce the loss continuously 
through a series of iterations by the model. Cat-boost is an open-source algorithm for gradient 
enhancement developed by Dorogush [22]. The users are processing classification characteristics from a 
large dataset, which can solve a ranking problem, classification and regression, especially in the 
imbalance dataset prediction, which has superior performance than the XG-boost and Light-GBM as 
shown in previous studies [22,23]. Cat-boost applies the symmetric tree method in processing categorical 
features, which has an advantage over XG-boost in improving the model's performance and robustness 
with a high accuracy rate. 

Our contribution is summarised as follows: Firstly, we proposed a hybrid ensemble learning model 
based on hard voting techniques for predicting arrival flight delay with a feature sub-sampling technique. 
Secondly, our proposed methodology generalisation relies on a relative performance comparison 
between the strategic schedule of flight delay prediction on different well-known ensemble machine 
learners. Thirdly, we provide experimental evidence of our proposed method results compared with 
Boosting and stacking approaches. We clearly show the improvement in our proposed method. 

The rest of the paper's organisation is as follows. Section II presents the introduction. Section III 
contains an overview of some most important related works. The materials and methods are presented in 
Section IV. Section V presents the results and discussion. Finally, Section VI presents the conclusion. 
 

III. Related Works 
Any disruption in the air transportation system processes, aside from the Traffic Flow Management 
(TFMs), including but not limited to a mechanical problem, severe weather conditions, an outage at the 
origin/destination airports, or staff shortage, may result in a flight delay. Air transportation delay 
occurrences may be at different flight phases: en-route, arrival and departure and can affect passenger 
schedules, crew and flight (e.g., missing a connecting flight). Also, delay propagation can affect arrival 
and departure flights [23,24]. Therefore, the ability to control the factors and predict flight delays is an 
essential objective for airlines. 

Flight delay analysis and prediction have been addressed extensively in the literature, as seen in 
[25,26,27]. A data-driven model for flight delay distribution estimation was proposed by [25]. Flight 
statistics were determined for ten major US airports through a historical dataset. Departure and arrival 
delays have been modelled based on these statistics as normal and Poisson processes, respectively [28]. 
The historical data from Beijing Capital International Airport was used to estimate the probability density 
function of departure and arrival delays of flights with an optimal generalised extreme value model [27]. 
The authors in [29] proposed a statistical model that estimates departure flight delay distributions and 
seasonal patterns using the Denver International Airport. Random residuals' seasonal and daily 
propagation patterns were considered. In [30], a flight delay detection pattern based on a frequency 



analysis at Orlando International Airport was proposed to analyse airport network propagation delays. 
The authors used a Bayesian network for the network queue in [31]. 

Authors in [32,33] proposed machine learning approaches for flight delay classification with a 
prediction horizon of several days before the flight execution occurs. In [32], the authors achieved an 
accuracy rate of 0.268 with five days of weather forecast available before the flight's execution day. A 
random forest classifier with exclusively weather-related feature training was employed. Authors in [33] 
used unfavourable weather conditions to exclusively propose a model for flight delay classification. A 
balanced dataset was used with a random sampling algorithm to decrease delayed samples based on the 
under-sampling algorithm. The features considered were the origin/destination airport, weather 
conditions, and scheduled departure/arrival time. An accuracy rate of 0.86 is achieved with a recall of 
0.87 on a threshold of 60 minutes (i.e., any flight with 60 minutes or more time relative to arrival time is 
considered delayed) by the random forest method. A Receiver Operating Characteristics (ROC) of 
XGBoost achieved was 0.53 for prediction in 20 Asian airports for a low-cost airline. From the literature 
results, ensemble methods can generate robust results for classifying datasets with noise having an 
improved prediction than a single classifier [34,35,36]. 

Additionally, there are many advantages of using ensemble learners; multi-classifier systems have 
proven to be the potential for developing robust learning methods with noisy data in both class labels, 
missing values and features. Classifier results can have increased variance due to noisy training data. 
However, the variance can be reduced by learning the combined decision of a committee of hypotheses. 
In particular, bagging has shown outstandingly high noise levels as a variance-reducing method.  

Despite all the efforts to find universal solutions to the problem of flight delay prediction through the 
various contributions from academia and the industries, It has been reiterated that there is a need to 
develop further hybrid models that can effectively and efficiently apply a repeatable and systematic 
approach to identify and predict flight delays from different viewpoints. Identifying and measuring the 
factors that significantly affect flight delays is important to the aviation community and cannot be 
overemphasised. Because it will help controllers, traffic managers, and airlines proactively adjust and 
minimise operational impacts. Also, identifying each factor's robust occurrence probability in the delay 
scenarios will guide airlines and other stakeholders in the planning process and disruption recovery. 
Thus, we proposed a hybrid ensemble machine learning method based on the voting aggregation 
technique for arrival flight delays for non-weather impacted flight delays. 

     
IV. Materials and Methods 

In this research, we proposed an ensemble members construction approach by learning from the sub-set 
samples of features. The proposed method is shown in Figure 1 and can be summarised in the following 
stages: 

Stage 1: Feature sub-sampling: The sample features will produce accurate and diverse classifiers. A 
hybrid sub-sampling method is applied for the feature sub-sampling. 

Stage 2: Candidate classifiers generation: Machine learning methods are applied to generate a pool 
of candidate classifiers. The input for each classifier is a subset of the features generated from stage 1. 
Support Vector Classifier (SVC) is chosen as the machine learning algorithm for this study's base 
classifier. SVC application is due to its ability to deal with high dimensional training data features. 

Stage 3: Ensemble Committee Construction: Two sub-steps are involved. The first is the base 
classifier behaviour characterisation generated. The other is fusing the voting aggregation of the 
classifiers that construct a robust committee for classification. The high diversity of the classifiers means 
classifiers disagree with each other but have good classification accuracy as committee members. The 
majority voting mechanism is then applied to make the final decision for the classification ensemble. 



 

Figure 1: The proposed ensemble method 

A. Feature Characterisation 

We utilised a hybrid feature selection algorithm to select features to help produce accurate and diverse 
classifiers. Our approach uses a random selection of features to construct the base classifiers from the original 
dataset. The randomise selection method makes the ensemble classification model less sensitive to feature 
selection.  

Assuming a dataset for flight on time is represented by a matrix M is 𝑚𝑚 × 𝑛𝑛 and M = [𝑓𝑔𝑖𝑖𝑖𝑖]𝑚𝑛×𝑛𝑛 where m 
is the number of learning samples, and n is the number of features. An instance (Matrix M row) is an 
expression of a vector 𝑋𝑋𝑖𝑖 = (𝑓𝑔𝑖𝑖1, 𝑓𝑔𝑖𝑖2, … , 𝑓𝑔𝑖𝑖𝑛𝑛), where 𝑓𝑔𝑖𝑖𝑖𝑖  represents the index of ith learning sample in the jth 
feature. Every sample is labelled with a class 𝑐𝑐𝑖𝑖 = {−1, +1}. Assuming we have learning instances from 𝑗𝑘 =

1 to k are for class +1 and learning sample from 𝑗𝑘 = 𝑘𝑘 + 1 to n are for class −1, the ith feature vectors 
expression for class +1 and −1 are expressed as 𝑋𝑋(𝑖𝑖, +) = {𝑓𝑔𝑖𝑖1, 𝑓𝑔𝑖𝑖2, … , 𝑓𝑔𝑖𝑖𝑛𝑛} and 𝑋𝑋(𝑖𝑖,−) =

{𝑓𝑔𝑖𝑖(𝑘𝑘+1),   𝑓𝑔𝑖𝑖(𝑘𝑘+2), … , 𝑓𝑔𝑖𝑖𝑛𝑛}, respectively. 

The feature's significance is important because it can affect the performance of the individual base classifiers 
and is measured by the features' discrimination power. Characterisation of the feature's discrimination power 
measures the difference between the different groups' expression levels of learning samples [37]. Equation 
(1) shows the discriminant power. 𝑑𝑑(𝑖𝑖) =

𝑑𝑑𝑖𝑖𝑑𝑒𝑑𝑒�𝑋𝑌(𝑖𝑖,+),𝑋𝑌(𝑖𝑖,−1)�𝑙𝑚0+𝑙𝑚 ,            (1) 

Where 𝑑𝑑𝑖𝑖𝑓𝑔𝑓𝑔�𝑋𝑋(𝑖𝑖, +),𝑋𝑋(𝑖𝑖,−1)� is the group difference between 𝑋𝑋(𝑖𝑖, +) and 𝑋𝑋(𝑖𝑖,−), 𝑙𝑙0is a regularisation 
constant, and 𝑠𝑠 is the standard error. 

Measuring features' discrimination power is presented in [38] to select desired features for classification. For 
a feature in the ith, let [µ+(𝑖𝑖),𝜎𝜎+(𝑖𝑖)] and [µ−(𝑖𝑖),𝜎𝜎−(𝑖𝑖)] represents the means and standard deviation of the 
learning sample expression in class +1 and −1, respectively. As shown in Equation (2) and Equation (3), and 
Equation (4) and Equation (5), respectively. 

µ+(𝑖𝑖) =  
1𝑘𝑘∑ 𝑓𝑔𝑖𝑖𝑖𝑖𝑘𝑘𝑖𝑖=1 ,                   (2) 



 

𝜎𝜎+(𝑖𝑖) =  �∑ (𝑑𝑒𝑖𝑖𝑖𝑗− µ+(𝑖𝑖))2 𝑘𝑙𝑖𝑗=1 𝑘𝑘                      (3) 

and 

µ−(𝑖𝑖) =  
1𝑛𝑛− 𝑘𝑘∑ 𝑓𝑔𝑖𝑖𝑖𝑖𝑛𝑛𝑖𝑖=𝑘𝑘+ 1 ,               (4) 

 

𝜎𝜎−(𝑖𝑖) =  �∑ (𝑑𝑒𝑖𝑖𝑖𝑗− µ−(𝑖𝑖))2 𝑛𝑜𝑖𝑗=𝑘𝑙+1 𝑛𝑛− 𝑘𝑘                       (5) 

The measure of the ability of a feature 𝑋𝑋(𝑖𝑖) discriminate class  +1  from −1 is expressed as in Equation     (6). 𝑝𝑞(𝑖𝑖) = �µ+(𝑖𝑖)− µ−(𝑖𝑖) 𝜎𝜏+(𝑖𝑖)− 𝜎𝜏−(𝑖𝑖)�               (6) 

where the capability of the associated feature for distinguishing the classes of the learning sample is measured 
by 𝑑𝑑(𝑖𝑖) or 𝑝𝑞(𝑖𝑖). Large values of 𝑑𝑑(𝑖𝑖) or 𝑝𝑞(𝑖𝑖) It means the associated feature's expression level is highly 
differential between the two classes +1  from −1. 

B. Sub-sampling Method 

Assume we have a set of features 𝐹𝐹 =  {𝑓𝑔1, … , 𝑓𝑔𝑛𝑛} and the feature is associated with an assigned significance 
value, i.e. 𝑆𝑇 = {𝑠𝑠1, … , 𝑠𝑠𝑛𝑛} where Equation (1) or Equation (6) is used to calculate the 𝑠𝑠𝑖𝑖= 𝑑𝑑(𝑓𝑔𝑖𝑖) or 𝑝𝑞(𝑓𝑔𝑖𝑖), the 
hybrid sub-sampling algorithm is in four stages to generate a subset of the feature (𝐹𝐹�): 

1) Parameter calculation and feature filtering. 
2) Feature ranking. 
3) Feature partition. 
4) Feature sub-sampling and recombination. 

In the first stage, the features are filtered with their levels of significance (𝑑𝑑(𝑓𝑔𝑖𝑖) or 𝑝𝑞(𝑓𝑔𝑖𝑖)) are calculates the 
parameters according to the number of sample features (𝑛𝑛𝐹𝐹), the two parameters (α and β) and less than  a 
given threshold (γ): 

1) The top group feature size (Denoted as 𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡):   𝑛𝑛𝑡𝑡𝑡𝑡𝑡𝑡 = α  × 𝑛𝑛𝐹𝐹             (7) 
2) Number of features sampled from 𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡  𝑛𝑛1 =  

𝑛𝑛𝑡𝑢𝑡𝑡𝑡𝑡β                                                                                       (8) 

3) Number of features selected from the group of the remaining features. 𝑛𝑛2 = 𝑛𝑛𝐹𝐹 −  𝑛𝑛1              (9) 

For instance, if we have 𝑛𝑛𝐹𝐹 = 25, and the parameters β = 4 and α = 0.4 then the size of 𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡 is 𝑛𝑛𝑡𝑡𝑡𝑡𝑡𝑡 = 10,𝑛𝑛1 = 2.5   and 𝑛𝑛2 = 22.5. 

The features are ranked according to their significance and partitioned into two sets in the second stage. The 
top 𝑛𝑛𝑡𝑡𝑡𝑡𝑡𝑡  features are contained in one set (Top significance features denoted as 𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡) and the remaining 
features contained in the other set (denoted as 𝐹𝐹𝑟𝑟𝑟𝑟). The feature sub-sampling is performed using two different 
approaches from the two feature sets. The top feature 𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡, there is an equal probability of sampling because 
all the members have good discrimination power, while for the features in 𝐹𝐹𝑟𝑟𝑟𝑟 , there are different probabilities 
among each of the samples. The sampling is performed using random sampling. For the 𝐹𝐹𝑟𝑟𝑟𝑟 In sampling, the 
significance of the features determines the probabilities of the sampling, i.e., a higher significance (denoted 
by 𝑑𝑑(𝑓𝑔𝑖𝑖) or 𝑝𝑞(𝑓𝑔𝑖𝑖)) the feature has a higher sampling probability. The features are sampled in the end, 
respectively, from 𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡 and 𝐹𝐹𝑟𝑟𝑟𝑟 𝑎𝑏re combined to generate the subset of one sample. Thus, sub-sample are run 
k-times, and then a sub-set of features produced denoted by 𝐹𝐹𝑘𝑘�. 𝐹𝐹𝑘𝑘� =  𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡′ −  𝐹𝐹𝑟𝑟𝑟𝑟′                               (10) 

The significance of the feature can be normalised with Equation (11). 



𝑠𝑠𝚤𝚥� = 
𝑠𝑡𝑖𝑖∑ 𝑠𝑡𝑖𝑖𝑛𝑜𝐹𝐺𝑟𝑠𝑟𝑟                          (11) 

The cumulative significance of the feature distribution function can be calculated using Equation (12). 𝑐𝑐𝑑𝑑𝑖𝑖 =  ∑ 𝑠𝑠𝚥𝚦�𝑖𝑖𝑖𝑖=1                         (12) 

C. Support Vector Classifiers 
Many researchers have applied support vector classifiers (SVC) for different classifications and predictions with 
promising results. SVC minimises the objective function (the mean absolute or mean square error) by finding the 
hyperplanes producing the largest decision function value separation between the instances at the borderline of 
the two classes. However, the other modelling methods minimise the objective function of whole training 
instances [39]. 

Given data with label 𝐷𝐸 =  ��𝑥𝑦𝑖𝑖 ,𝑦𝑧𝑖𝑖�𝑘𝑘  � where, j = 1, 2, …, n; k = 1, 2, …, m, the construction of a decision 

function 𝑓𝑔(𝑥𝑦): 𝑅𝑅𝑛𝑛 ⟶ 𝑅𝑅 is the SVM-based flight delay classification target, such that for every 𝑥𝑦𝑖𝑖, yields 𝑓𝑔�𝑥𝑦𝑖𝑖�  >

0 for 𝑦𝑧𝑖𝑖 = +1, and 𝑓𝑔�𝑥𝑦𝑖𝑖�  <  0 for 𝑦𝑧𝑖𝑖 =  −1. A linear decision function 𝑓𝑔(𝑥𝑦) = 𝑊𝑋𝑇𝑈 + 𝑏𝑐 or a non-linear decision 
function 𝑓𝑔(𝑥𝑦) = 𝑊𝑋𝑇𝑈ø (𝑥𝑦) + 𝑏𝑐, where the non-linear transform function is  ø (𝑥𝑦) is employed by the SVC-based 

classifier. The 𝑓𝑔(𝑥𝑦) is determined by minimising 𝐽𝐾 ( 𝑤𝑥, 𝜀𝜁) =  
12  ‖𝑊𝑋‖2 + 𝐶𝐷 ∑ 𝜀𝜁𝑖𝑖𝑙𝑚𝑖𝑖=1  subjected to  𝑦𝑧𝑖𝑖(𝑊𝑋𝑇𝑈𝑥𝑦𝑖𝑖 + 𝑏𝑐) ≥ 

1- 𝜀𝜁𝑖𝑖 (linear) or 𝑦𝑧𝑖𝑖(𝑊𝑋𝑇𝑈ø(𝑥𝑦𝑖𝑖) + 𝑏𝑐) ≥ 1- 𝜀𝜁𝑖𝑖 (non-linear), where the regularisation parameter is represented by C >0 
and the slack parameters are 𝜀𝜁𝑖𝑖≥0 (j = 1, 2, 3, …, l). 

For minimising the 𝐽𝐾 ( 𝑤𝑥, 𝜀𝜁), the linear combination of ø(𝑥𝑦𝑖𝑖) can be the expression of W such that 𝑤𝑥 =

 ∑ 𝑎𝑏𝑖𝑖𝑦𝑧𝑖𝑖𝑙𝑚𝑖𝑖=1 ø(𝑥𝑦𝑖𝑖). When we substitute w into 𝑓𝑔(𝑥𝑦) = 𝑊𝑋𝑇𝑈ø (𝑥𝑦) + 𝑏𝑐 will result into 𝑓𝑔(𝑥𝑦) =  ∑ 𝑎𝑏𝑖𝑖𝑦𝑧𝑖𝑖𝑙𝑚𝑖𝑖=1 𝐾𝐿(𝑥𝑦𝑖𝑖 , 𝑥𝑦) +𝑏𝑐, where the kernel function is represented by 𝐾𝐿(𝑢𝑢, 𝑣𝑣) =  ø𝑇𝑈(𝑢𝑢)ø(𝑣𝑣). Then 𝑎𝑏𝑖𝑖  ≥ 0 (j = 1, 2, …, l) can be obtained 

from minimising 𝑊𝑋�𝑎𝑏𝑖𝑖� =  ∑ 𝑎𝑏𝑖𝑖 −  
12  ∑ ∑ 𝑎𝑏𝑖𝑖𝑎𝑏𝑘𝑘𝑦𝑧𝑖𝑖𝑦𝑧𝑘𝑘𝐾𝐿(𝑥𝑦𝑖𝑖𝑥𝑦𝑘𝑘)𝑙𝑚𝑘𝑘=1𝑖𝑖𝑖𝑖=1𝑙𝑚𝑖𝑖=1  with the condition 0 ≤ 𝑎𝑏𝑖𝑖 ≤ C, and ∑ 𝑎𝑏𝑖𝑖𝑦𝑧𝑖𝑖 = 0.𝑙𝑚𝑖𝑖=1  SVC utilises three major kernel functions for classification are Linear 𝐾𝐿(𝑢𝑢, 𝑣𝑣) = 𝑢𝑢𝑣𝑣, polynomial 𝐾𝐿(𝑢𝑢, 𝑣𝑣) = (𝑢𝑢𝑣𝑣 + 1)𝑑𝑑 and the Gaussian function 𝐾𝐿(𝑢𝑢, 𝑣𝑣) = exp �− ‖𝑢𝑣−𝑣𝑤‖22𝜌𝜍2 � . Where u, v are the features and their 

respective labels for the function K; d is the set of polynomial degrees, while 𝜌𝜌 is the length scale. 

D. Boosting and Bagging Ensemble Machine Learners 
These ensemble learning methods used the instance re-sampling scenario. The boosting algorithm applied in this 
research is AdaBoost, designed by the authors in [39]. A minimised weighted error is invoked on each iteration 
to AdaBoost by the learning algorithm on the training set and generates the base classifier accordingly. The 
bagging algorithm on each learning algorithm with a training set consisting of m training examples drawn from 
the random selection of the original dataset with replacement  [4,32,40,41]. The training examples' weights are 
adjusted according to the classification weighted error of the developed classifier model. The misclassified 
training examples are assigned more weights, while the training examples that were correctly classified are 
assigned fewer weights. A classification margin is induced in bagging by the random sampling procedure. 

Additionally, the diversity in the resulting classification margin of bagging is due to the difference in feature 
subspace performance, and an ensemble learner needs to be accurate. It studies the average bagging error and then 
converts it to an optimisation problem for feature weight determination. The weights are assigned to the subspaces 
using a randomised technique in classification construction. The final classifier is constructed by individual 
classifiers voting for Boosting and Bagging [9,42,43]. 

E. Prediction Based on Proposed Voting Ensemble Method 
We employed the majority voting method for making the final decision based on base classifiers' outputs. Given 
cc classifiers Ci (x) : 𝑅𝑅𝑛𝑛 →  {−1, +1}, a weight 𝑤𝑥𝑖𝑖∈[0, 1] is assigned to each classifier to show its significance. 
Assuming a new instance x, for each of the class predicted Ci (x) ϵ  {−1, +1}  for i = 1 - cc, the majority vote 
method generates the final classification. Equation 13 represents the ensemble method of majority voting. 

Cens = sign �∑ 𝑤𝑥𝑖𝑖𝑐𝑐𝑖𝑖 𝑐𝑐𝑐𝑑𝑖𝑖=1 (𝑥𝑦)�            (13) 

In ensemble methods, the diversity of the ensemble is crucial for the success of the ensemble classifiers, which is 
the disagreement of the base classifiers [37]. A set of base classifiers is ideally selected to maximise accuracy and 
diversity to help seek a robust ensemble classifier. The effectiveness of compact ensemble committee selection 
by feature selection method has been proven by much research [36,37,44]. The proposed method in this paper 
characterises the behaviour of the candidate base classifier before the appropriate base classifiers are selected to 
construct a high-performance classification committee. Behaviours candidate base classifiers are characterised. 



(a) Base classifiers are grouped in terms of their classification behaviour. 
(b) An appropriate subset of the base classifiers is selected to construct the classification committee. 

The behaviour of the base classifiers associate feature subset). Selecting the best classifiers from different 
committees is based on the base classifier with the best accuracy from each committee to ensure individual 
committee members' accuracy. The performance is similar in selecting the diverse classifiers from the candidates. 

F. Dataset Description and Pre-processing 
A flight that arrives or departs 15 minutes or more is considered delayed. In comparison, punctual or on-time 
flights are the ones that arrive or depart within the scheduled time, according to IATA [45,46,47,48]. In this study, 
we employed data from the US commercial flight operation downloaded from the United States Department of 
transportation for the month of January to March 2013, with 1,048,576 instances, including all the missing 
variables, NA and inconsistencies record [49]. The provided features include airport information, plans; landing 
city; aircraft information; schedule and actual landing information summing up to 21 features from the raw dataset 
after eliminating all records with too much noise and at least four missing values. Some categorical variables, 
such as flight date, carrier information and aircraft tail number, cannot be processed directly in the flight delay 
dataset. Variables such as integer and floating-point data can be calculated directly. We then divided the dataset 
into training and testing sets with 70% and 30% ratios to train the model and predict the flight delay using the 
proposed algorithms. 

G. Feature Selection 
The role of feature choice cannot be overemphasised because it plays a key role in the model's final results. 
Different features are selected for suitable models according to their characteristics to achieve better results. The 
embedded feature selection method uses the machine learning model for feature selection. The feature selection 
process integrates the learner training process and uses the feature score obtained during the training process to 
select features automatically. 

Because ensemble learners such as random forest can score features, it makes it possible to select parameters 
of more importance to the model based on the ranking generated from the model's training, even with an unknown 
threshold. Therefore, we used the random forest to evaluate and select each feature, and we finally obtained the 
following 15 features for training the model. Some of the features have a strong correlation with each other. They 
need to be removed before the evaluation, for example, the actual elapsed time of an aircraft and other timing 
features that indicate a delay of an airline. Because flight delay is subject to actual departure or arrival delay, the 
categorical variables 0 and 1 are used as objects of prediction, where 0 means on-time flight performance and 1 
means delayed flight. Table 1 contains the list and description of this specific type of employed features in this 
research. 

Table 1: Dataset features and description 

Features Data Type Description 

Arr_Delay int64 Difference between scheduled and actual 
arrival time 

Dep_Delay int64 Difference between scheduled and actual 
departure time 

Arr_Time float64 Arrival time 
Dep_Time float64 Departure time 

Taxi_In int64 The number for an aircraft taxi coming in 
Taxi_Out int64 The number for an aircraft taxi going out 

Actual_Elapsed_Time float64 Elapse time 
CRS_Elapsed_Time float64 Schedule elapsed time 

CRS_Arr_Time float64 Scheduled arrival time 
CRS_Dep_Time float64 Schedule departure time 
Day_of_Month int64 Day of the particular month 

Flight_Num object A unique number of the flight 
Air_Time float64 Time of flight in minutes 

Dep_Del_Label int64 Category flight delay and on time 
Distance int64 Different airport distances (miles) 

H. Model Performance Evaluation and Validation 
The criteria for evaluating and validating every machine learning model are important for the final result 
measurement. There are different focuses for different scenarios. Generally, all classifier's pros and cons can be 
evaluated using precision, recall, F1-score and accuracy based on some objective functions or loss and cost 



function for convergence. The proportion of all correctly classified or judged positive samples is called accuracy. 
The proportion of the positive samples is known as the recall ratio because the flight time probability of arrival 
flight is far more than the probability of the flight delay. In this research, we pay more attention to on-time 
accuracy, precision and accuracy. At the same time, model accuracy must be higher than the accuracy of the 
sample containing the majority of samples so that the model's efficiency is better than the result. A classification 
reference that ensures prediction accuracy is higher than classified with the largest proportion of all the variables 
to be explained into a category. Table 2 shows the confusion matrix for a given prediction problem. 

Table 2: The Confusion Matrix 
                  Predicted Class 

 Positive Negative 

  Positive True Positive (TP)     False Negative (FN) 

 
Negative 

  
False Positive (FP) 

 
True Negative (TN) 

The selection of a decision threshold in a binary classification problem influences the classifier's quality. It is 
common to determine the decision threshold through the ROC-AUC and FPR-FNR plots, respectively. The 
receiver operating characteristic (ROC) curve depicts the same signal stimulus susceptibility on each point. The 
negative-positive class rate is the horizontal axis representing the true negative sample division into positive 
samples. In contrast, the vertical axis is the accuracy rate, and the area formed by the ROC is the AUC and the x-
axis. The probability of the incorrect classification of the positive or negative samples when taking different 
thresholds is given by the FPR-FNR.  

According to the airline's on-time statistics data and unbalanced data characteristics of the samples for binary 
forecast requirements, AUC-ROC and F1-score were selected as the pros and cons of the model. The evaluation 
criteria for the model are explained as follows in Equations 14 to Equation 19: 

Accuracy = 
𝑇𝑈𝑇𝑇+𝑇𝑈𝑇𝑇𝑇𝑈𝑇𝑇+𝑇𝑈𝑇𝑇+𝐹𝐹𝑇𝑇+𝐹𝐹𝑇𝑇              14 

Precision = 
𝑇𝑈𝑇𝑇𝑇𝑈𝑇𝑇+𝐹𝐹𝑇𝑇               15 

Recall = 
𝑇𝑈𝑇𝑇𝑇𝑈𝑇𝑇+𝐹𝐹𝑇𝑇                16 

FPR = 
𝐹𝐹𝑇𝑇𝐹𝐹𝑇𝑇+𝑇𝑈𝑇𝑇                17 

FNR = 
𝐹𝐹𝑇𝑇𝑇𝑈𝑇𝑇+𝐹𝐹𝑇𝑇                18 

F1 = 
2∗𝑇𝑇𝑟𝑟𝑟𝑟𝑐𝑐𝑖𝑖𝑠𝑡𝑖𝑖𝑡𝑡𝑛𝑛∗𝑅𝑅𝑟𝑟𝑐𝑐𝑅𝑆𝑙𝑚𝑙𝑚𝑇𝑇𝑟𝑟𝑟𝑟𝑐𝑐𝑖𝑖𝑠𝑡𝑖𝑖𝑡𝑡𝑛𝑛 +𝑅𝑅𝑟𝑟𝑐𝑐𝑅𝑆𝑙𝑚𝑙𝑚                19 

The harmonic average of the precision and recall are the F1-score having a value ranging as F1∈ [0,1], and the 
optimal is when the model is 1. For the k-Folds cross-validation, we employed stratified cross-validation 
(SCV) [50]. 

V. Results and Discussion 
This section discusses the results and findings from the experiments conducted in this study. We conducted our 
experiment on a Personal Computer (PC) with an Intel (R) Core(TM) i7-9700 CPU with a processor speed of 
3.00GHz   and 32GHz RAM. We used libraries such as TensorFlow Core-2.4.1, TensorFlow GPU-2.4.1, NumPy-
1.19.1, pandas-0.25.3, sci-kit learn-0.23.2, Scipy-1.5.2, PySimpleGUI-4.29.0, seaborn 0.11.2 and Matplolib-3.3.1. 

Our experimental study has a principal objective of verifying the effectiveness of applying ensemble machine 
learning on flight datasets by comparing the performance of the proposed ensemble method and other widely used 
ensemble learners (Bagging, Boosting, Simple Averaging e.t.c.). The performance comparison has been 
performed based on common conditions of the experiment, with additional data pre-processing performed before 
constructing the base classifier committee. The results from the experiment have shown that in conventional 
machine learning techniques (boosting, bagging and single classifier), there is a significant and consistent 
improvement in accuracy, precision and recall produced by our proposed method under different evaluation 
benchmarks. 

Furthermore, there are competitive chances between the obtained results from this study and the methods 
existing in the literature. In [42] and [12], a boosting ensemble machine learning method was proposed, and the 
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best accuracy of 80.44% and 87.72% were obtained for the arrival flight on-time dataset, respectively. While in 
[3], a stacking ensemble machine learning for departure and arrival flight delay prediction was compared, and the 
best accuracy of 82.22% was obtained for departure and arrival flight delay predictions. 

 
Figure 2: ROC Curve of models 

Figure 2 shows the ROC (receiver operating characteristics) curve that measures the generalisation of the 
algorithm's ability. The AUC (under the curve) is the area under the ROC [3,51]. An algorithm is considered better 
if it is closer to 1. We calculated and plotted the ROC of each base committee algorithm and their respective AUC 
scores, as shown in Figure 5. The Logistic Regression, Extra Gradient Boosting and Extra Trees reach 1.000, 
followed by the Random Forest with 0.999. The result of Bagging and Gradient Boosting was 0.997 and 0.996, 
respectively. The Decision Tree has 0.996, and it is the smallest compared to the base classifiers; this means that 
all the algorithms with lower values contribute less concerning the overall performance of the ensembles on the 
prediction of the arrival delay. Something worth noting is if there is an impact on the ensemble accuracy based on 
the committee algorithms' performance. As seen from the classifiers, the AUC are above 80%. It indicates the 
good overall sensitivity of the classifiers to predict flight delays. We assigned special names to all the ensembles, 
as shown in Table 3. 

Table 3: Special names for ensembles 
S/No Ensemble Architecture Special Name 

1 Simple Averaging Ensemble Model SAEM 
2 Boosting Ensemble Model BOEM 
3 Stacking Ensemble Model SEM 
4 Hybrid Voting Ensemble Model HVEM 

The names proposed in Table 2 are not formal but a conventional approach for our convenience. It is to help us 
minimise long titles in our plots. 

 
Table 4: Prediction results of different methods 

 
S/No 

 
    Metrics 

Methods 
SAEM BOEM SEM HVEM 

1 Precision 0.78 0.81 0.93 0.97 
2 Recall 0.67 0.80 0.94 0.98 

3 Accuracy 0.67 0.80 0.95 0.99 
4 F1-Score 0.58 0.78 0.90 0.97 

 
Table 4 shows the ensemble algorithms comparison. We find that the HVEM model has better performance with 
an accuracy of 0.99, precision of 0.97, recall of 0.98 and F1-score of 0.97, respectively, followed by SEM, having 
an accuracy of 0.95, recall of 0.94, and precision of 0.93 F1-score of 0.90, respectively. The BOEM is the next 
ensemble with a performance of 0.81 precision, 0.80 on recall and accuracy while having a 0.78 F1 -score. The 
SAEM performed poorly, with accuracy and recall of 0.67, a precision of 0.78 and F1-score of 0.58. We run the 



experiment on all the models with the same number of base algorithms to help us understand the impact of the 
ensemble classifiers on the results of the prediction. The high performance observed on the HVEM could be due 
to the ability of the committee base algorithms to effectively manage the trade between the stronger and the weaker 
learners in deciding the best results among the individual committee. The overall accuracy of the ensemble 
indicates great stability of the HVEM, as seen in Figure 3 with all other metrics plots. As we have mentioned, 
there is no "greatest algorithm" or a "multipurpose algorithm" in the machine learning field. Therefore, the HVEM 
algorithm could be a good solution for selecting algorithms, especially complex and enormous datasets like flight 
datasets. 

 
Figure 3: Prediction results plot of different methods 

Table 5 shows the results of the cross-validation of the bagging ensembles. We performed 50-Folds cross-
validation across the classifiers committee to understand how well the classifiers understand new instances of the 
flight delay task. After 50-fold validation, the Support Vector classifier and Extra Tree outperformed other models 
with an accuracy value of 0.99. At the same time, Random Forest and Decision Tree had a value of 0.98, and 
Logistic Regression had 0.62. This variation in the results is due to how each sub-sample is assigned to the fold. 
 

Table 5: Results of Bagging Ensemble Models with 50-Folds Cross-validation 
Bagging Methods Special Name Mean Cross-validation results (K-Folds = 50) 

Logistic regression model LogReg 0.62 

Decision tree model DecTree 0.98 

Random forest model RanFor 0.98 

Extra trees model ExtTree 0.99 

Support Vector Classifier model SupVecClas 0.99 

 
 

VI. Conclusion 
The major concern for the airports, airlines, passengers and other stakeholders is reducing or eliminating flight 
delays. However, it is not an easy task to minimise delay time. Therefore, arrival delay prediction turns out useful. 
Several researchers have tried developing flight delay prediction models with good precision and accuracy. Our 
study proposed a hybrid ensemble learning approach using voting aggregation based on supervised learning. After 
performing the data stage pre-processing, the base classifiers were used to train the model. The experiment showed 
the highest accuracy score of 0.99 for the proposed hybrid ensemble machine learning compared with other 
ensemble machine learners from the literature. The results from the similarity of our proposed method and the 



extra boost indicate how the voting method takes advantage of the mode value of the individual base classifier in 
deciding the final results of the model. 

Our proposed hybrid architecture can also be applied in predicting the departure or arrival of a train, bus or 
ship, among others. Our model treats arrival flight delays but can also be applied to study departure delays. In this 
case, the transportation society can replace the airline or airport with the port or station and trip distance by the 
flight distance. The limitation of this research that can be subject to further research is that only the US flight 
information was applied to predict arrival flight delay. Another limitation is that we did not consider 
meteorological data.  

The flight delay prediction using real-time flight datasets may be considered with other machine learning 
algorithms in the future. Moreover, weather influences flight delays and can be the focus. This current prediction 
model does not add exact weather-related features but does not make weather unimportant. Contrarily, it will be 
significant to study the influence of weather on flight delays. We will be focusing on establishing reasonable 
features to measure the high impact of weather on flight delays using machine learning to analyse the relationship 
between flight delay and weather. Furthermore, the deep learning model will be an interesting architecture to 
investigate. Finally, we would study and fulfilled all the needs and lacks in this research. 
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