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Abstract 
 

Academic consultation activities between students and 
academic supervisors are necessary to help students 
carry out academic activities. Based on the transcript of 
grades obtained, many students do not choose the 
appropriate final project/thesis specialization fields based 
on their academic abilities, resulting in a lot of 
inconsistencies between the course grades and the final 
project specialization fields. The purpose of this research 
is to minimize the subjectivity aspect of students in 
choosing their final project academic supervisors and 
minimize the inconsistencies between the course grades 
and the final project specialization fields. The method 
used in this research is classification data mining using 
the Decision Tree and C4.5 Algorithm methods, with the 
attributes involved being courses, course grades, and 
specialization courses. The C4.5 Decision Tree algorithm 
is used to transform data (tables) into a tree model and 
then convert the tree model into rules. The 
implementation of the C4.5 Decision Tree algorithm in the 
specialization field decision support system has been 
successfully carried out, with an accuracy rate of 70% 
from the total calculation data. The data used in this 
research is a sample data from several senior students in 
the Informatics program at Ubhara-Jaya. The results of 
the research decision support system can be used as a 
good recommendation for the Informatics program and 
senior students to direct their final project research. It is 
expected that further research will use more sample data 
so that the accuracy rate will be better and can be 
implemented in website or mobile-based applications. 

 
Keywords: C4.5 algorithms, student final project, field 
cources, decision support system

 

 

1. Introduction 

The learning process in lectures is supported by a curriculum that outlines the 

objectives, content, learning materials, and methods for implementing learning activities 

to achieve national education goals. The curriculum is a set of plans and arrangements 

for each semester, and the Operational Curriculum, created by the study program, 

determines the distribution and prerequisites of courses. By consulting the Operational 

Curriculum, students can determine which courses will be taken in a given semester, 

along with prerequisite courses that must be completed with certain grade requirements 
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(Sari et al., 2022). If students wish to take courses with specific prerequisites, they must 

have fulfilled those requirements in the previous semester and met certain score 

requirements (Sutrisno & Claudia, 2018).  

This research proposes a tool for directing students to carry out research on 

linear final assignments, based on competencies acquired in specialization courses 

where they have performed well. Ultimately, this will help the study program achieve a 

predetermined graduate profile and enable students to apply their competencies in 

various fields after graduation. 

Among several methods that can be used for classification is the decision tree 

method or Decision Tree. The decision tree method is a method that can turn very large 

facts into a decision tree that represents the rules. Rules can be easily understood in 

natural language. A decision tree is a structure that can be used to divide large data sets 

into smaller record sets by applying a set of decision rules. With each set of divisors, the 

members of the result set become similar to one another (Meng et al., 2020).  

The data in the decision tree is usually expressed in the form of a table with 

attributes and records. Attribute states a parameter that is created as a criterion in the 

formation of the tree. The process in the decision tree is to change the shape of the data 

(table) into a tree model, change the tree model into a rule, and simplify the rule. There 

are many algorithms that can be used in the formation of a decision tree, including ID3, 

CART, and C4.5. The C4.5 algorithm is the development of the ID algorithm 

(Kretschmann et al., 2001; Marlina & Siahaan, 2016). 

The C4.5 algorithm is the algorithm used to generate a decision tree. The basic 

idea of this algorithm is making a decision tree based on the selection of the attribute 

that has the highest priority or can be called the highest gain value based on the entropy 

value of the attribute as the axis of the classification attribute (Dai & Ji, 2014) this stage 

the C4.5 algorithm has 2 working principles, namely: Making a decision tree, and making 

rules (rule model). The rules formed from the decision tree will form a condition in the 

form of "if then" (Sudrajat, 2022).  

There are several advantages of the C4.5 classification algorithm, including the 

results of the analysis in the form of a decision tree that is easy to understand, requires 

less data, is able to process nominal and continuous data, uses statistical techniques so 

that it can be validated, computation time is faster, and the resulting accuracy can match 

other classification techniques (Kretschmann et al., 2001). 

   

2. Research Method 
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2.1. Implementation of C4.5 Algorithm 

The process of applying the C4.5 algorithm to build a decision tree includes: 

selecting the root attribute, creating a branch for each value, dividing cases into 

branches, and repeating the process for each branch until all cases in the branch have 

the same class (Lee, 2019). Calculation of attribute values in the C4.5 algorithm with the 

following stages: 

a.  Calculate the value of entropy. 

b.  Calculate the gain ratio value for each attribute. 

c. The attribute with the highest gain is selected as the root and the attribute with the 

lower gain ratio is used as a branch. 

d.  Calculate the value of the gain ratio of each attribute except the root. 

e.  The highest gain ratio attribute is selected as a branch. 

f.  Repeat the previous step until the resulting gain = 0. 

g.  To calculate the entropy value can be calculated by equation (1) (Cherfi et al., 2018) 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = ∑ −𝑃𝑖 ∗ log 2

𝑛

𝑖=1

𝑃𝑖 
(1) 

and  

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
|𝑆𝑖|

|𝑆|

𝑛

𝑖=1

∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖) 

(2) 

where S is the case set, A is the attribute, n is the number of case partitions and |Si| is 

the number of cases on the ith partition and |S| the number of cases S. The equation to 

calculate split info uses equation (3). 

𝑆𝑝𝑙𝑖𝑡 𝐼𝑛𝑓𝑜 (𝑆, 𝐴) = − ∑
𝑆𝑖

𝑆
∗ log 2

𝑆𝑖

𝑆

𝑛

𝑖=1

 
(3) 

where S is the case set, A is the attribute, Si is the number of samples for the attribute i. 

Equation (4) is used to calculate the gain ratio. 

𝐺𝑎𝑖𝑛 𝑅𝑎𝑡𝑖𝑜 (𝑆, 𝐴) =
𝐺𝑎𝑖𝑛(𝑆, 𝐴)

𝑆𝑝𝑙𝑖𝑡 𝐼𝑛𝑓𝑜 (𝑆, 𝐴)
 

(4) 

 

where S is case set, A is attribute, Gain(S,A) is gain info on attribute A and Split-Info 

(S,A) is split info on attribute A. 

2.2. Data 

  The data used in this study was obtained from final year students in the 

Informatics study program at Bhayangkara Jakarta Raya University (Ubhara-Jaya). The 

study program offers three fields of concentration for completing the final project (thesis). 
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However, many students do not choose fields that align with their academic abilities, 

which can result in difficulties during the learning and thesis-writing process (Adhatrao 

et al., 2013). Fields of concentration should facilitate students in completing their studies 

by allowing them to focus on a specific concentration within their field. To address issues 

related to academic consulting activities, a system was created to provide 

recommendations for student interests using data mining classification methods, 

specifically the Decision Tree C4.5 algorithm. The research data was sourced from final 

grade data from 2016-2018 students in the Informatics Study Program at Ubhara-Jaya, 

sampled from three batches with 10 students each. Data from several courses in 

semesters 4-7 was processed and classified based on the chosen field of concentration. 

Table 1 shows classification of students' field of interest. 

Table 1. Classification of students' field of interest 

Field Field Courses 

4st Semester 5st Semester 6st Semester 7st Semester 

Software 

Development 

Web Programming Mobile 

Programming 

Framework-

based 

Programming 

Application 

Projects  

Network and 

Infrastructure 

Computer 

Networks II 

Computer Network 

Security and 

Information 

Systems 

Computer 

Forensics 

Integrated 

Systems 

Data Science Statistics and 

Probability 

Intelligent Systems Data Mining Deep Learning 

 Source: Research Result (2023) 

 Table 2 show the data for student transcripts for the 2016 – 2018 academic year 

of UBJ Informatics Study Program along with the areas of interest taken by students can 

be seen in the Table 2. The variables in Table 2 are student data with codes STD 1-30, 

code names of field courses including PW: Web Programming, PM: Mobile 

Programming, PBF: Framework-based Programming, KP: Application Projects (practical 

work), JK: Computer Networks, KJK: Computer Network Security and Information 

Systems, KF: Computer Forensics, ST: Integrated Systems, SDP: Statistics and 

Probability, SC: Intelligent Systems, DM: Data Mining, and DL: Deep Learning. The code 

for the field of the student's final project is SD: Software Development, JI: Network and 

Infrastructure, and DS: Data Science. In the testing process, data transformation is 

carried out by classifying value attributes into three variables based on the value weights 
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which can be seen in Table 3. With Value weight category are: (1) 3.50 – 4.00 is High; 

(2) 2.75 – 3.50 is Medium; and (3) < 2.75 is Low. 

Table 2. Classification of Student’s Score and Field of Interest 

STD 
Transkip Student Grades 

Final Project 

Field 

PW PM PBF KP JK KJK KF ST SDP SC DM DL  

STD 1 3.33 3.00 3.00 3.00 3.67 3.33 3.00 2.67 4.00 3.00 3.00 3.00 SD 

STD 2 3.67 3.00 3.00 4.00 3.67 3.33 3.67 3.67 3.67 3.33 3.00 3.33 SD 

STD 3 0.00 2.67 2.67 4.00 3.70 2.33 3.33 0.00 3.00 3.67 3.33 3.67 DS 

STD 4 3.67 4.00 4.00 4.00 4.00 3.67 3.33 3.33 3.00 4.00 3.33 4.00 JI 

STD 5 4.00 4.00 4.00 4.00 4.00 3.33 3.67 3.00 3.00 3.67 3.67 3.67 SD 

STD 6 0.00 1.00 1.00 0.00 3.70 3.70 0.00 2.33 0.00 3.67 0.00 3.67 JI 

STD 7 1.00 3.00 1.00 4.00 4.00 0.00 3.67 0.00 3.00 1.00 0.00 0.00 JI 

STD 8 2.67 3.00 3.00 4.00 3.70 3.33 3.33 2.33 3.00 3.67 2.67 3.67 JI 

4STD 9 0.00 2.67 2.67 4.00 3.70 2.00 3.33 3.33 3.00 0.00 2.67 0.00 JI 

STD 10 2.00 2.67 2.67 4.00 2.00 3.00 0.00 2.67 3.00 3.67 0.00 3.67 DS 

STD 11 3.33 3.33 2.67 4.00 3.33 3.00 3.33 4.00 3.70 2.33 4.00 2.33 SD 

STD 12 3.00 3.33 2.33 4.00 3.67 2.67 3.67 2.67 4.00 3.00 1.00 4.00 SD 

STD 13 2.67 2.67 4.00 4.00 3.33 3.00 4.00 3.00 3.70 3.67 2.33 3.67 JI 

STD 14 2.67 3.33 4.00 4.00 3.33 3.00 4.00 3.00 3.00 3.33 3.33 4.00 SD 

STD 15 3.67 3.33 4.00 4.00 2.00 3.00 3.67 3.67 3.70 3.33 2.00 3.33 SD 

STD 16 2.67 2.67 4.00 4.00 0.00 3.00 4.00 3.00 3.70 3.00 2.67 2.67 SD 

STD 17 3.33 3.33 4.00 4.00 3.00 3.00 4.00 3.00 3.00 3.33 3.00 0.00 SD 

STD 18 4.00 4.00 4.00 4.00 3.67 2.67 4.00 4.00 3.70 2.33 4.00 4.00 SD 

STD 19 3.33 3.33 4.00 3.33 4.00 3.00 4.00 3.33 3.00 3.33 3.33 4.00 DS 

STD 20 3.33 3.33 3.67 4.00 4.00 3.33 4.00 3.33 4.00 3.67 3.33 3.67 JI 

STD 21 3.33 3.67 3.33 4.00 4.00 4.00 4.00 4.00 3.00 3.67 4.00 3.67 DS 

STD 22 3.67 4.00 3.00 3.67 4.00 4.00 3.33 3.00 1.00 3.67 4.00 3.33 SD 

STD 23 3.33 3.67 3.33 4.00 4.00 3.33 4.00 3.33 3.00 3.33 4.00 3.00 JI 

STD 24 3.33 4.00 4.00 4.00 4.00 4.00 4.00 4.00 3.67 4.00 4.00 2.67 DS 

STD 25 3.33 2.67 3.33 4.00 4.00 3.67 3.33 3.33 3.00 3.33 4.00 4.00 DS 

STD 26 3.67 3.67 3.67 4.00 4.00 4.00 3.33 3.33 3.00 3.33 3.67 3.67 SD 

STD 27 3.33 3.00 3.67 4.00 4.00 4.00 3.00 4.00 3.00 4.00 4.00 4.00 SD 

STD 28 3.00 3.33 3.67 4.00 4.00 3.33 3.00 4.00 3.00 4.00 3.00 4.00 SD 

STD 29 3.67 3.67 3.67 4.00 4.00 3.00 3.33 3.67 3.00 3.67 4.00 4.00 SD 

STD 30 3.33 3.67 3.67 4.00 4.00 3.33 3.33 2.67 3.00 2.67 3.67 3.33 SD 

Source: Research Result (2023) 

 

3. Results and Analysis 

The initial calculation process starts from inputting what attributes will be used in 

the study. Then calculate the entropy and gain values of each criterion and look for the 

highest gain value to be used as the root, which will then get the rule or result from the 

tree (Mazid et al., 2010). The data in table 2 will be transformed into 3 variables based 

on the weight values presented in Table 3. From table 3 it can be seen the number of 
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students taking courses based on the existing field fields. The total weighted values of 

"High", "Medium", and "Low" from each course can be seen in table 4 for calculating the 

number of cases. Table 5 is the cumulative value of the weighted scores for all cases of 

field courses. For SD there are 16 cases, for JI there are 18 cases and for DS there are 

6 cases.  

Table 3. Number of Case 

Value 

Weight 

Courses 

PW PM PBF KP JK KJK KF ST SDP SC DM DL 

High 8 10 16 27 23 8 15 9 10 14 12 18 

Medium 13 13 7 2 4 17 13 13 18 11 9 6 

Low 9 7 7 1 3 5 2 8 2 5 9 6 

Total 30 30 30 30 30 30 30 30 30 30 30 30 

Final Project Field Number of Field 

Software Development (SD) 16 

Jaringan dan Insfrastruktur (JI) 8 

Data Science (DS)  6 

Source: Research Result (2023) 

3.1. The Calculation Result 

The data from the transformation results are then analyzed to produce a decision 

tree using the C4.5 Algorithm, namely by formulating the Entropy and Gain calculations.  

3.1.1.  Calculating Entropy (S) 

 Using equation (1) the entropy value will be calculated as follows: 

Entropy(S) =  (−
𝑆𝐷

𝑇𝑜𝑡𝑎𝑙
) ∗ log2 (

𝑆𝐷

𝑇𝑜𝑡𝑎𝑙
) +  (−

𝐽𝐼

𝑇𝑜𝑡𝑎𝑙
) ∗ log2 (

𝐽𝐼

𝑇𝑜𝑡𝑎𝑙
) + (−

𝐷𝑆

𝑇𝑜𝑡𝑎𝑙
) ∗ log2 (

𝐷𝑆

𝑇𝑜𝑡𝑎𝑙
) 

Entropy(Total) = (−
16

30
) ∗ log2  (

16

30
) + (−

8

30
) ∗ log2 (

8

30
) + (−

6

30
) ∗ log2  (

6

30
) = 1.456564763 

3.1.2. Calculating Entropy 

Entropy (Si) calculations are carried out for all cases, in this case the number of 

field courses and each course will have 3 Entropy (Si) values, each with high, medium 

and small entropy. So there will be as many as 36 values of Entropy (Si). The following 

is the calculation of the entropy value for the Web Programming (PW) course, the same 

thing is also done to calculate the entropy (Si) of other courses. 

Entropy(S1) =  (−𝑃𝑖
𝑆𝐷

𝑇𝑜𝑡𝑎𝑙
) ∗ log2 (𝑃𝑖

𝑆𝐷

𝑇𝑜𝑡𝑎𝑙
) +  (−𝑃𝑖

𝐽𝐼

𝑇𝑜𝑡𝑎𝑙
) ∗ log2 (𝑃𝑖

𝐽𝐼

𝑇𝑜𝑡𝑎𝑙
) + (−𝑃𝑖

𝐷𝑆

𝑇𝑜𝑡𝑎𝑙
) ∗log2 (𝑃𝑖

𝐷𝑆

𝑇𝑜𝑡𝑎𝑙
) 

Entropy(High) = (−
7

8
) ∗log2(

7

8
) + (−

1

8
) ∗log2(

1

8
) + (−

0

8
) ∗ log2(

0

8
) = 0.543564 

Entropy(S2) =  (−𝑃𝑖
𝑆𝐷

𝑇𝑜𝑡𝑎𝑙
) ∗ log2 (𝑃𝑖

𝑆𝐷

𝑇𝑜𝑡𝑎𝑙
) + (−𝑃𝑖

𝐽𝐼

𝑇𝑜𝑡𝑎𝑙
) ∗ log2 (𝑃𝑖

𝐽𝐼

𝑇𝑜𝑡𝑎𝑙
) + (−𝑃𝑖

𝐷𝑆

𝑇𝑜𝑡𝑎𝑙
) ∗ log2 (𝑃𝑖

𝐷𝑆

𝑇𝑜𝑡𝑎𝑙
) 
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Entropy(Medium)= (−
7

13
) ∗log2(

7

13
) + (−

2

13
) ∗log2(

2

13
) + (−

4

13
) ∗log2(

4

13
) = 1.419556 

Entropy(S3) =  (−𝑃𝑖
𝑆𝐷

𝑇𝑜𝑡𝑎𝑙
) ∗ log2 (𝑃𝑖

𝑆𝐷

𝑇𝑜𝑡𝑎𝑙
) + (−𝑃𝑖

𝐽𝐼

𝑇𝑜𝑡𝑎𝑙
) ∗ log2 (𝑃𝑖

𝐽𝐼

𝑇𝑜𝑡𝑎𝑙
) + (−𝑃𝑖

𝐷𝑆

𝑇𝑜𝑡𝑎𝑙
) ∗  log2 (𝑃𝑖

𝐷𝑆

𝑇𝑜𝑡𝑎𝑙
) 

Entropy(Low) = (−
2

9
) ∗ log2  (

2

9
) + (−

5

9
) ∗ log2 (

5

9
) + (−

2

9
) ∗ log2  (

2

9
) = 1.435520503 

3.1.3. Calculating Gain 

Gain (S,A) calculation is carried out for all cases, in this case the number of field 

courses. So there will be 12 Gain (S,A) values. The following is the calculation of the 

Gain value for the Web Programming (PW) course, the same thing is also done to 

calculate the Gain (S,A) for other courses.  

Gain(PW)=  𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑇𝑜𝑡𝑎𝑙) −
|𝐽𝑢𝑚𝑙𝑎ℎ 𝐾𝑎𝑠𝑢𝑠 (𝑇𝑖𝑛𝑔𝑔𝑖)|

|𝑇𝑜𝑡𝑎𝑙|
 ∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑇𝑖𝑛𝑔𝑔𝑖) +

|𝐽𝑢𝑚𝑙𝑎ℎ 𝐾𝑎𝑠𝑢𝑠 (𝑆𝑒𝑑𝑎𝑛𝑔)|

|𝑇𝑜𝑡𝑎𝑙|
 ∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑒𝑑𝑎𝑛𝑔) +

                       
|𝐽𝑢𝑚𝑙𝑎ℎ 𝐾𝑎𝑠𝑢𝑠 (𝐾𝑒𝑐𝑖𝑙)|

|𝑇𝑜𝑡𝑎𝑙|
 ∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝐾𝑒𝑐𝑖𝑙) 

                =1.456564763–[(
8

30
∗ 0.543564443) + (

13

30
∗ 1.419556299) + (

9

30
∗ 1.435520503)] = 0.265817032 

Table 4 is the result of calculating entropy and gain at node 1 using the C4.5 decision 

tree algorithm. The highest gain value will be obtained from the tree root (Mardi, 2017). 

The stages of the calculation process are presented in table 4 are: (1) Calculating Entropy 

and Gain; (2) Selection of the highest Gain as the root (Node), in the calculation the 

highest data obtained is in the case of the Web Programming (PW) course; (3) Repeat 

the process of calculating Entropy and Gain to find branches until all cases in the branch 

have the same class, ie when all variables have become part of the decision tree or each 

variable has a leaf or decision; and (4) Create Rules based on decision trees (Muslim et 

al., 2018) 

Table 4. Entropy and Gain Calculation 

Node 1 

Atribute Weight Number of 

Cases (S) 

SD 

(S1) 

JI (S2) DS (S3) Entropy Gain 

Total 30 16 8 6 1.456564763 

Pemrograman 

Web (PW) 

High 8 7 1 0 0.543564443 0.265817032 

Medium 13 7 2 4 1.419556299 

Low 9 2 5 2 1.435520503 

Pemrograman 

Mobile (PM) 

High 10 6 2 2 1.370950594 0.167474123 

Medium 13 9 3 1 1.140115679 

Low 7 1 3 3 1.448815638 

Framework-based 

Programming 

(PBF) 

High 16 11 3 2 1.199460293 0.090412811 

Medium 7 3 2 2 1.556656709 

Low 7 2 3 2 1.556656709 

Application Project 

(KP) 

High 27 15 7 5 1.426573285 0.10598214 

Medium 2 1 0 1 1 

Low 1 0 1 0 0 

Computer 

Networks (JK) 

High 23 11 7 5 1.509871837 0.098996355 

Medium 4 3 1 0 0.811278124 



Rafika Sari, Hasan Fatoni, Khairunnisa Fadhilla Ramdhania 

130  Piksel 11 (1): 123 - 134 (March 2023) 

Node 1 

Atribute Weight Number of 

Cases (S) 

SD 

(S1) 

JI (S2) DS (S3) Entropy Gain 

Total 30 16 8 6 1.456564763 

Low 3 2 0 1 0.918295834 

Computer Network 

Security (KJK) 

High 8 3 2 3 1.561278124 0.072131895 

Medium 17 11 4 2 1.260771796 

Low 5 2 2 1 1.521928095 

Computer 

Forensics (KF) 

High 15 8 4 3 1.456564763 0.083254753 

Medium 13 8 3 2 1.334679142 

Low 2 0 1 1 1 

Integrated 

Systems (ST) 

High 9 7 0 2 0.764204505 0.178085882 

Medium 13 6 5 2 1.460484683 

Low 8 3 3 2 1.561278124 

Statistics and 

Probability (SDP) 

High 10 7 2 1 1.15677965 0.07632591 

Medium 18 8 5 5 1.546631617 

Low 2 1 1 0 1 

Intelligent Systems 

(SC) 

High 14 5 5 4 1.577406283 0.156825137 

Medium 11 8 1 2 1.095795256 

Low 5 3 2 0 0.970950594 

Data Mining (DM) High 12 8 1 3 1.188721875 0.144926628 

Medium 9 5 2 2 1.435520503 

Low 9 3 5 1 1.351644115 

Deep Learning 

(DL) 

High 18 8 5 5 1.546631617 0.106751728 

Medium 6 5 1 0 0.650022422 

Low 6 3 2 1 1.459147917 

Source: Research Result (2023) 

3.2.  Validation Test 

Validation test is carried out by analyzing the results of calculations using the 

Confusion Matrix model (Zheng et al., 2021). Table 5 is the result of the calculation of 

the confusion matrix in the C4.5 algorithm, shown in Table 5. 

Table 5. Confusion Matrix 

Confusion Matrix Real TRUE Real FALSE 

Prediction TRUE (TP) 21 (FP) 9 

Prediction FALSE (TN) 0 (FN) 0 

Source: Research Result (2023) 

Accuracy = ((TP+TN)/(TP+TN+FP+FN))*100% = ((21+0)/(21+0+9+0))*100% = (21/30)*100% = 

70% 

Precision = (TP/(TP+FP))*100% = (21/(21+9))*100% = (21/30)*100% = 70% 

Recall = (TP/(TP+FN))*100% = (21/(21+0))*100% = (21/21)*100% = 100% 

From the above calculation, the accuracy, precision, and recall values are 70%, 

70% precision, and 100% recall respectively. This shows an accurate value. So it can be 

concluded that the results of this study were successful in implementing the Decision 
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Tree method using the C4.5 Algorithm properly and it is hoped that it will facilitate study 

program managers and academic supervisors in helping the development of student 

studies and determining the field that will be taken based on the value data that has been 

obtained by students.  

 

Source: Research Result (2023) 

Figure 1. Decision Tree Results 

From the decision tree that is formed in Figure 1, we get the rules (rule model) in 

determining recommendations for students' final project field. There are 8 rules formed. 

a. IF (PW=’High’) AND (DM=’High’) THEN Label = Software Development  

b. IF (PW=’High’) AND (DM=’Medium’) AND (PM=’High’) THEN Label = Jaringan dan 

Infrastruktur  

c. IF (PW=’High’) AND (DM=’Medium’) AND (PM=’Medium’) THEN Label = Software 

Development  

d. IF (PW=’Medium’) AND (ST=’High’) AND (PM=’High’) THEN Label = Data Science 

e. IF (PW=’Medium’) AND (ST=’High’) AND (PM=’Medium’) THEN Label = Software 

Development  

f. IF (PW=’Medium’) AND (ST=’Medium’) AND (DL=’High’) AND (SDP=’High’) THEN Label = 

Jaringan dan Infrastruktur  

g. IF (PW=’Medium’) AND (ST=’Medium’) AND (DL=’High’) AND (SDP=’Medium’) THEN Label 

= Data Science  

h. IF (PW=’Medium’) AND (ST=’Medium’) AND (DL=’Medium’) THEN Label = Jaringan dan 

Infrastruktur. 



Rafika Sari, Hasan Fatoni, Khairunnisa Fadhilla Ramdhania 

132  Piksel 11 (1): 123 - 134 (March 2023) 

4. Conclusion  

The Decision Tree method using the C4.5 Algorithm was successfully utilized to 

create rules for a decision support system in the field of student final projects. Training 

data based on variables such as courses, areas of field, and value of field courses 

produced an accuracy rate of 70% from the calculation results of data tests. The decision 

support system resulting from this research can serve as a recommendation for both the 

Informatics Study Program and the Faculty of Computer Science at Ubhara-Jaya, as well 

as for final-year students to guide their field of research in the final project. Further 

research is recommended to include a larger sample size, which could improve the 

accuracy level and enable implementation in website-based or mobile applications. 
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