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ABSTRACT 

 

Optimal Design and Operation of Integrated Hydrogen Generation and 

Utilization Plants  

Ijiwole Solomon Ijiyinka 

 

  There are considerable efforts worldwide for reducing the use of fossil fuel for energy 

production. While renewable energy sources are being increasingly used, fossil fuel still contribute 

about 80% of the energy used worldwide. As a result, the level of CO2 is still increasing fast in the 

atmosphere currently exceeding about 410 parts per million (ppm). For reducing CO2 build up in 

the atmosphere, various approaches are being investigated. For the electric power generation 

sector, two key approaches are post-combustion CO2 capture and use of hydrogen as a fuel for 

power generation. These two solutions can also be integrated together in a flexible power plant 

configuration.  

This research presents two novel energy systems where hydrogen is being utilized in a 

power plant for the co-firing of natural gas. The first system is NGCC power plant integrated with 

a post combustion carbon capture technology and hydrogen production unit. The second system is 

a standalone Peaker plant (simple cycle plant) integrated with hydrogen production unit.  The 

techno-economic analysis of these two systems will enable us to understand the optimal design 

and operational performance of this energy systems.  

The Net Present Value (NPV) optimization was used for the techno-economic analysis of 

the two energy systems at different conditions. Different tax scenario was also investigated for the 

electricity price (LMP) used in the optimization scheme. As part of development of optimization 

work, reduced order models (ROM) were developed for the more sophisticated and nonlinear 

models of the standalone models. A clustering algorithm with a derivative consideration was also 

developed to reduce the number of optimization days needed for a year-long optimization. For 

these two-hydrogen utilization configuration, the optimal design conditions of the hydrogen 

production unit were decided, and it was shown that these optimal values change with the 

electricity market profiles. 
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Chapter 1 

Introduction 

There are considerable efforts worldwide for reducing the use of fossil fuel for energy 

production [1]. While renewable energy sources are being increasingly used, fossil fuel still 

contribute about 80% of the energy used worldwide [2]. As a result, the level of CO2 is still 

increasing fast in the atmosphere currently exceeding about 410 ppm [3]. For reducing CO2 build 

up in the atmosphere, various approaches are being investigated. For the electric power generation 

sector, two key approaches are post-combustion CO2 capture and use of H2 as a fuel for power 

generation.  

Various post-combustion capture technologies are being investigated that can provide 90% 

and above CO2 capture rate [4]. It is anticipated that future capture plants will be operating flexibly 

where their capture rates and load can considerably vary with time. Irrespective of the capture 

technology, these flexible capture plants should be optimally designed and operated for 

maximizing their profit and minimizing environmental footprints of CO2. 

        Another strategy is utilization of hydrogen as a fuel in power plants that can reduce CO2 

emission by over 30-40% [5]. Hydrogen can be used as an energy storage medium producing it 

during the time of low demand and abundant availability of renewable-based power while utilizing 

it later when demand is high and/or availability of renewable-based power is not sufficient to 

satisfy the demand.   H2 can be stored in different ways- as a liquid under cryogenic condition, as 

a pressurized gas, and in the form of solid or liquid hydrides [6]. Out of these, storing of 

compressed gas is currently the cheapest and most practical option especially for distributed 

storage. However, capacity and maximum operating pressure of storage must be optimal for cost-

efficient storage of hydrogen [7,8].  There are three leading approaches for utilization of stored H2 

for power generation-co-injection with natural gas in an existing natural gas combined cycle 

(NGCC) power plant, firing of H2 by itself in a turbine, and use it in a fuel cell. Co-injection of H2 

with natural gas facilitates use of existing gas turbines in NGCC plants and existing infrastructure. 

While many existing gas turbine frames have the capability of using reasonably large percentage 

of H2 without considerable upgrade, firing of pure H2 can be challenging in existing frames without 

considerable upgrade of H2 as well as modification of the heat recovery steam generator (HRSG).  

When H2 is fired by itself, it can be used under simple cycle or combined cycle modes. One of the 
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early adapters for utilization of pure H2 is expected to be the Peaker plants that operate under 

simple cycle mode. In this research, H2 injection in an existing NGCC plant and firing of H2 in a 

Peaker plant will be considered.  

 

1.1 Background and Literature Review 

 

1.1.1 Hydrogen as a Fuel 

Energy density of H2 on mass basis is about 3 times more than the traditional fossil fuels 

as seen in Table 1 [6]. However, one major challenge is the low volumetric energy density of H2. 

While storing H2 as a liquid can improve its volumetric energy density, cryogenic conditions are 

needed for liquefaction of H2 adding to cost. Cost-effective storage of H2 in form of liquid and 

solid hydrides still requires considerable research. Storage of H2 as a compressed gas is one of the 

viable and matured options.  

Table 1. Gravimetric and Volumetric Energy Density for Some Common Fuels [6] 

Fuel 
Gravimetric Energy 

Density (MJ/kg) 

Volumetric Energy 

Density (MJ/L) 

Hydrogen (Liquid) 143 10.1 

Hydrogen (compressed,700bar) 143 5.6 

Hydrogen (ambient Pressure) 143 0.0107 

Methane (ambient pressure) 55.6 0.0378 

Natural Gas (Liquid) 53.6 22.2 

Natural Gas (Compressed,250bar) 53.6 9 

Natural Gas (ambient pressure) 53.6 0.0364 

LPG propane 49.6 25.3 

LPG butane 49.1 27.7 

Gasoline (Petrol) 46.4 34.2 

Biodiesel oil 42.2 33 

Diesel 45.4 34.6 

Kerosene 46.4 36.7 

 

Flash point of hydrogen is also the lowest (-231oC) when compared to that of other 

common fuels [9]. For example, methane and biodiesel have flash points of -188oC and 130oC, 

respectively. The very low flash point of hydrogen makes it easy for imitating ignition and 
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continuing it. Furthermore, hydrogen has a flammability range of 4-75%, making it the most 

flammable of the common fuels compared in [6]. While these characteristics make H2 easy to 

combust, they also lead to safety concern and therefore additional considerations are needed for 

designing the combustors for handling pure H2. 

 

1.1.2 Hydrogen Generation 

Fossil fuels are still the major sources of hydrogen globally today with only a very low 

amount of Hydrogen being produced globally from water electrolysis [10]. Hydrogen production 

through the electrolysis of water by using renewable energy sources is a focus in many papers 

[11,12,13,14]. Alkaline electrolyzers, proton exchange membrane (PEM) electrolyzers and solid 

oxide electrolyzers are the three known types of water electrolyzers. Kewei et.al.[15] developed 

multiphysics models to compare the three types of electrolyzers. Some of the key operating 

parameters are presented in Table 2. While power-to-hydrogen efficiency and energy conversion 

efficiency of solid oxide electrolyzer are the highest, this technology is comparatively less mature 

and commercial compared to alkaline and PEM electrolyzers. Furthermore, solid oxide 

electrolyzers operate at a temperature of about 700-1000oC making it challenging to maintain these 

the temperature especially for distributed applications.  

 

Table 2. Operational condition of AE, PEM and SO Electrolyzer [15] 

  

Alkaline 

Electrolyser 

PEM 

Electrolyser 

Solid Oxide 

Electrolyser 

Current density A/cm2 0.25-0.45 1.0-2.0 0.3-1.0 

Cell voltage (V) 1.8-2.5 1.8-2.2 0.9-1.2 

Operating pressure (bar) 10-30 20-50 1.0-15 

Lower Partial load range (%) 20-40 0-10 - 

Power-to-hydrogen efficiency (%) 50-60 65-70 90-96 

Energy conversion efficiency (%) 50-65 65-75 75-81 

Operating temperature (oC) 60-90 50-80 700-1000 

 

Figure 1 shows efficiencies at different current density (i.e., at different H2 production 

rates) for the three types of electrolyzers [15]. Figure 1 shows that PEM electrolyzers has higher 

efficiency than alkaline electrolyzers at the same current density. Other competitive advantages of 

PEM electrolyzers include high voltage efficiency, rapid system response, high gas purity and 
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compact system design. However, the cost of PEM technology is high because of the cost of 

components. Alkaline electrolyzers despite their low efficiency is still the most matured and 

commercial technology.   

 

 

Figure 1. Efficiency comparisons of different type of electrolyzer [15]. 

 

Alkaline electrolyzers are known for their long-term stability, and cost effectiveness 

[17,18]. Considerable research is ongoing for improving their current density [19,20]. Figure 2 

shows a commercial alkaline electrolyzer. Figure 3 shows the typical configuration of alkaline 

electrolyzers. The electrolyte is pumped through the electrolysis cell generating H2 and O2. 

Electrolytes are then sent to gas separators removing gases from the liquid phase. The liquid phase 

flows back to the electrolysis stack. For cathode, water makeup is provided before it is returned to 

cathode. Heat exchangers are used in the electrolyte return lines for maintaining the desired 

temperature.  
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Figure 2. Hydrogenic Commercial Alkaline Water Electrolyzer [16]. 

 

 

 

Figure 3. A schematic flow diagram of an alkaline water electrolyzer [21]. 

 

            Geogios et. al. developed a mathematical model of the dynamic energy and mass 

balance of an industrial scale alkaline electrolyzer [22]. Several other modeling studies for alkaline 

electrolyzers have been reported [22,23,24]. Techno-economics analysis of electrolyzers is an 

important area of work for evaluating their commercial feasibility [25].  Matute, et. al. conducted 

an advanced techno-economic analysis of water electrolyzers to determine the optimal dispatch of 

the large scale electrolyzer plants to access the business feasibility of production and utilization of 

hydrogen for different purposes [26]. International Renewable Energy Agency (IRENA) presented 

a cost analysis for green hydrogen production [26]. Figure 4 shows a summary of their results. 
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Several other studies focusing on techno-analysis with or without optimization have been 

presented in the literature [26,27,28,29,30]. There is hardly any work on optimal hydrogen 

production and utilization especially with hydrogen being the only fuel in the turbine such as in a 

Peaker plant.  

 

 

Figure 4. Hydrogen production cost as a function of investment, electricity price and operating 

hours [26].  

 

 

1.1.3 Hydrogen Storage 

Table 3 shows various options for H2 storage.  Optimal selection of hydrogen storage 

systems is essential for a robust hydrogen economy [29,30]. Hydrogen can be stored physically as 

either a gas or a liquid. Storage of hydrogen as a gas typically requires high-pressure (350–700 

bar) for economic reasons. Storage of hydrogen as a liquid requires cryogenic temperatures 

because the boiling point of hydrogen at atmospheric condition is −252.8°C. Hydrogen can also 

be stored on the surfaces of solids (by adsorption) or within solids (by absorption) [29].  

Compressed gas storage is the most mature technology for hydrogen storage. There are four types 

of high-pressure vessels used for storing hydrogen gas as listed in Table 4. 

 

 

https://www.energy.gov/eere/fuelcells/physical-hydrogen-storage
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Table 3. Some known method of hydrogen storage [7] 

Methods of Storing Hydrogen 

Physical-based Compressed Gas  

 Cold/Cyro Compressed 

 Liquid Hydrogen 

  
Material-based Adsorbent 

 Liquid Organic 

 Interstitial hydride 

 Complex hydride  

  Chemical hydrogen 

 

 

Table 4. Type of Vessels for Storing Hydrogen as a Compressed gas 

Type I Pressure vessel made of metal 

Type II Pressure vessel made of thick metallic liner hoop wrapped 

with a fiber-resin composite 

Type III Pressure vessel made of a metallic liner fully wrapped with a 

fiber-resin composite 

Type IV Pressure vessel made of polymeric liner fully wrapped with 

a fiber-resin composite. The port is metallic and integrated 

into the structure 

 
 

The decision on which vessel to use for hydrogen storage depends on the final application 

of hydrogen. Even though Type III and Type IV have the potential to store hydrogen at a very high 

pressure and small volumes, they are often used in mobile systems because of their seemingly light 

weight. To build a Type I vessel (which is the cheapest and most common) of high pressure of 

about 300 bar, the weight of the vessel is generally high, which is acceptable for stationary 

application. The vessel type selection is a compromise between technical performance and cost-

competitiveness [6]. There are multiple papers in the literature on the economic model of hydrogen 

storage [8,29,30,31,32,33]. Most of the works presented in the literature are based on the vendor 

quotes and therefore not suitable for optimizing the vessel design conditions. In this research, 
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vessels are sized with due consideration of the stress and capacity and their costs are calculated by 

considering pressure and material factor as well as commercial data thus making it suitable for 

NPV optimization. 

 

1.2 NPV Optimization for Optimal Design and Operation of Flexible NGCC Plants with 

CO2 Capture Plant and Hydrogen Generation and Utilization  

Flexible operation of capture plants integrated with power plants has been investigated by 

various researchers.  Cheng et al. [34] modelled flexible operation of an NGCC plant coupled with 

a carbon capture plant. An intensive energy analysis with and without carbon capture system has 

been conducted for a power plant [35]. Mores et al. [36] optimized an integrated NGCC plant with 

a CO2 capture plant by evaluating different configurations. Monoethanolamine (MEA) was used 

as the solvent.  Multi-objective optimization was done for a CO2 capture plant integrated with a 

power plant investigating cost of avoided CO2 emission and energy [37]. Operational optimization 

of amine-based post carbon capture (PCC) process at part load condition has been reported by 

Litzelman et.al [38]. Net present value (NPV) optimization has been undertaken by several 

researchers by taking into account both capital and operating costs. Zantye et al. [39] applied a 

two-stage optimization approach for optimal design and operation of a coal-fired unit integrated 

with onshore wind and solar photovoltaics (PV) fields.  Yuan et al. [40] conducted modeling and 

optimization of a membrane-based carbon capture plant interagted with an NGCC plant. Economic 

optimization of a CO2 capture plant based on the day ahead locational marginal price (LMP) of 

electricity has been reported [41]. Amount of carbondioxide emission at different carbon prices is 

presented. Oates et al. [41] considered year long LMP to investigate the profitability of a power 

plants integrated with PCC. They performed a study to determine whether flue gas bypass and 

solvent storage can increase the profitability of a power plant integrated with PCC. Their study 

shows that benefits of flexible carbon capture and storage (CCS) reduce as price of CO2 emission 

increases. Bandyopadhyay et.al. [42] investigated optimal configuration and operation, profits, 

cost of CO2 capture, and levelized cost of electricity for a hybrid system, with and without 

considering the constraints on the variability of the net power output. However, there is hardly any 

study in the existing literature on NPV optimization of a NGCC plant integrated with a post 

combustion carbon capture technology considering flexible capture with variable yearly LMP and 

carbon tax.  
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       Hydrogen is being widely investigated as a clean fuel. A gas switching reforming 

technology has been proposed in [43]. H2 is generated both by methane steam reforming as well 

as by electrolysing the steam generated from the power plant with integrated PCC plant. Cloete et 

al. [44] compared the feasibilty and economic benefits of different hyrogen production routes. 

Zhang & Zhang [45] evaluated an integated  power plant, PCC and hydrogen generation unit where 

H2 is generated by alkaline electrolysers. Figure 5 shows a NGCC power plant integrated with a 

PCC plant, and units for hydrogen production and storage. Co-firing of H2 and natural gas in the 

gas turbine (GT) is assumed to be acceptable till 20 wt% of H2. To the best of our knowledge, 

there is no work on NPV optimization in the existing literature for such a configuration. In this 

research, NPV optimization of this integrated system is undertaken for optimal design and 

operation of the integrated system shown in Figure 5.  

 

 

Figure 5. Schematic of a NGCC plant integrated with carbon capture, hydrogen storage and 

injection [39]. 

 

A review of publicly available data for thermal peaking plant was done in [46]. They 

presented the obtainable capital and operating expenditure cost estimates at various nominal 

capacities for both gas and liquid fired Peaker plants. Jeffrey [47] provided update on the economic 

implication and operational feasibility of gas turbine operating on high hydrogen content fuel. He 

presented different plants that are currently operating on almost 100% hydrogen fuel while 

discussing the benefits and challenges of using such high content of hydrogen as fuel in the gas 

turbine. The efficiency of a simple cycle plant was studied in comparison of the power output of a 

high efficiency Peaker plant [48]. The performance of the plant based on the unique feature of the 
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plant were recorded and it gave a good insight into some operational characteristics of simple cycle 

gas turbine. No work has been done on the optimization of a Peaker plant that utilizes 100% 

hydrogen with the inclusion of hydrogen generation and storage and this is one of the gaps we 

wish to fill in this work. 

 

1.3 Clustering for Obtaining Representative Days 

      For NPV optimization of power generation systems, electricity price needs to be 

considered. Electricity price can change at the timescale of minutes to hours, and can have high 

frequency and volatility, varying mean and variance, multiple seasonality and calendar effects 

[49]. Therefore, for optimal design and operation of power production systems, large time span 

that can include months to years should be considered resulting in a computationally expensive 

problem for NPV optimization. Hence, representative time periods that can characterize a group 

of hours or days can be very useful. Various types of clustering algorithms have been developed 

to obtain these representative hours/days [50,51]. Warren [52] provided a survey of works that has 

been done in time series clustering across many applications. Dongkuan et al. [53] carried out a 

comprehensive survey on clustering algorithm and their selection criterions. 

Dissimilarity(distance) and similarity are the two most important basis for building an algorithm 

for clustering. It was reported in [54] that similarity is preferred when dealing with qualitative data 

while distance is most desired when dealing with quantitative data. Two primary approaches for 

clustering are hierarchical clustering and partitioning clustering. These approaches and their 

subclassifications are shown in Figure 6.  
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Figure 6. Categorization of clustering methods. 

 

Partitioning around medoids (PAM), which is a type of k-means approach [55], has been 

one of the most popular and latest clustering approaches for time series electricity prices. There 

are however two shortcomings with the PAM method. Firstly, it can result in different clusters for 

different runs on the same dataset. Also, it is difficult to obtain the best k value that affects the 

quality and number of clusters. Hierarchical clustering results in a cluster that is easier to 

understand due to its top-bottom or bottom-top approach. The hierarchical clustering analysis also 

explores (dis)similarity in data points. Some of the commonly used metrics to explore the 

(dis)similarity through distance between datapoints have been discussed [51,56]. A distance 

function based on derivative for measuring similarity was proposed by Górecki & Łuczak [57]. 

They explored the derivative distance of both the Euclidean distance and the dynamic data 

warping. Table 5 represents some popular distance function that are currently in use [51]. For a 

clustering approach to be used for decision making for optimal operating conditions, it is desired 

that two days are clustered when for each matching hour in those days, absolute differences and 

relative differences in LMP are within some tolerance. Since power plant needs to ramp up or 

down based on the LMP, for clustering another important criterion would be similarity in rate of 

change in relative price. These criteria for clustering have not been used currently in the existing 

literature. 
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Table 5. Distance Measure for Clustering Algorithms [53] 

Name Formula Explanation 

Minkowski distance 

(∑|𝑥𝑖𝑙 − 𝑥𝑗𝑙|
𝑛

𝑑

𝑙=1

)
1
𝑛 

 

A set of definitions for distance: 

1. City-block distance when n=1 

2. Euclidean distance when n=2 

3. Chebyshev distance when n 

tends to ∞ 

Standard Euclidean distance  

(∑ |
𝑥𝑖𝑙 − 𝑥𝑗𝑙

𝑆𝑙
|

2
𝑑

𝑙=1

)

1/2

 

 

1. S is standard deviation 

2. A weighted Euclidean 

distance based on deviation  

Cosine distance 
1 − 𝑐𝑜𝑠 ∝=

𝑥𝑖
𝑇𝑥𝑗

||𝑥𝑖|| ||𝑥𝑗||
 

 

1. Stay the same in the face of 

the rotation change of data 

2. The most used distance in 

document area 

Pearson Correlation distance 
1 −

𝐶𝑜𝑣(𝑥𝑖 , 𝑥𝑗)

√𝐷(𝑥𝑖)√𝐷(𝑥𝑗)
 

 

1. Cov is the covariance while D 

is the variance 

2. Measure the distance based on 

linear correlation 

Mahalanobis distance 
√(𝑥𝑖 − 𝑥𝑗)

𝑇
𝑆−1(𝑥𝑖 − 𝑥𝑗) 

 

1. S is the covariance matrix 

inside the cluster  

2. It has high computation 

complexity 
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Chapter 2 

LMP Clustering Algorithm 

 

2.1 Development of a clustering algorithm for the LMP of different regions (Objective#1) 

The objective of this part of research are to develop a clustering algorithm to reduce the 

number of days to be considered for NPV optimization of the integrated plant. Each of the region 

considered for the NPV optimization has hourly data for the entire year. In this work, the following 

two-level clustering approach is proposed. In this approach, number of clusters are not pre-

specified like typical c-means or k-means clustering approaches but are rather computed 

depending on the suer specified tolerance. Level 1 criteria are based on some form of distance 

measure between the prices at a given hour in a day with the same hour in another day. For distance 

measure, we consider absolute differences and relative differences in LMP between two days. 

Considering the LMP is available for each hour in a day, first %relative difference between each 

hour in a day with the same hour in another day is considered as shown in Eq. (1).  The mean of 

the absolute %relative differences is computed as shown in Eq. (2) and considered as a criterion 

in Level 1. We also calculate the absolute differences between each hour in a day with the same 

hour in another day as shown in Eq. (3) and compute the max for all hours and use that as another 

criterion for Level 1.  

 

𝐶𝑖,𝑗,𝑘 = (
𝑃𝑖,𝑗 − 𝑃𝑘,𝑗

𝑀𝑎𝑥(𝑃𝑖,𝑗, 𝑃𝑘,𝑗)
)      𝑖#𝑘; 𝑖, 𝑘 = [1,2, . .365],  𝑗 = [1,2, . .24] (1) 

𝑄𝑖,𝑘 =
∑ 𝑎𝑏𝑠(𝐶𝑖,𝑗,𝑘)24

𝑗=1

24
   (2) 

𝐷𝑖,𝑗,𝑘 = 𝑎𝑏𝑠(𝑃𝑖,𝑗 − 𝑃𝑘,𝑗)       𝑖#𝑘; 𝑖, 𝑘 = [1,2, . .365],  𝑗 = [1,2, . .24] (3) 

𝑆𝑖,𝑘 = max(𝐷𝑖,𝑗,𝑘 ) (4) 

𝑃𝑖,𝑗 , 𝑃𝑘,𝑗 ≥ 0 (5) 

 If 𝑄𝑖,𝑘 ≤ 𝜖1 and 𝑆𝑖,𝑘 ≤ 𝜖2,  𝑖 and 𝑘 are similar.  
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Level 2 similarity is computed to determine similarity of LMP between two consecutive 

hours. As LMP is a key criterion for the ramp changes in load of a power plant, this criterion 

ensures that the expected dynamics in load, operation of the capture plant and H2 generation and 

storage systems are similar. It should be noted that in this work on NPV optimization, a dynamic 

optimization problem is solved considering the dynamics of the integrated system. Therefore, 

Level 2 similarity is used to ensure that it is not only the similarity of LMP between two specific 

hours but between two consecutive hours are considered for clustering. Relative differences in 

LMP for all consecutive hours are computed for any given day and another candidate day and then 

their differences are computed as shown in Eq. (5).  

𝑅𝑖,𝑗,𝑘 = 𝑎𝑏𝑠 ((
𝑃𝑖,𝑗+1 − 𝑃𝑖,𝑗

𝑚𝑎𝑥(𝑃𝑖,𝑗+1, 𝑃𝑖,𝑗)
) − (

𝑃𝑘,𝑗+1 − 𝑃𝑘,𝑗

𝑚𝑎𝑥 (𝑃𝑘,𝑗+1, 𝑃𝑘,𝑗)
))  (6) 

For all 𝑗, if max (𝑅𝑖,𝑗,𝑘) < 𝜖3 and av𝑔(𝑅𝑖,𝑗,𝑘) < 𝜖4, 𝑖 and 𝑘 are similar. It should be noted that 

as the tolerances are all inclusive for determining if two days will be clustered, all four tolerances 

can be considered together without separating them in two levels. We observed that if only Level 

1 tolerances are considered first then large number of days are eliminated from further 

consideration thus saving computational cost for computing the measures required for Level 2 

consideration. There are four user specified tolerances-𝜖1, 𝜖2, 𝜖3, 𝜖4 . The tolerance 𝜖2 has a $/MWh 

value, while the tolerances 𝜖1, 𝜖3, and 𝜖4 are dimensionless. Once all clusters are determined, then 

for each cluster, mean LMP for each hour is computed by considering LMP at that hour for all 

member days in that cluster. The mean for each hour then represents each cluster and is used for 

NPV optimization.   

 

2.2 LMP Data Scenarios 

         Two types of data scenarios were considered in this work. Data from NREL provides 

electricity price for five regions under two different CO2 tax condition ($100/ton CO2 and $150/ton 

CO2). This gives a total of 10 different prices. Data from Princeton considers $60/ton CO2 tax for 

four different cases. The four conditions provided in the Princeton data are base case, high wind 

case, high solar and winter. The clustering algorithm discussed above is applied to LMP data sets 

for these 14 scenarios.  
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2.3 Results & Discussion for the LMP Clustering Algorithm 

Sensitivities to all tolerances are evaluated and results are presented below for a selected 

six scenarios in NREL case and all the four scenarios in the Princeton case. 

  

Impact of Change in 𝝐𝟏 

𝜖1 is varied from 5% to 100% (0.05 to 1).  Other three tolerances are fixed:  𝜖2 =

$20/𝑀𝑊ℎ, 𝜖3 = 40%, 𝜖4 = 20%. The result was presented in Figures 7a and 7b for NREL and 

Princeton cases, respectively. Below some value of 𝜖1, it becomes the limiting criterion and 

therefore number of cluster days increase rapidly with reduction in 𝜖1. When 𝜖1 is relaxed, the 

number of cluster days do not change as much. 

 

                      

                                         (a)                                                                       (b) 

Figure 7. Plot of equivalent days versus tolerance 1 for (a) NREL cases, (b) Princeton cases. 

 

Impact of Change in 𝝐𝟐 

           𝜖2 was varied between $5-$100/MWh while keeping other three tolerances fixed at: 𝜖1 =

20%, 𝜖3 = 40%, 𝜖4 = 20%. Figures 8a and 8b show results for NREL and Princeton cases, 

respectively. While the results are similar to before for most of the cases, for Princeton Base Case, 

the number of clustered days kept reducing till when 𝜖2 reached a value of $100/MWh.  

 



16 

                 

(a)                                                                      (b) 

Figure 8: Plot of equivalent days versus tolerance 2 for (a) NREL cases, (b) Princeton cases. 

 

Impact of Change in 𝝐𝟑  

          𝜖3 is varied from 5% to 100% (0.05 to 1) keeping other tolerances fixed:  𝜖1 = 20%, 𝜖2 =

$20, 𝜖4 = 20%. The result was presented in Figures 9a and 9b for the NREL and Princeton cases, 

respectively. Interestingly it is observed that for all Princeton cases, this criterion plays a limiting 

role even till a value of 100%.  

 

                          

(a)                                                                      (b) 

Figure 9. Plot of equivalent days versus tolerance 3 for (a) NREL cases, (b) Princeton cases. 

 

Impact of Change in 𝝐𝟒  

𝜖4 was varied from 5-100% (0.05 to 1).  Three other tolerances were kept fixed at: 𝜖1 = 20%, 

𝜖2 = $20/𝑀𝑊ℎ, 𝜖3 = 40%. Results are presented in Figures 10a and 10b for the NREL and 
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Princeton cases, respectively. This tolerance is found to have the least impact out of all tolerances 

on number of cluster days.  

 

                        

(a)                                                                      (b) 

Figure 10. Plot of equivalent days versus tolerance 4 for (a) NREL cases, (b) Princeton cases. 

 

Using the results presented above and by considering the resulting number of cluster days, final 

values of tolerances for each region are set as shown in Table 6. It is observed that there is only 

modest reduction in number of (equivalent) days for Princeton cases.  

 

Table 6. Final Tolerance Value Used for Each Region 

 
𝝐𝟏(%) 𝝐𝟐 ($/MWh) 𝝐𝟑(%) 𝝐𝟒 (%) 

Equivalent 

Days 

CAISO_100 15 20 30 5 131 

CAISO_150 15 20 25 5 92 

ERCOT_100 20 20 40 10 169 

ERCOT_150 15 20 40 10 119 

MISO_100 20 20 40 15 112 

MISO_150 15 20 35 10 136 

NYSIO_100 20 20 40 10 140 

NYSIO_150 15 20 30 10 126 

PJM_100 20 20 40 10 184 

PJM_150 20 20 40 10 196 

BaseCase_60 20 20 40 10 235 

HighWind_60 20 20 40 10 324 

HighSolar_60 20 20 40 15 254 

WinterNYT_60 20 20 40 15 274 
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Chapter 3 

Model Development, Validation and Optimization for CO2 Capture and H2 

Generation and Utilization Process Integrated with NGCC Plant 

 

3.1 Development of Reduced Order Models (Objective#2)  

As the NPV optimization is a dynamic optimization problem and it needs to be solved for 

large number of time periods, use of detailed nonlinear models is computationally expensive. 

Therefore, reduced order models are developed and used for NPV optimization.  

 

3.1.1 CO2 Compression System  

For developing the reduced order model of the CO2 compression system, the detailed CO2 

compression system model developed by Modekurti et al. [58] is considered. The rigorous model 

was developed in Aspen Custom Modeler (ACM) using the Lee-Kesler-Plocker thermodynamic 

package for compressors, coolers, and flash drums [59]. Figure 11 represents the flowsheet for the 

mode that also includes the triethylene glycol (TEG) dehydration system. 

 

Figure 11. Flowsheet of the CO2 compression train [58]. 

 

While developing the reduce model, it is assumed that the H2O mole fraction in the final 

outlet stream does not vary due to the presence of a TEG dehydration system. The TEG absorber 
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system is shown in detail in Figure 12. The CO2 compressors system has a total of 8 stages of 

compression, The first 6 compressors have interstage coolers and flash separator for removing 

water. For removing moisture in the final CO2 to about 130 ppm, the TEG absorber system is used. 

 

 

Figure 12. TEG dehydration system flowsheet [58]. 

 

3.1.2 Data Generation and Scaling  

For the reduced model, the input variable is the CO2 flowrate at the inlet while the output 

variables are the power consumption in 8 compressors, the cooling duty of the 6 interstage coolers, 

and the final flowrate of CO2 to the storage. To generate the input-output data, 20 Latin hypercube 

sampling of the input variables were generated in the range of 0-1. These samples were converted 

to the appropriate units for simulating the Aspen model as shown in Eq. (7). 

𝑈𝑖 = 𝑙ℎ𝑠𝑠𝑎𝑚𝑝𝑙𝑒,𝑖(𝑈𝑖𝑚𝑎𝑥 − 𝑈𝑖𝑚𝑖𝑛) + 𝑈𝑖 min               (7) 

Where 𝑈𝑖  is the input passed into the ACM in order to generate the 15 output variables. 𝑈𝑖𝑚𝑎𝑥 

and 𝑈𝑖𝑚𝑖𝑛 are the upper and the lower bound of the desired flowrate range respectively while 

𝑙ℎ𝑠𝑠𝑎𝑚𝑝𝑙𝑒,𝑖 is the corresponding Latin sample value for flowrate 𝑈𝑖. The output variable of interest 

and their unit are shown in appendix 1. Input and output variables are scaled as shown in Eqs. (8)-

(10) and the variables are listed in Table 7.  
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𝑢𝑖 =
𝐶𝑂2  𝑓𝑙𝑜𝑤𝑟𝑎𝑡𝑒 𝑡𝑜 𝑠𝑡𝑜𝑟𝑎𝑔𝑒𝑖

𝑘𝑚𝑜𝑙
ℎ𝑟

𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝐶𝑂2  𝑓𝑙𝑜𝑤𝑟𝑎𝑡𝑒 𝑡𝑜 𝑠𝑡𝑜𝑟𝑎𝑔𝑒,
𝑘𝑚𝑜𝑙

ℎ𝑟

 (8) 

 

𝑦 𝑘 =
𝐶𝑜𝑜𝑙𝑖𝑛𝑔 𝐷𝑢𝑡𝑦 𝑜𝑓  𝐶𝑜𝑜𝑙𝑒𝑟𝑘,

𝑀𝐽
ℎ𝑟

𝐶𝑂2  𝑓𝑙𝑜𝑤𝑟𝑎𝑡𝑒 𝑡𝑜 𝑠𝑡𝑜𝑟𝑎𝑔𝑒𝑘,
𝑘𝑚𝑜𝑙

ℎ𝑟

 (9) 

 

𝑦 𝑘 =
𝑃𝑜𝑤𝑒𝑟 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 𝑖𝑛  𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟𝑘,

𝑀𝐽
𝑠

𝐶𝑂2  𝑓𝑙𝑜𝑤𝑟𝑎𝑡𝑒 𝑡𝑜 𝑠𝑡𝑜𝑟𝑎𝑔𝑒𝑘,
𝑘𝑚𝑜𝑙

ℎ𝑟

3600 (10) 

 

 

Table 7. Scaled Output Variables and Units 

Output (y) Variable Name Unit 

y1 Cooling Duty in Interstage Cooler 1 MJ/kmol 

y2 Cooling Duty in Interstage Cooler 2 MJ/kmol 

y3 Cooling Duty in Interstage Cooler 3 MJ/kmol 

y4 Cooling Duty in Interstage Cooler 4 MJ/kmol 

y5 Cooling Duty in Interstage Cooler 5 MJ/kmol 

y6 Cooling Duty in Interstage Cooler 6 MJ/kmol 

y7 Power Consumption in Compressor Stage 1 MJ/kmol 

y8 Power Consumption in Compressor Stage 2 MJ/kmol 

y9 Power Consumption in Compressor Stage 3 MJ/kmol 

y10 Power Consumption in Compressor Stage 4 MJ/kmol 

y11 Power Consumption in Compressor Stage 5 MJ/kmol 

y12 Power Consumption in Compressor Stage 6 MJ/kmol 

y13 Power Consumption in Compressor Stage 7 MJ/kmol 

y14 Power Consumption in Compressor Stage 8 MJ/kmol 

 

All candidate models considered in this work are linear in parameter but can be linear or 

nonlinear in terms of variables. Equation 11 shows a generic linear in parameter model, where H 

denotes the parameter vector, X denotes regressors, Y denotes regressed. and Eq. 12 yields the 

ordinary least squares estimate of the parameter vector.  

      𝑌 = 𝑋𝐻                                                                                            (11)  

𝐻 = (𝑋𝑇 𝑋) −1
𝑋𝑇𝑌                      (12) 
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3.1.3 Model Evaluation 

Various statistical measures are used to evaluate the goodness of fit. R2, RMSE and MPE 

are some of the traditional measures given by Eq. (13)-(17), but these measures do not necessarily 

indicate overfitting.  Akaike information criterion (AIC) and Bayesian information criterion (BIC), 

given by Eqs. (18)-(20) can indicate overfitting where an increase in the size of the model 

parameters represented by K is used as a penalty term [60]. For simplicity, TSE, given by Eq. (20) 

is used as the likelihood function in this work.  

 

𝑅𝑘
2 = 1 −

𝑆𝑆𝑟𝑒𝑠,𝑘

𝑆𝑆𝑡𝑜𝑡,𝑘
 (13) 

                                                       𝑆𝑆𝑡𝑜𝑡,𝑘 = ∑(𝑦𝑘,𝑖 − 𝑚𝑒𝑎𝑛𝑘)
2

                                                         (14)

𝑘

 

𝑆𝑆𝑟𝑒𝑠,𝑘 = ∑(𝑦𝑘,𝑖 − 𝑦𝑚,𝑖)

𝑘

2

 (15) 

𝑅𝑀𝑆𝐸𝑘 =  √∑ (𝑦𝑘,𝑖 − 𝑦𝑚,𝑖)
2𝑁

𝑖=1

𝑁
 (16) 

                                                    𝑀𝑃𝐸𝑘 = √
1

𝑁
∑ [

(𝑦𝑘, 𝑖 − 𝑦𝑚,𝑖)

𝑦𝑘,𝑖
∗ 100]

𝑁

𝑘=1

𝟐

                                       (17)  

𝐴𝐼𝐶𝑘 = 𝑁𝑙𝑛 (
𝑇𝑆𝐸𝑘

𝑁
) + 2𝐾 (18) 

𝐵𝐼𝐶𝑘 = 𝑁𝑙𝑛(𝑇𝑆𝐸𝑘) + 𝐾𝑙𝑛𝑁 (19) 

                                                             𝑇𝑆𝐸 = ∑(𝑦𝑘,𝑖 − 𝑚𝑒𝑎𝑛𝑘)
2

 

𝑘

                                                    (20)  

 

 

3.1.4 Result of Linear Model Developed 

The linear model is generally of the form presented by Eqn 21. The two parameters being estimated 

here are  c𝑘 and  a𝑘. Table 8 lists R2, RMSE, and MPE for all outputs. The variables marked in red 

are not considered to be acceptable as reflected by their low R2, and/or high RMSE and/or MPE.  
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𝑦𝑘 =  c𝑘 + 𝑎𝑘𝑢1  (21) 

 

Table 8. Evaluation of the Model 

Output 

Models 
R2 

RMSE 

(MJ/kmol) 
MPE (%) 

y1 0.88 0.05 0.98 

y2 0.45 0.01 0.21 

y3 0.98 0.01 0.15 

y4 0.93 0.00 0.13 

y5 1.00 0.00 0.12 

y6 0.99 0.01 0.34 

y7 0.50 0.00 0.07 

y8 0.60 0.01 0.24 

y9 0.86 0.01 0.30 

y10 1.00 0.00 0.04 

y11 1.00 0.00 0.13 

y12 1.00 0.01 0.34 

y13 1.00 0.00 0.01 

y14 0.99 0.00 0.23 

 

Results comparing the ACM data with the linear fit are presented in Figure 2A (1-14) in 

APPENDIX II.  Only two figures are shown in Figure 13 where Figure 13a shows the comparison 

for the specific cooling duty of Cooler 2 (y2) indicating that the linear fit is unacceptable while 

Figure 13b shows the comparison for specific duty of compressor Stage 5 (y11) indicating an 

excellent fit.  
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Figure 13. Plot of a good and bad linear fit for the output model, (a) Specific cooling duty in 

Cooler 2, (b) Specific power consumption in compressor Stage 5. 

 

3.1.5 Result of the Nonlinear Reduced Model  

For the 6 output variables where the linear model was not acceptable, nonlinear quadratic 

and cubic models given by Eqs. 22 and 23 respectively are evaluated. The cubic model was used 

only for y7 while the quadratic model was found to be sufficient for the remaining 5 variables, i.e., 

y1, y2, y4, y8, y9. Table 9 summarizes the statistical measures shown in green for these 6 variables. 

 

  𝑦𝑘 =  c𝑘 + 𝑎𝑘𝑢1 + 𝑏𝑘𝑢1
2 (22) 

  𝑦𝑘 =  c𝑘 + 𝑎𝑘𝑢1 + 𝑏𝑘𝑢1 
2 + 𝑑𝑘𝑢1

3 (23) 

 

Table 9. Model Evaluations of the Models Including the Nonlinear improvement 

Output Model R2 RMSE (MJ/kmol) MPE (%) 

y1 0.98 0.02 0.39 

y2 0.99 0.00 0.03 

y3 0.98 0.01 0.15 

y4 1.00 0.00 0.00 

y5 1.00 0.00 0.12 

y6 0.99 0.01 0.34 

y7 0.95 0.00 0.02 

y8 1.00 0.00 0.02 
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Table 9 Cont’d. Model Evaluations of the Models Including the Nonlinear improvement 

Output Model R2 RMSE (MJ/kmol) MPE (%) 

y9 0.99 0.00 0.09 

y10 1.00 0.00 0.04 

y11 1.00 0.00 0.13 

y12 1.00 0.01 0.34 

y13 1.00 0.00 0.01 

y14 0.99 0.00 0.23 

  

     Figure 2B (1-6) in APPENDIX II shows the updates fits for these 6 variables.  As an 

example of the improvement due to the nonlinear model, Figures 14a and 14b compare the fit of 

the linear and nonlinear models for y2 indicating the considerable improvement due to the 

nonlinear term. Table 10 lists the model coefficients of the final models for all output variables.  

 

                  

Figure 14. Comparison of the ACM data and model fit for specific cooling duty in cooler 2 (y2) 

(a) Linear model, (b) Nonlinear model. 
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Table 10. Model Parameters for the Compressor ROM Developed 

𝒌 𝒂𝒌 𝒃𝒌 𝒄𝒌 𝒅𝒌 

1 -4.239 22.962 -13.929 0 

2 5.64 -4.310 2.32 0 

3 2.452 0.536 0 0 

4 3.283 -1.682 1.047 0 

5 0.984 1.738 0 0 

6 2.096 1.734 0 0 

7 11.235 -27.122 30.50 -11.423 

8 5.346 -4.508 2.41 0 

9 0.477 4.644 -2.394 0 

10 2.434 -0.227 0 0 

 

3.1.6 Development of ROM for the TEG Dehydration 

Like the reduced model of the CO2 compressor system, input-output data are generated 

from the ACM model [58]. Input and output variables are listed in Tables 11 and 12, respectively, 

and output variables are scaled as shown in Eqns. 24 – 28. 

Table 11. Input Variable for the TEG dehydration model 

Input Variable Description unit 

𝑢1 TEG Flowrate mol/s 

𝑢2 TEG Temperature oC 

𝑢3 CO2 Flow at Absorber Inlet kmol/s 

𝑢4 H2O Flow at Absorber Inlet mol/s 

𝑢5 Feed Temperature oC 

 

Table 12. Actual output variable for the TEG dehydration system 

Actual Output Variables Descriptions Units 

ya1 CO2 Absorber outlet flow  mol/s 

ya2  H2O from Stripper mol/s 

ya3  CO2 flowrate loss from Stripper  mol/s 

ya4 H2O mole fraction in Dry GAS ppmw 

ya5 Reboiler Duty  MJ/s 
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𝑦𝑠1 =
𝐶𝑂2 𝑎𝑏𝑠𝑜𝑟𝑏𝑒𝑟 𝑂𝑢𝑡𝑙𝑒𝑡 𝑓𝑙𝑜𝑤,

 𝑚𝑜𝑙
𝑠

𝐶𝑂2 𝐹𝑙𝑜𝑤 𝑎𝑡 𝐴𝑏𝑠𝑜𝑟𝑏𝑒𝑟 𝐼𝑛𝑙𝑒𝑡,
   𝑚𝑜𝑙

𝑠

 (24) 

 

𝑦𝑠2 =
𝐻2𝑂 𝐹𝑙𝑜𝑤 𝐹𝑟𝑜𝑚 𝑆𝑡𝑟𝑖𝑝𝑝𝑒𝑟  𝑂𝑢𝑡𝑙𝑒𝑡 𝑓𝑙𝑜𝑤,

 𝑚𝑜𝑙
𝑠

𝐻2𝑂 𝐹𝑙𝑜𝑤 𝑓𝑟𝑜𝑚 𝐴𝑏𝑠𝑜𝑟𝑏𝑒𝑟 𝐼𝑛𝑙𝑒𝑡,
   𝑚𝑜𝑙

𝑠

 (25) 

𝑦𝑠3 =
𝐶𝑂2 𝑓𝑙𝑜𝑤𝑠𝑡𝑟𝑖𝑝𝑝𝑒𝑟 𝑜𝑢𝑡𝑙𝑒𝑡

  𝑚𝑜𝑙
𝑠

𝐶𝑂2 𝐹𝑙𝑜𝑤 𝑎𝑡 𝐴𝑏𝑠𝑜𝑟𝑏𝑒𝑟 𝐼𝑛𝑙𝑒𝑡,
   𝑚𝑜𝑙

𝑠

∗ 100 (26) 

𝑦𝑠4 = 𝑦𝑎4 (27) 

𝑦𝑠5 =
𝑅𝑒𝑏𝑜𝑖𝑙𝑒𝑟 𝐷𝑢𝑡𝑦,

 𝑀𝐽
𝑠

𝐻2𝑂 𝐹𝑙𝑜𝑤 𝑎𝑡 𝐴𝑏𝑠𝑜𝑟𝑏𝑒𝑟 𝐼𝑛𝑙𝑒𝑡,
   𝑚𝑜𝑙

𝑠

 (28) 

 

The linear model for the TEG dehydration process is shown in Eq. (29).  

𝑦𝑠𝑖 = 𝑓 + 𝑎𝑖𝑢1 + 𝑏𝑖𝑢2 + 𝑐𝑖𝑢3 + 𝑑𝑖𝑢4 + 𝑒𝑖𝑢5 (29)  

Where i=1,2…5 for ys1 to ys5.  

Table 13 lists statistical measures of all outputs. It is observed that the model for ys2 and 

ys4 can be improved further. Eqs. 30-34 show the candidate nonlinear models for ys2 and ys4.  

Table 13. Model values for the TEG Dehydration system output model 

Output 

model 
R2 RMSE MPE 

ys1 0.98 0.00083 0.0824 

ys2 0.96 0.02 4.82 

ys3 0.98 0.083 4.76 

ys4 0.94 0.63 ppmw 0.51 

ys5 0.98 0.056 MJ/mol 4.29 

 

 

𝑦𝑖1 = 𝑙𝑖 + 𝑎𝑖𝑢1 + 𝑏𝑖𝑢2 + 𝑐𝑖𝑢3 + 𝑑𝑖𝑢4 + 𝑒𝑖𝑢5 + 𝑓𝑖𝑢1 
2 (30) 
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𝑦𝑖2 = 𝑙𝑖 + 𝑎𝑖𝑢1 + 𝑏𝑖𝑢2 + 𝑐𝑖𝑢3 + 𝑑𝑖𝑢4 + 𝑒𝑖𝑢5 + 𝑓𝑖𝑢1
2 + 𝑔𝑖𝑢2

2 (31) 

 

𝑦𝑖3 = 𝑙𝑖 + 𝑎𝑖𝑢1 + 𝑏𝑖𝑢2 + 𝑐𝑖𝑢3 + 𝑑𝑖𝑢4 + 𝑒𝑖𝑢5 + 𝑓𝑖𝑢1
2 + 𝑔𝑖𝑢2

2 + 𝑖𝑖𝑢3
2 (32) 

 

𝑦𝑖4 = 𝑙𝑖 + 𝑎𝑖𝑢1 + 𝑏𝑖𝑢2 + 𝑐𝑖𝑢3 + 𝑑𝑖𝑢4 + 𝑒𝑖𝑢5 + 𝑓𝑖𝑢1
2 + 𝑔𝑖𝑢2

2 + 𝑖𝑖𝑢3
2 + 𝑗𝑖𝑢4

2 (33) 

 

𝑦𝑖5 = 𝑙𝑖 + 𝑎𝑖𝑢1 + 𝑏𝑖𝑢2 + 𝑐𝑖𝑢3 + 𝑑𝑖𝑢4 + 𝑒𝑖𝑢5 + 𝑓𝑖𝑢1
2 + 𝑔𝑖𝑢2

2 + 𝑖𝑖𝑢3
2 + 𝑗𝑖𝑢4

2 + 𝑘𝑖𝑢5
2 (34) 

Tables 14 and 15 list the statistical measures of all candidate models for ys2 and ys4, respectively.  

Table 14.  Model values for the nonlinear models of ys2 

 

Considering the results presented in Table 14, especially by considering AIC and BIC, yi4 is 

selected as the final model for ys2.  

Table 15. Model values for the nonlinear models of ys4 

Model yi1 yi2 yi3 yi4 yi5 

Number of 

Parameters 
7 8 9 10 11 

R2 0.98 0.98 0.98 0.98 0.98 

RMSE, 

ppmw 
0.4 0.4 0.39 0.39 0.35 

MPE 0.33 0.32 0.31 0.31 0.28 

AIC 110.3 109.6 105.82 107.74 86.56 

BIC 128.63 130.6 129.36 133.89 115.33 

 

Considering the results in Table 15, even though yi5 yields superior AIC and BIC compared to 

other models, R2, RMSE, and MPE of all 5 models are found to be similar. Therefore, the simplest 

Output Model yi1 yi2 yi3 yi4 yi5 

Number of Parameters 7 8 9 10 11 

R2 0.96 0.96 0.96 0.98 0.98 

RMSE 0.02 0.02 0.02 0.02 0.02 

MPE 4.81 4.82 4.82 3.61 3.59 

AIC -493.8 -491.84 -489.85 -530.25 -529.52 

BIC -475.49 -470.91 -466.31 -504.1 -500.76 
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model, i.e.  yi1 is selected as the final model for ys4. Table 16 lists the model coefficients for the 

final models of the 5 output variables.  

 

Table 16. Model coefficients for the 5 output variables of the dehydration system 

Parameters ys1 ys2 ys3 ys4 ys5 

A -0.0004 -0.0069 0.044 -0.28 0.03 

B 1.95E-05 -0.012 0.0019 0.37 0.002 

C 0.017 -0.33 -1.74 -3.89 -0.032 

D 0.0027 0.73 -0.27 0.46 -0.78 

E 0.00055 0.012 -0.055 1.48 -0.01 

F 0.96 2.23E-06 4.37 0.0028 2.17 

G 0 0.00014 0 59.73 0 

H 0 0.076 0 0 0 

I 0 -0.1 0 0 0 

K 0 0 0 0 0 

L 0 -0.068 0 0 0 

 

 

3.2 NPV Optimization for optimal design and operation of flexible NGCC plants with CO2 

capture and Hydrogen Generation, and Utilization (Objective#3) 

 

Models for performing NPV optimization are described below.  

 

3.2.1 NGCC 

A nominal capacity of 641 MWe natural gas combined cycle (NGCC) power plant is 

developed and simulated in Aspen dynamics platform. A first principle model is developed based 

on the baseline case B31A conducted by the National Energy Technology Laboratory (NETL). 

The NGCC model is simulated and tested for different part load conditions and shows satisfactory 

performance that closely matches industry standards. The model is divided into three sections: GT, 

HRSG and ST. A more detailed explanation about this model can be found in [61,62]. The 

nonlinear model developed in Aspen Plus Dynamics (APD) in its generic form by equation 36 & 

37. While equation 38 & 39 represents the continuous-time state space model is developed by 

linearizing the nonlinear model at both full load and part load. The state, input, and output variables 

are represented by  𝑥(𝑡), 𝑢(𝑡), 𝑦  respectively. The continuous-time state space model has the same 
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dimension has the aspen plus dynamic model. This model is quite large for optimization and there 

is need to build a reduced order model that preserves the high-fidelity on the nonlinear system.  

 

Table 17. NGCC Model Equations 

 �̇� = 𝑓(𝑥(𝑡), 𝑢(𝑡)) (36) 

𝑦 = 𝑔(𝑥(𝑡), 𝑢(𝑡))    ; 𝑥(𝑡) ∈ 𝑅 ,  𝑢 ∈ 𝑈 (37) 

�̇� = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) (38) 

𝑦 = 𝐶𝑥(𝑡) + 𝐷𝑢(𝑡) (39) 

𝑥𝑅𝑂𝑀̇ = 𝐴𝑅𝑂𝑀𝑥(𝑡) + 𝐵𝑅𝑂𝑀𝑢(𝑡) (40) 

𝑦 = 𝐶𝑅𝑂𝑀𝑥(𝑡) + 𝐷𝑅𝑂𝑀𝑢(𝑡) (41) 

𝐶𝐴𝑃𝐸𝑋𝑁𝐺𝐶𝐶 = 571107416 (
𝑊

727
)

𝑛

  (42) 

𝑂𝑃𝐸𝑋𝑁𝐺𝐶𝐶−𝑣𝑎𝑟 = 9292071 (
𝑊

727
)

𝑛

 (43) 

The reduced order model for the APD [59] is presented in equation 40 and 41. This reduced 

order model eliminates the weakly coupled states according to the tolerance limit and acceptable 

range of error. The high-fidelity model used for the optimization is reconfigured incorporate 

hydrogen stream as one of the inlets along the natural gas that is already being used. The full order 

model and reduced order model were also rebuilt to reflect the incorporation of the hydrogen gas 

as an input. The capital and operating expenditure of the NGCC are calculated using equation 43 

and 44. W represents the capacity of the NGCC plant and n is the exponential scaling factor, fixed 

at 0.68 for this optimization.  

3.2.2 PCC (Post Combustion Carbon Capture Plant) 

A monoethanolamine (MEA)-based capture unit will be considered.  Values for specific 

heating and cooling duties are obtained from Jiang et al. [11] and Zheng et al. [12].  The model 

equations representing the capture rate of CO2 and the power requirement of the PCC is 

represented in the list of equations below. 
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Table 18. PCC Model Equations 

�̇�𝐶𝑂2,𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑑 =  𝛼𝑐𝑎𝑝�̇�𝐶𝑂2
 (44) 

�̇�𝐶𝑂2,𝑟𝑒𝑙𝑒𝑎𝑠𝑒𝑑 =  �̇�𝐶𝑂2
− �̇�𝐶𝑂2,𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑑 (45) 

𝑃𝑝𝑐𝑐,𝑟𝑒𝑏𝑜𝑖𝑙𝑒𝑟 =  �̇�𝐶𝑂2,𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑑  × 𝑄𝑝𝑐𝑐,𝑟𝑒𝑏𝑜𝑖𝑙𝑒𝑟 × 𝜂𝑟𝑒𝑏𝑜𝑖𝑙𝑒𝑟 (46) 

𝑃𝑝𝑐𝑐,𝑝𝑢𝑚𝑝 =  𝑄𝑝𝑐𝑐,𝑝𝑢𝑚𝑝 �̇�𝐶𝑂2,𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑑  (47) 

𝑃𝑝𝑐𝑐,𝑐𝑜𝑜𝑙𝑒𝑟 =  𝜂𝑐𝑜𝑜𝑙𝑒𝑟 × 𝑄𝑝𝑐𝑐,𝑐𝑜𝑜𝑙𝑒𝑟 × 𝑚̇
𝐶𝑂2,𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑑 (48) 

where m is mass flow rate, 𝛼𝑐𝑎𝑝 is CO2 capture fraction, P is power consumption, Q is cooling or 

heating duty, and ƞ represents the power equivalent. 

3.2.3 Electrolyzer 

A polymer electrolyte membrane (PEM) electrolyzer is modelled which is used to produce 

H2 from water using electricity. A lumped cost model is used here which significantly cuts down 

on the number of variables and constraints needed to accurately model the unit. All variables and 

parameters being used in this model are shown in APPENDIX III. The lumped cost model allows 

there to be only one input and output variable, utilization and H2 production rate, respectively, as 

well as a single design variable for the total capacity of the electrolyzer unit. The lower and upper 

bound for the unit was chosen to be 3 and 200 MW. The operating efficiency used in this model 

is 43 kWh/kg H2. Only a single operating constraint is in place in this model, which is used to 

determine the production rate of hydrogen. This constraint is as follows: 

𝐻2,𝑝𝑟𝑜𝑑,𝑡 = 𝐸𝑙𝑒𝑐𝑐𝑎𝑝𝐸𝑙𝑒𝑐𝑢𝑡𝑖𝑙,𝑡𝜂𝑒𝑙𝑒𝑐 (49) 

The capital cost being used, shown in Eq. (49), is approximately $700/kW 36, which is a 

conservative value compared to milestone goals for electrolyzer costs, but includes total 

installation costs for the electrolyzer stack. The fixed operating cost is estimated at 1% of the 

capital cost, charged yearly. 

𝐶𝐴𝑃𝐸𝑋𝑒𝑙𝑒𝑐 = 704,000 𝐸𝑙𝑒𝑐𝑐𝑎𝑝 + 2,730,000  (50) 
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3.2.4 Hydrogen Storage  

Two stage compressors with interstage coolers and a storage vessel is considered for this 

system. Design and performance equations are given by Eq.  51-59. Equation 51 & 52 are used to 

calculate power and outlet temperature of the compressors. The cooling duty is calculated by Eq. 

54. Finally, equation 55 and 56 are used for the dynamics of the hydrogen storage vessel.  Equation 

56 also relates the storage density and pressure using the modified ideal gas equation.   To keep 

the whole plant an independent system on a year-to-year basis, the initial hydrogen storage density 

was used as a decision variable which would determine the optimal starting inventory of hydrogen 

at the beginning of the year. An additional constraint was then added which would ensure that the 

storage density at the end of the year would be consistent with the start of the year (Eq. 57). 

Equation 58 ensures that both injection and production of hydrogen do not take place at the same 

time instant. 

Table 19. Hydrogen Storage System 

𝑃𝑐𝑜𝑚𝑝,𝑖,𝑡 = (100𝑧𝑖 ∗
𝑘

𝑘 − 1
)

𝐻2,𝑝𝑟𝑜𝑑,𝑡𝑅𝑇𝑖,𝑖𝑛

𝑀𝑊𝐻2
𝜂𝑐𝑜𝑚𝑝,𝐻2

 (𝛽𝑡

𝑘−1
𝑘 − 1) (51) 

𝛽𝑡 = √
𝑃𝐻2,𝑡

30
 (52) 

𝑇𝑖,𝑜𝑢𝑡,𝑡 = 𝑇𝑖,𝑖𝑛 (
𝛽𝑡

𝑘−1
𝑘 − 1

 𝜂𝑐𝑜𝑚𝑝,𝐻2

+ 1) (53) 

𝑄𝑐𝑤,𝑖,𝑡 = 𝐻2,𝑝𝑟𝑜𝑑,𝑡𝐶𝑝,𝐻2
(𝑇𝑖,𝑜𝑢𝑡,𝑡 − 𝑇𝑖+1,𝑖𝑛) (54) 

𝑑𝜌𝐻2,𝑡

𝑑𝑡
=

𝐻2,𝑝𝑟𝑜𝑑,𝑡 − 𝐻2,𝑖𝑛𝑗,𝑡

𝑉𝐻2

 (55) 

𝜌𝐻2,𝑖𝑛𝑡 = 𝜌𝐻2,𝑓𝑖𝑛𝑎𝑙 (57) 

𝐻2,𝑝𝑟𝑜𝑑,𝑡 ∙ 𝐻2,𝑖𝑛𝑗,𝑡 ≤ 100 

          𝐶𝐴𝑃𝐸𝑋𝑠𝑡𝑜𝑟𝑎𝑔𝑒 = (
𝑉𝐻2

143
)

0.7

∗ 355,000 + 1,000,000     (59) 

(58) 
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Equation 59 denoted the CAPEX for the storage vessel where 𝑉𝐻2
 is the storage volumetric 

capacity. The OPEX for the storage is assumed to be 1% of the CAPEX, charged annually. 

All parameters and variables that are incorporated into this unit are shown in Table 3A in Appendix 

3. There are no direct decision variables within this unit as the variable, 𝐻2,𝑝𝑟𝑜𝑑,𝑡, is the same value 

as the output variable of the electrolyzer unit. 

 

3.3 NPV Formulation 

To optimize the economics of the integrated system, maximizing the NPV was the 

objective function (Eq. 69). An interest rate and plant life of 7.5% and 30 years, respectively was chosen 

for the present worth factor shown in Eq. 60. Equation 62 shows the components of the revenue, 

which include net power sales to the grid (Equation 62), feed cost of natural gas, carbon tax of 

CO2 emissions, revenue from selling hydrogen, and variable and fixed OPEX costs from all 

included units as well as plant startup costs. The term 𝑃𝑔𝑟𝑖𝑑,𝑡 is calculated by considering the 

difference between the gross power being generated in the NGCC plant and the power consumed 

in all unit operations within the system. All utility duty is converted to electrical equivalents.  

Table 20. Objective function formulation for the integrated plant 

max 𝑁𝑃𝑉 = 𝑃𝐴,𝑓 (1 − 𝑡𝑎𝑥) ∑ 𝑅𝐸𝑉𝐸𝑁𝑈𝐸𝑡

8760

𝑡=1

− 𝐶𝐴𝑃𝐸𝑋 (1 −
𝑡𝑎𝑥

𝑛
𝑃𝐴,𝑓) (60) 

𝑃𝐴,𝑓 =
(1 + 𝑖)𝑛 − 1

𝑖(1 + 𝑖)𝑛
∙

1

(1 + 𝑖)𝑛
 (61) 

𝑅𝐸𝑉𝐸𝑁𝑈𝐸𝑡 = 𝐿𝑀𝑃𝑡 ∙ 𝑃𝑔𝑟𝑖𝑑,𝑡 − 𝐶𝑁𝐺 ∙ 𝑁𝐺𝑡 − 𝐶𝐶𝑂2
∙ 𝐶𝑂2,𝑟𝑒𝑙𝑒𝑎𝑠𝑒𝑑

−𝑂𝑃𝐸𝑋𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 − 𝑂𝑃𝐸𝑋𝑓𝑖𝑥𝑒𝑑 (62)
 

𝑃𝑔𝑟𝑖𝑑,𝑡 = 𝑃𝑔𝑟𝑜𝑠𝑠,𝑡 − 𝑃𝑐𝑜𝑛𝑠,𝑡  (63) 

𝑃𝑔𝑟𝑖𝑑,𝑡 ≥ 0 (64) 

 

The constraints equations for the optimization have been described for each unit of the 

plant and it is also shown in APPENDIX III, Table 3B. Also, the optimization scheme was done 

for both continuous and clustered LMP profile of a selected market. 
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3.4 Optimization Results and Discussions 

The transient profiles of the key profiles of the models are presented to better understand 

how the LMP is affecting the components of the integrated plant. Figure 15 shows how the NGCC 

power produced and the power consumption in the system change with LMP.  

 
 

Figure 15. Power production and consumption plot for a 1-year period. 

 

A zoomed view of the first 10 days for the power profile is shown in Figure 16. Here at a 

region of low LMP, the power production of the NGCC is at the lower end. This power produced 

is mainly used to service the power consuming sections such as electrolyzer, compressors and PCC 

of the integrated plant while the rest is sold off to the grid. Also, at the period of high LMP, it is 

more profitable to produce NGCC power at upper limit. The power consumption also increases at 

this level due to more power demand in components of the integrated power plant such as PCC 

and the CO2 compression train.   
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Figure 16. Power production and consumption plot for a 10 day period. 

 

In Figure 17, the electrolyzer produces hydrogen at a period of low LMP and the hydrogen 

is injected into the gas turbine at a period of high LMP. The period where the LMP stays 

consistently high, hydrogen is neither produced nor injected because there is not enough hydrogen 

in the storage for injection and it is much more profitable to sell power produced to grid rather 

than producing hydrogen with some of it.  
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Figure 17. Hydrogen production and consumption trend.  

 

The rate of CO2 in the flue gas increases as the rate of natural gas utilization in the NGCC 

increases. That is when the LMP is high and the NGCC is producing power at close to maximum 

capacity, the rate of natural gas injection be high and subsequently the rate of CO2 emission. 

However, the decision of whether to capture the CO2 or not is affected by the value of the LMP at 

that hour. At a very high LMP, it may be profitable just to sell all the power produced to the grid 

and pay the tax penalty for releasing CO2. Also, if the LMP is not high enough, it is profitable to 

use some of the power produced by the NGCC to power the PCC and the CO2 compression train. 

So, in most cases the rate of CO2 captured is 95%. Whenever, hydrogen is injected into the NGCC, 

the amount of the CO2 in the flue always reduces, so in this case, CO2 could be released rather 

than captured. The choice of whether to run the PCC and compressor train or pay the tax penalty 

is dependent on the amount CO2 in flue gas and LMP. This profile can be observed in Figure 18. 
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Figure 18. Trend of CO2 released and captured.  

 

The optimizer also placed an optimal value for the design capacity of components of the integrated 

plant. These values are shown in Table 18. The PCC can capture about 223 ton/hr of CO2 and the 

volume of hydrogen storage required is about 1935 m3. Lastly, the optimal design capacity of the 

PEM electrolyzer is 55 MW.  

 

Table 21. Optimal design capacity 

Design Variables  Optimum Value 

PCC Capacity 222.91 ton/h 

Hydrogen Storage Volume 1935.76 m3 

Maximum Electrolyzer Load 55MW 
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Also, the NPV, the capital expenditure and operating expenditures values are compared for both 

clustered and continuous cases. The difference in the NPV for a clustered case and a continuous 

case is about 4%, which is in the acceptable range. Also, the CAPEX, fixed OPEX and variable 

OPEX for both the clustered case and full case compared well and the difference between them is 

less than 0.5%. It takes about 3 hours for the clustered case to solve, and it takes about 8 hours for 

the continuous case to solve. This further shows the benefit of solving a clustered LMP profile 

rather than a continuous profile since the results compared well in both cases and clustered case 

solved much faster. 

 

 

Figure 19. Comparison of NPV, CAPEX and OPEX for continuous and clustered LMP.   
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Chapter 4 

Model Development, Validation and Optimization for Standalone H2 Storage System to 

Utilize in the Peaker Plant 

4.1 Hydrogen storage model development for standalone utilization in peaker plant 

(Objective#4) 

This section will mainly focus on design optimization of cylindrical vessels. Another 

important consideration in our geometry consideration is the choice of vessel head. Even though 

various types of heads are available such as ellipsoidal, torispherical, hemispherical, conical, 

toriconical, etc., hemispherical head is often used when the design pressure is more than 500 psig.  

4.1.1 Cylindrical Vessel 

  Compressed hydrogen gas is mostly stored using cylindrical vessel. Eqs. 65-80 are the 

design equations which are used for determining optimum vessel configuration. The hydrogen 

storage vessel was modeled in accordance with ASME BVP Section VIII Div-1 code. Minimum 

thickness required based on the circumferential stress and longitudinal stress are given by tc and tl, 

respectively. Minimum thickness is given by tu. The maximum of these three thickness is usually 

considered as the required thickness to which corrosion allowance is added to obtain the final 

thickness as shown in Eq. 71.  

Table 22. Design Equation of the Hydrogen Storage Vessel Shell 

𝑉𝐻2 = 𝜋𝑅2𝐿 (65) 

𝑡𝑢 = 1.5 𝑚𝑚  

If 𝑃 ≤ 0.385𝑆𝐸 

𝑡𝑐 =
𝑃𝑅

𝑆𝐸 − 0.6𝑃
 (66) 

 

Else if 𝑃 > 0.385𝑆𝐸 

𝑡𝑐 = 𝑅 (𝑒
𝑃

𝑆𝐸 − 1) (67) 

If  𝑃 ≤ 1.25𝑆𝐸 

𝑡𝑙 =
𝑃𝑅

2𝑆𝐸 + 0.4𝑃
 (68) 
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Table 22 Cont’d. Design Equation of the Hydrogen Storage Vessel Shell 

 

Else if 𝑃 > 1.25𝑆𝐸 

                                                                 𝑡𝑙 = 𝑅 (√
𝑃

𝑆𝐸
+ 1  − 1)                                                  (69)                                                         

𝑡 = maximum(tc , 𝑡𝑙  , 𝑡𝑢) (70) 

𝑡𝑑 = 𝑡 + 𝑐𝑜𝑟𝑜𝑠𝑠𝑖𝑜𝑛 𝑎𝑙𝑙𝑜𝑤𝑎𝑛𝑐𝑒 (71) 

𝑡𝑛 > 𝑡𝑑  (72) 

𝑡𝑛𝑐 = 𝑡𝑛 − 𝑐𝑜𝑟𝑜𝑠𝑠𝑖𝑜𝑛 𝑎𝑙𝑙𝑜𝑤𝑎𝑛𝑐𝑒 (73) 

If 𝑡 ≤ 𝑅/2 

𝑀𝐴𝑊𝑃𝑐 =
𝑆𝐸𝑡𝑛𝑐

𝑅 + 0.6𝑡𝑛𝑐
 (74) 

Else if 𝑡 > 𝑅/2 

𝑀𝐴𝑊𝑃𝑐 = 𝑆𝐸𝑙𝑜𝑔𝑒 (
𝑅 + 𝑡𝑛𝑐

𝑅
) (75) 

If 𝑡 ≤ 𝑅/2 

𝑀𝐴𝑊𝑃𝑙 =
2𝑆𝐸𝑡𝑛𝑐

𝑅 − 0.4𝑡𝑛𝑐
  (76) 

Else if 𝑡 > 𝑅/2 

                                          𝑀𝐴𝑊𝑃𝑙 = 𝑆𝐸((
𝑅+𝑡𝑛𝑐

𝑅
)

2

− 1)                                                                  (77)                                                                    

𝑀𝐴𝑊𝑃 = 𝑚𝑖𝑛𝑖𝑚𝑢𝑚(𝑀𝐴𝑊𝑃𝑐 , 𝑀𝐴𝑊𝑃𝑙) (78) 

𝑉𝑚 = 𝜋𝐿(𝑅𝑜2 − 𝑅2) (79) 

𝑅𝑜 = 𝑡 + 𝑅 (80) 

 

The welding efficiency (E) and the allowable stress (S) are dependent on the material of 

construction of the vessel and the condition of storage. The maximum allowable pressure (MAWP) 

of the vessel is computed using the nominal thickness of the vessel. The nominal thickness must 

be greater than the design thickness of this vessel as shown in Eq. 82.  Upon accounting for 

corrosion, the MAWP is estimated using Eq. 84-88. The minimum of the circumferential MAWP 

and longitudinal MAWP is used as the MAWP for the vessel. The thickness of the vessel is added 
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to the internal radius to estimate the external radius (Eq.  80). The volume of metal is calculated 

using Eq. 79. Equation 81 and 82 are used to estimate the thickness required for a hemispherical 

head. Eq. 83 or 84 is used for estimating MAWP. Eq. 85 is used to calculate the volume of the 

metal. The overall volume and mass of the metal are calculated using Eq. 86a and 86b respectively. 

In order to account for other materials needed for construction such as vessel supports, nozzles, 

mesh etc., a factor is added to calculate the gross weight as shown in Eq. 86c. 

Table 23. Design Equation of the Hydrogen Storage Vessel Head 

If 𝑃 ≤ 0.665𝑆𝐸 

𝑡 =
𝑃𝑅

2𝑆𝐸 − 0.2𝑃
 (81) 

Else if 𝑃 > 0.665𝑆𝐸 

𝑡 = 𝑅 (𝑒
0.5𝑃
𝑆𝐸 − 1) (82) 

If 𝑡 ≤ 0.356R 

𝑀𝐴𝑊𝑃 =
2𝑆𝐸𝑡𝑛𝑐

𝑅 − 0.4𝑡𝑛𝑐
(83) 

Else if 𝑡 > 0.356𝑅 

𝑀𝐴𝑊𝑃 = 2𝑆𝐸𝑙𝑜𝑔𝑒 (
𝑅 + 𝑡𝑛𝑐

𝑅
) (84) 

𝑉𝑚ℎ =
2𝜋(𝑅𝑜

3 − 𝑅3)

3
(85) 

 

𝑉𝑡 = 𝑉𝑚 + 2𝑉𝑚ℎ (86𝑎) 

𝑊 = 𝐷𝑒𝑛𝑠𝑖𝑡𝑦 𝑜𝑓 𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙 ∗ 𝑉𝑡  (86𝑏) 

𝑊𝑔𝑟𝑜𝑠𝑠 = 𝑊 (1 +
𝐹

100
) (86𝑐) 
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4.1.2 Optimal Design and CAPEX of a Hydrogen Storage Vessel: A Test Case Scenario 

Equations needed for cost calculations are shown in Eq. 87-95. Two of the most popular approach 

in the literature is the Lang factor approach and the module factor approach. The Lang factor 

approach is shown in Eq. 88. For fluid processing plant, the lang factor is 4.74, which can be used 

for H2 storage vessels.  But the module factor approach is considered in this study because Lang 

factor is often when an equipment has already being purchased (when the cost of the equipment is 

already known) while the bare module approach can also estimate the cost of the equipment. The 

bare module cost is given by Eq. 89. The total module cost is given by Eq. 90. Eqs. 91-95 represent 

additional terms including those used for considering the material of construction and operating 

pressure.   

Table 24. Capital Cost Equation of Hydrogen Storage Vessel 

𝐶𝑝,𝑣𝑒𝑠𝑒𝑒𝑙 = 𝐶𝑝
𝑜 𝐹𝑝𝐹𝑀     (87) 

           𝐶𝑇𝑀 = 𝐹𝑙𝑎𝑛𝑔 ∑ 𝐶𝑝,𝑣𝑒𝑠𝑠𝑒𝑙                                                (88) 

𝐶𝐵𝑀 = 𝐶𝑝
𝑜 𝐹𝐵𝑀

  (89) 

𝐶𝑇𝑀 = 1.18 ∑ 𝐶𝐵𝑀  (90) 

log10 𝐶𝑝
𝑜 = 𝐾1 + 𝐾2 log10 𝐴 + 𝐾3 (log10 𝐴)^2      (91) 

𝐹𝑃,𝑉𝑒𝑠𝑠𝑒𝑙 = 1   for   𝑡𝑣𝑒𝑠𝑠𝑒𝑙 < 𝑡𝑚𝑖𝑛 and   𝑃 > −0.5𝑏𝑎𝑟𝑔                                                           (92) 

  𝐹𝑃,𝑉𝑒𝑠𝑠𝑒𝑙 =

(𝑃+1)𝐷

2[850−0.6(𝑃+1)
+0.00315

0.0063
   for 𝑡𝑣𝑒𝑠𝑠𝑒𝑙 > 𝑡𝑚𝑖𝑛 and   𝑃 > −0.5𝑏𝑎𝑟𝑔                               (93)                         

𝐹𝑃,𝑉𝑒𝑠𝑠𝑒𝑙 = 1.25   for  𝑃 < −0.5𝑏𝑎𝑟𝑔                                                                                        (94) 

𝐹𝐵𝑀 = 𝐵1 + 𝐵2𝐹𝑝𝐹𝑀  (95) 
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4.1.3 Test case CAPEX optimization of a cylindrical hydrogen storage  

           Here, we have run a test case for CAPEX optimization of a cylindrical hydrogen storage.  

For that we are considering is to store a 6000 kg of hydrogen gas at 303 K. The objective function 

is given by Eq. 96 and the gas equation for real gas is used here as given by Eq. 97. The cost factors 

for horizontal and vertical cylindrical vessel for the developed cost model are given in Table 4A, 

Appendix IV. The optimization result is provided in Table 20.  

𝑚𝑖𝑛 𝐶𝑇𝑀  (96) 

𝑉𝐻2 =
𝑍𝑚𝐻2𝑅𝑇

𝑃𝐻2𝑀𝐻2
 (97) 

 

With the inclusion of equation 97 as a constraint, the optimizer was able to adequately find 

the tradeoff between an increasing pressure compared to volume. From the costing equation, the 

volume of vessel is used to compute the cost of the vessel, so we expect the optimizer to settle for 

a low volume. But, as volume decreases, pressure increases and so is the required vessel thickness 

and the pressure factor. Essentially, this optimization helps us get an optimal value for all these 

parameters. 

 

Table 25.  CAPEX Comparison of the Optimal Design 

 Parameters Optimum Value 

Volume of Hydrogen, m3 1269.78 

Pressure of Hydrogen, Bar 62.00 

Volume of Vessel, m3 281.56 

Design Pressure of Vessel, Bar 62.00 

CAPEX of storage vessel, $MM 3.21 
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For the test case, in order to store a 6000 kg of hydrogen, a vessel with design volume of 281.56 

m3 and pressure of 62.00 bar is required. The volume and pressure of hydrogen being stored at this 

condition is 1270 m3 and 62 bar respectively. Also, the capital cost of this vessel is $3.21M. This 

value results to about 535/kg H2 which is little higher than the quotation of global manufacturer of 

$500/kg-H2 and a lot less than the quote of US manufacturer of $1000/kg H2 for a vessel of similar 

design pressure.  

4.2 NPV Optimization of Peaker Plant with Design and Operation of Hydrogen Production 

using Alkaline Electrolyzer (Objective#5)  

  In this work, we aim to optimally design a gas turbine that utilizes hydrogen generated 

from an alkaline electrolyzer and stored in a compressed hydrogen vessel. The optimal design of 

the vessel and the optimal operation of the electrolyzer and the gas turbine is considered as Peaker 

Plant and will be investigated in this work. The optimal design and set up of the hydrogen storage 

model for a cylindrical vessel has been done in the previous section. So, we will focus on 

developing a data driven model based on a high-fidelity model from the literature for the alkaline 

electrolyzer and the gas turbine. Finally, an NPV optimization is performed for the developed 

model for Peaker plant by utilizing clustered LMP. 

4.2.1 Alkaline Water Electrolyzer  

A high-fidelity Aspen Plus model of an alkaline electrolyser was developed by Monica et 

al [23]. The model was a hybrid of empirical model developed in ACM and unit operation models 

in Aspen Plus (Figure 20). Faradaic efficiencies and the coefficients of the polarization curve and 

gas purity used for building the empirical model has earlier been validated with experimental data 

by the authors. The model included the balance of plant for the complete generation of hydrogen 

using alkaline electrolyzer. In the model, it was assumed that all processes operate at a steady state. 

An ideal gas behavior is assumed for the gases. Deionized water is fed into the system at 25oC, 

and the hydrogen and oxygen output are obtained at 25oC. The alkaline electrolyzer is operated at 

balanced anode and cathode pressure. Effects of temperature and current density on the stack 

performance was investigated as shown in Figures 4A and 4B in APPENDIX IV. Figure 4B (a-c) 

in APPENDIX IV show the effect of pressure and current density on stack performance and 

hydrogen production rate at 75oC. The efficiency and specific power consumption with respect to 
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current density are also plotted as shown in Figure 21. The data available form this reference will 

is used to develop a data-driven model of the electrolyzer.  

 

 

Figure 20. Aspen Plus process flow diagram of an alkaline electrolysis plant [23] 

 

 

Figure 21. Power and Efficiency plot with respect to current density for the alkaline water 

electrolyzer, (a) Stack power, net power and auxiliary power and power output, (b) Stack and 

system energy efficiencies and specific power consumption [23]. 
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From the relationship above and figure 4B in APPENDIX IV, we can easily deduce that 

there is a linear relationship between current density and hydrogen flowrate. As the current density 

increases, the hydrogen flowrate increases. Our main aim is to find the relationship between 

hydrogen production rate and power specific power consumption of the electrolyzer. We therefore 

explore the result provided from the aspen model showing the relationship between the specific 

consumption and current density. Figure 21 shows the relationship between current density and 

system efficiency and specific consumption. We extracted the data for the specific consumption 

to model the relationship between hydrogen production rate and specific consumption. 

4.2.2 Data Driven Alkaline Water Electrolyzer Model 

Electrolyzer utilization (EU) can be represented by Eq. 98, i.e., in terms of relative current 

density or, equivalently, in terms of H2 production rate as shown in Eq. 99.  

 

𝐸𝑈 =
𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝐷𝑒𝑛𝑠𝑖𝑡𝑦𝑖

𝑀𝑎𝑥 𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝐷𝑒𝑛𝑠𝑖𝑡𝑦
(98) 

 

𝐸𝑈 =
𝐻𝑦𝑑𝑟𝑜𝑔𝑒𝑛 𝑃𝑟𝑜𝑑𝑢𝑐𝑑𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒𝑖 

𝑀𝑎𝑥 𝐻𝑦𝑑𝑟𝑜𝑔𝑒𝑛 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒
(99) 

 

Also, we converted the specific consumption from 
𝑘𝑊ℎ

𝑁𝑚3  to 
𝑘𝑊ℎ

𝑘𝑔
 because of convenience. Figure 22 

shows the fit of a 3rd order polynomial model to the data [23]. This model is represented in Eqn 

100, where SC represents the specific consumption in  
𝑘𝑊ℎ

𝑘𝑔
  and EU is the electrolyzer utilization 

defined by Eqn. 98 and 99. 

𝑆𝐶 = 89.54 − 135.17𝐸𝑈 + 189.04𝐸𝑈2 − 80.76𝐸𝑈3 (100) 
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Figure 22.  Validation of the literature data [23] with our developed model. 

 

4.2.3 Costing Model for The Alkaline Water Electrolyzer 

Roberta et. al [63] analyzed the cost of generating hydrogen based on industrial data from 

multiple sources by using the Monte-Carlo approach. They divided the cost of production into low, 

mid, and high regime. In the current set-up, we use a value of $988/kW for the evaluation of the 

electrolyzer CAPEX. This value falls in the mid region of the capital cost study. In this work, the 

fixed operating and maintenance cost is specified to be $40/kW while the variable operating, and 

maintenance is 0.08$/kg of hydrogen produced.  

Table 26.  Costing Model for Alkaline Water Electrolyzer 

𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑧𝑒𝑟𝐶𝐴𝑃𝐸𝑋 = 988 ∗ 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑧𝑒𝑟 (𝑘𝑊) 101𝑎 

𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑧𝑒𝑟𝑓𝑖𝑥𝑒𝑑𝑂𝐴𝑀 = 40 ∗ 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑧𝑒𝑟 (𝑘𝑊) 101𝑏 

𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑧𝑒𝑟𝑉𝑎𝑟𝑂𝐴𝑀ℎ = 0.08 ∗ 𝐻2𝐹𝑙𝑜𝑤𝑟𝑎𝑡𝑒ℎ 101𝑐 

 

4.2.4 Aeroderivative Gas Turbine Model 

 A polynomial model was developed to capture the operational efficiency of the 

aeroderivative turbine. This model shows the operating relationship between the thermal efficiency 

and the power output of the LM2500 aeroderivative turbine [47,48]. This model helps us creates a 
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relationship that captures the amount of hydrogen injected into the gas turbine to produce a certain 

amount of power from the gas turbine. 

 

𝐸𝑓𝑓 = 0.2556 + 8𝑒−6𝑃𝑜𝑢𝑡𝑝𝑢𝑡 − 1𝑒−10𝑃𝑜𝑢𝑡𝑝𝑢𝑡
2 (102) 

 

 

Figure 23. LM2500 system operating efficiency [48]. 

 

The gas turbine fuel is assumed to be a mixture of hydrogen and natural gas. In this case the 

lower heating values of both hydrogen and natural gas is involved in the computation of the 

operational efficiency, power generation and fuel consumption. Just as with the case with 100% 

natural gas injection, we applied similar equations but here we also accounted for the presence of 

natural gas in the fuel mix.  The volumetric percentage of the fuel is 𝑥, and this can be used to 

compute the injection rate of each of the fuel (H2 and NG).  The adjustment to this formulation is 

shown in the following equations. The costing equation to estimate the capital and the operating 

costs of the gas turbine is presented in Table 22. 
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Table 27.  Aeroderivative Gas Turbine Model 

𝐹𝑢𝑒𝑙 𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒𝑓 (
𝑘𝑔

ℎ𝑟
) = 𝑥𝑓𝜌𝑓𝑉𝑇  (103) 

 

∑ 𝑥𝑓 =100

𝑓∈𝐻2,𝑁𝐺

 (104)
 

 

𝑇ℎ𝑒𝑟𝑚𝑎𝑙 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =
𝑊𝑜𝑟𝑘 𝑂𝑢𝑡𝑝𝑢𝑡(𝑃𝑜𝑤𝑒𝑟 𝑝𝑟𝑜𝑑𝑢𝑐𝑒𝑑) 𝑀𝑊𝑒

𝐻𝑒𝑎𝑡 𝐼𝑛𝑝𝑢𝑡 𝑀𝑊𝑡ℎ
 (105) 

 

𝐻𝑒𝑎𝑡 𝐼𝑛𝑝𝑢𝑡 (𝑀𝑊𝑡ℎ)  = ∑ 𝐿𝐻𝑉𝑓 ∗ 𝐹𝑢𝑒𝑙 𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒𝑓

𝑓∈𝐻2,𝑁𝐺

 (106) 

 

The capital cost of the aeroderivative gas turbine is estimated at $1000/kW power produced [65]. 

Also, the fixed OPEX of the gas turbine is a fraction of the CAPEX and the variable OPEX is a 

function of the power produced by the turbine at every point in time. For a sample fuel mix flow 

with 15% hydrogen volumetric composition, at 9 bar and 298K, the volumetric flowrate for the 

two fuel is plotted against the power generation. This is shown in Figure 24.  

 

 

Table 28.  Costing Model for Aeroderivative Gas Turbine [64,65] 

𝐺𝑇𝐶𝐴𝑃𝐸𝑋 = 1000 ∗ 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦𝐺𝑇 (107𝑎) 

𝐺𝑇𝑓𝑖𝑥𝑒𝑑 𝑂𝑃𝐸𝑋 = 0.0153 ∗ 𝐺𝑇𝐶𝐴𝑃𝐸𝑋 (107𝑏) 

                     𝐺𝑇𝑣𝑎𝑟 𝑂𝑃𝐸𝑋 = 0.695 ∗ 𝑃𝐺𝑇 (107𝑐) 
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        Figure 24.  Fuel volumetric flowrate plot for the gas turbine. 

 

4.3 NPV Optimization Set-Up for Integrated Peaker Plant 

The net present value of the hydrogen utilization gas turbine integrated with hydrogen 

production is optimally computed putting into account all the constraints imposed by the 

operational models of the units that made up the plant. The optimization scheme is shown in Figure 

25. The operational models enable us to compute the variable operational expenditure of the plant’s 

units, and this is a function of either the hydrogen produced for the electrolyzer, or the power 

generated for the gas turbine. The objective function (Table 23, Eqn 108) being optimized in this 

case is the NPV of the plant. The assumed interest rate is 7.25% and the plant expected year of 

operation is 30 years. These parameters are used to calculate the present annuity factor that we 

eventually used to scale down the capital expenditure to hourly rate.  

 

Figure 25.  Flowsheet of the optimization scheme. 
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Table 29.  Objective Function of the Integrated Peaker Plant 

max 𝑁𝑃𝑉 =  𝑃𝐴,𝑓 ∑ 𝑅𝐸𝑉𝐸𝑁𝑈𝐸𝑡

8760

𝑡=1

− 𝐶𝐴𝑃𝐸𝑋 − 𝑃𝐴,𝑓𝑂𝑃𝐸𝑋𝑓𝑖𝑥𝑒𝑑 (108) 

𝑅𝐸𝑉𝐸𝑁𝑈𝐸𝑡 = 𝐿𝑀𝑃𝑡𝑃𝑔𝑟𝑖𝑑,𝑡 − 𝐿𝑀𝑃𝑡𝑃𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑,𝑡 − 𝑂𝑃𝐸𝑋𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒,𝑡 (109) 

𝑃𝑔𝑟𝑖𝑑,𝑡 =𝐺𝑇 𝑝𝑜𝑤𝑒𝑟 𝑝𝑟𝑜𝑑𝑢𝑐𝑒𝑑 

𝑃𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑,𝑡=𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑧𝑒𝑟 𝑃𝑜𝑤𝑒𝑟 + 𝐻2 𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟 𝑝𝑜𝑤𝑒𝑟 + 𝐻2 𝐸𝑥𝑝𝑎𝑛𝑑𝑒𝑟 𝑝𝑜𝑤𝑒𝑟 (110) 

𝑃𝐴,𝑓 =
(1 + 𝑖)𝑛 − 1

𝑖(1 + 𝑖)𝑛
∙

1

(1 + 𝑖)𝑛
 (111) 

∀ 𝑡 ∈ 𝑇 

The constraints involved in the optimization are the operating models of the alkaline water 

electrolyzer, hydrogen compressors and coolers, and the aeroderivative gas turbine. Another 

important constraint that we add to ensure that the operation of the electrolyzer and the gas turbine 

is mutually exclusive is shown in the equation below. 

𝐻2 𝐼𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 ∗ 𝐻2 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 < 0.001 (112) 

 

4.3.1 Problem Formulation  

We are currently looking at four different scenarios to understand the operational 

profitability of the gas turbine subjected to the composition of hydrogen gas in the NG-H2 mixed 

fuel. Also, we will assess the impact of the tax paid on CO2 released due to the usage of natural 

gas in the gas turbine. The Table 24 below shows the four cases and their brief definition. 

Table 30.  Cases for Plant Configuration 
 

Case 1 Case 2 Case 3 Case 4 

CO2 Tax ($/ton) 100 100 0 0 

H2 as Fuel (Vol%) 15% 0-15% 15% 0-15% 

  

In case 1, it is assumed that a tax of $100/ton of CO2 released and the 15% hydrogen by volume is 

used in NG-H2 fuel mix. This case restricts the composition of the fuel mix in the turbine to 85% 

natural gas and 15% hydrogen by volume. This composition scenario is the same for case 3. But 
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in case 3, we assumed that there is no penalty for CO2 released. This means that the CO2 tax for 

that case is $0/ton of CO2 emitted. Case 2 has the same tax penalty as case 1 but in case 2, the 

percentage volume of hydrogen in the fuel mix varies from around 0 to 15%. This gives us the 

opportunity to see if it’s optimal or more profitable to run the plant at a lower hydrogen present by 

volume. Case 2 and Case 4 both has this hydrogen percentage variation but case 4 like case 3 has 

no CO2 tax penalty. Most of the constraints are linear and the nonlinear constraints are polynomial 

constraints to degree 3 in some cases. So, feasibility is not a challenge here but the instability in 

the LMP causing convergence to take quite some time. 

4.3.2 Optimization Results and Discussions 

Design Capacity of components of the plant 

The electrolyzer load for Case 2 and Case 4 is low at 1MW. The fuel mix does not have 

15% hydrogen utilization constraint. The average utilization of hydrogen in these two cases are 

less than 1%. As a result, the design capacity of the hydrogen storage vessel in these cases are 

lower. A vessel with design pressure of 90 bar will be sufficient for case 2. In Case 4, even though 

a 1MW electrolyzer is available, it is not being utilized as hydrogen was not produced thought out 

the run. For that reason, no hydrogen storage vessel is required for Case 4.  

 

Table 31. Optimal Design Capacities for Plant Components 

Variables Case 1 Case 2 Case 3 Case 4 

Electrolyser Design Load, MW 4.50 1 20.22 1 

H2 Storage Volume, m3 409.38 171.5 179.68 0 

H2 Storage Vessel Pressure, bar 96.15 90.00 219.08 - 

Max Mass of Hydrogen, kg 3000.00 1510.00 3000.00 - 

GT Design Load, MW 33.25 50.00 50.00 50.00 

GT capacity factor 0.27 0.50 0.51 0.66 

Average GT power, MW 9.09 24.91 25.71 32.97 

 

The electrolyzer design capacity for Case 3 is the highest followed by that of Case 1. One might 

expect Case 1 to produce more hydrogen and utilize more hydrogen because of the carbon tax 

penalty, but in Case 1 the GT capacity, Average GT power and utilization are lower than Case 3. 



52 

The design pressure of the storage vessel is also high for Case 3 with Case 3 having the highest 

design pressure. This is expected since more hydrogen is being produced in this case. We consider 

case 4 (no CO2 tax and percentage H2 Vol 0-15%) to understand the hydrogen economy in the 

integrated plant. We want to know if the CO2 tax incentive is enough to enable the profitable 

production and utilization of hydrogen in the set up. In case 2, where there is CO2 tax, the plant 

utilizes the 1MW electrolyzer to supplement the NG in the fuel mix, but this is only to reduce the 

CO2 tax penalty paid. In case 4, even though this 1MW electrolyzer is present as a necessary 

investment, it is not utilized still because the tax incentive is not enough to offset the deficit from 

hydrogen production. 

NPV for the cases under consideration 

The NPV for the four different cases are shown in Figure 26. Case 4 has the highest NPV 

for the LMP being considered. Case 3 & 4 are expected of course to have a high NPV because of 

the zero-carbon tax scenario. Case 2 has a very high NPV compared to Case 1 because of the 

hydrogen utilization of 15% by volume placed on the gas turbine fuel mix in Case 1. This means 

that paying the tax penalty and utilizing more natural gas than the 85% natural gas condition in 

Case 1 is much more profitable. As a result, the hydrogen volumetric utilization varies in Case 2 

& 4. The NPV in Case 4 is also greater than that of case 3 because of the same reason. Even though 

both cases assume a zero tax.  

 

Figure 26.  NPV Comparison for the four cases. 
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The capital cost for the gas turbine is the highest for all the cases. However, the capital cost 

for electrolyzer is high for only Case 1 & 3. This is because of the need to produce enough 

hydrogen to meet up with the 15% hydrogen by volume whenever the gas turbine is running. 

 

 

Figure 27.  CAPEX Comparison for the four cases. 

 

As a result of hydrogen production rate been higher in Case 1 and 3, the capital cost of the hydrogen 

storage vessel and compressor system is also relatively higher when compared Case 2 and Case 4. 

The assumption here is that an electrolyzer must be part of the investment and the minimum 

capacity of the electrolyzer considered is 1MW. If the lower bound of the electrolyzer capacity is 

set to 0, both case 2 & case 4 yield the same result. But we intend to understand the dynamics 

hydrogen brings into the economic configuration, that is why we mandated a small size 

electrolyzer. The NPV for case 2 is $3.71MM and that of case 4 is $15.40 despite case 4 paying 

about $1.2MM for the electrolyzer and not utilizing it.  
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Figure 28.  Fixed OPEX Comparison for the four cases.  

The fixed operational and maintenance cost is high for the alkaline water electrolyzer, and 

this value is reflected in Case 1 & 3. Compared to the capital cost, the fixed OPEX of the 

electrolyzer is relatively well pronounced when compared to capital cost.  

 

 

Figure 29.  Variable Expenditure comparison for the four cases. 

 

Figure 29 showing the composition by percentage of the variable expenditures in the plant. 
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a huge impact on the operation of the plant. This high carbon tax will make it impossible to run 

the plants at some average LMP that are not high enough to offset the deficit this high carbon tax 

will introduce. Also, hydrogen utilization is a panacea to this, but majority of the fuel in the fuel 

mix is natural gas, meaning that the minimum amount of natural gas that we can have in the fuel 

mix is 85% by volume, that is a lot of percentage by mass because of the low volumetric density 

of energy. In case 3 &4 where there is no carbon tax, the variable OPEX of the plants components 

is playing the major role as expected.  

Steady-State results and transient profile 

The GT produces power near its maximum capacity at high LMP and shut down at low 

LMP. This is the expected scenario for the four cases. Figure 30 a-c represents some notable trends 

for Case 1. Cases 1 and 3 are similar because of the 15% composition of hydrogen.  

          

 

Figure 30. Power and hydrogen flowrate profile for 10 days period for Case 1 a. Gross power 

GT power trend b. Fuel composition trend c. Hydrogen flowrate trend. 
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At low LMP, the electrolyzer produces hydrogen. This is because the cost of buying power 

from the grid is low or even zero at low LMP and this boosts the NPV of the plant. The model 

profile of Case 1 is similar to Case 3. The profile for Case 3 can be seen is Figure 4C of  

APPENDIX IV. The only major difference is in the GT power production which gets up to 50MW 

for Case 3 but is only up to about 33MW for Case 1. 

        

 

Figure 31. Power and hydrogen flowrate profile for 10 days period for Case2 a. Gross power GT 

power trend b. Fuel composition trend c. Hydrogen flowrate trend. 

 

Also, for Case 2, the power production gets to a maximum of 50MW when the LMP is 

high, and the GT shut down when the LMP is low. The hydrogen percentage composition here is 

below 1% in all cases as we can see in Figure 31b. Even though the rate of hydrogen utilization is 
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low in this case, the hydrogen production still happens at low LMP to supplement the natural gas 

being utilized in the GT turbine. Case 2 profile is similar to Case 4. The profiles for case 4 are 

presented in figure 1b Appendix 5. The rate of injection of hydrogen in Case 1 is around 

71.86kg/hr. compared to 15.86kg/hr. in Case 2. This further explains why the capacity of the 

electrolyzer in Case 1 is higher than that of Case 2. Similarly, for Case 3, the hydrogen production 

and injection are lot higher that of Case 4. 
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Chapter 5 

Conclusions and Future Recommendations 

5.1 Conclusion  

In this work, robust NPV optimizations were done to access the techno-economic 

feasibility of two different hydrogen utilization technologies. Due to the large non-linearity and 

the large data point involved in the yearlong optimization, a reduced order model was developed 

for some components of the plant. Also, a clustering algorithm was developed for the LMP profile 

of different electricity markets to reduce days needed for the optimization. Lastly, data-driven 

models were also developed to model the operational efficiency of some other component of the 

models. 

In this study, the optimization of an NGCC power plant with carbon capture and H2 storage 

systems was presented for a selected electricity market (PJM). The economics and feasibility of 

the PCC plant and H2 production were investigated for this LMP profile. It was found that the 

addition of the PCC and electrolyzer units was economically favorable compared with a single 

NGCC plant and reduced the CO2 emissions significantly. The optimal value for the PCC capacity 

ids found to be 222.91ton/h while the design load of the electrolyzer and the design hydrogen 

storage volume are 55MW and 1935.76m3 respectively. The NPV optimization model was also 

able to predict the operation of the components of the integrated plant. Also, the optimal NPV of 

the plant for a 30-year operational period was found to be around $890M. 

Another case of hydrogen production and utilization of an integrated system including 

electrolyzer, H2 storage and aeroderivative turbine (GT) is developed in the Python platform for 

NPV optimization. The present work assumed that electricity consumed in the process is being 

purchased from the grid and produced electricity is sold to the grid and both are given by the LMP 

at that time instant. The current model is using a clustered LMP of California, where no of 

equivalent days are 131.  Four case studies are being considered with CO2 tax and H2 volume 

percentage in the mixed fuel. The electrolyzer produces H2 at low LMP and injected at high LMP. 

The max capacity of the turbine is 50 MW for Cases 2, 3 and 4, while it is about 33 MW for case 

1. The NPV for Case 4 is the highest because of no carbon tax and the flexibility of hydrogen 

usage. For Case 4, even though a small electrolyzer of 1 MW is forced (minimum), it was not 
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optimal to use it; on the other hand, even though the electrolyzer design capacity is still at minimum 

for Case 2 like Case 4, electrolyzer was utilized to reduce the penalty from CO2 tax.  

 

5.2 Future Recommendations 

In this course of study, the primary focus was to develop an optimization model to 

investigate the economic and operational feasibility of the hydrogen utilization in power plants 

with or without carbon capture technology. We can however do more sensitivity studies based on 

this current configuration and try out other configurations. 

It is therefore recommended that the following studies should be done in the future. 

• To better understand and have a more general understanding of the optimization models of 

the two configurations, it’s important to carry out a sensitivity study for LMP of different 

electricity markets. 

• Also, since a PEM electrolyzer is used in a configuration with carbon capture and alkaline 

electrolyzer is used in the Peaker plant configuration, a study should be carried out to 

determine if it’s more profitable to swap the type electrolyzers used in the two 

configurations. 

• A CAPEX based sensitivity study can be used to improve the techno-economic 

performance of the integration of hydrogen technology with power plants. The cost of 

hydrogen production has been projected to reduce as more improvement is made in 

renewable energy generation. This could open the potential opportunity for investing in a 

much cheaper hydrogen production alternative in the future. This potential technological 

improvement in hydrogen production should be accounted for in future work. 

• The percentage of hydrogen utilization in the aeroderivative gas turbine needs to be 

increased in future study. As the need to radically reduce carbon emission globally 

emerges, utilization of more hydrogen in the gas turbine must be accomplished. The goal 

is to reach 100% H2   utilization and this scenario needs to be investigated in future works. 

• The flexibility of Peaker plants means they can operate only at hours of high-power 

demand. This situation often imposes a daily operating hour constraint on the 

aeroderivative turbine. This scenario needs to be included and investigated in future works. 
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APPENDIX  

APPENDIX I 

The output variables generated from aspen model and their units for the development of the 

reduced order model of the compression train system is represented in the table 1A below. 

Table 1A: Output variables extracted from Aspen Model  

MODEL OUTPUT NAME Units 

Output    1 CO2 Flowrate to Storage kmol/hr 

Output    2 Cooling Duty in Interstage Cooler 1 GJ/hr 

Output    3 Cooling Duty in Interstage Cooler 2 GJ/hr 

Output    4 Cooling Duty in Interstage Cooler 3 GJ/hr 

Output    5 Cooling Duty in Interstage Cooler 4 GJ/hr 

Output    6 Cooling Duty in Interstage Cooler 5 GJ/hr 

Output    7 Cooling Duty in Interstage Cooler 6 GJ/hr 

Output    8 Power Consumption in Compressor 1 kW 

Output    9 Power Consumption in Compressor 2 kW 

Output    10 Power Consumption in Compressor 3 kW 

Output    11 Power Consumption in Compressor 4 kW 

Output    12 Power Consumption in Compressor 5 kW 

Output    13 Power Consumption in Compressor 6 kW 

Output    14 Power Consumption in Compressor 7 kW 

Output    15 Power Consumption in Compressor 8 kW 
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APPENDIX II 

The plots for the linear and the nonlinear models developed for the compressor model and the TEG 

dehydration system model. In order to visually validate the developed ROM for the variables, these 

plots were generated to observe the closeness of the actual model (aspen model) to the ROM. 

 

                       

Figure 2A (1-2): Validation plots of the linear output models against the actual model 
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Figure 2A (3-8): Validation plots of the linear output models against the actual model 
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Figure 2A (8-14): Validation plots of the linear output models against the actual model 
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Figure 2B (1-6): Validation plots of the 6 nonlinear output models that didn’t conform to 

linear model against the actual model 
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Figure 2C (1-5): Validation plots of the dehydration system linear output models against 

the actual model 
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Figure 2C (1-2): Validation plots of the dehydration system nonlinear output models 

against the actual model 
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APPENDIX III 

A brief description of the process parameters used for hydrogen storage modelling shown in 

Table 3A. 

Table 3A. Process parameters and variables for Hydrogen storage models 

Parameters 

𝐶𝑝,𝐻2
 Constant pressure heat capacity of hydrogen (14.33) 

𝑧𝑖 Compressibility factor of hydrogen in compressor i. 𝑧1 = 1.015, 𝑧2 = 1.02. 

𝑇𝑖,𝑖𝑛 
Temperature of hydrogen going into compressor i/storage, where i=1,2 are 

compressors and i=3 is the storage vessel 

𝜂𝑐𝑜𝑚𝑝,𝐻2
 Electrical efficiency of hydrogen compressors. Set at 0.85. 

𝑘 Heat capacity ratio. Set as 1.4. 

𝑅 Gas constant 

𝑀𝑊𝐻2
 Molecular weight of hydrogen gas 

 

𝑃𝐻2

𝑙𝑏 , 𝑃𝐻2

𝑢𝑏 

Lower and upper bounds of hydrogen storage vessel. We let (𝑃𝐻2

𝑙𝑏 , 𝑃𝐻2

𝑢𝑏) = (30,90) 

when considering cylindrical or spherical storage vessels and (𝑃𝐻2

𝑙𝑏 , 𝑃𝐻2

𝑢𝑏) =

(40,120) when considering cavern storage. 

Variables 

𝑉𝐻2
 Design capacity of hydrogen storage vessel (m3) 

𝑃𝑐𝑜𝑚𝑝,𝑖,𝑡 Electrical power consumed by compressor i at time t (MW) 

𝛽𝑡 Compressor ratio 

𝑇𝑖,𝑜𝑢𝑡,𝑡 Temperature of hydrogen leaving compressor i at time t (K) 
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𝑄𝑐𝑤,𝑖,𝑡 Cooling water utility duty of cooler i at time t (MJ/h) 

𝑃𝐻2,𝑡 Pressure of hydrogen storage vessel at time t (bar) 

𝜌𝐻2,𝑡 Density of hydrogen storage at time t (kg/m3) 

𝑑𝜌𝐻2,𝑡

𝑑𝑡
 Time derivative of hydrogen storage density 

𝜌𝐻2,𝑖𝑛𝑡 Initial density of hydrogen storage (kg/m3) 

𝐻2,𝑝𝑟𝑜𝑑,𝑡 Hydrogen production rate (kg/h) 

𝐻2,𝑖𝑛𝑗,𝑡 Flow rate of hydrogen injected into NGCC feed (kg/h) 

 

 

Table 3B. Optimization constraints for NPV optimization of the Integrated NGCC Plant 

max 
𝑁𝑃𝑉 = 𝑃𝐴,𝑓 (1 − 𝑡𝑎𝑥) ∑ 𝑅𝐸𝑉𝐸𝑁𝑈𝐸𝑡

𝑡∈𝑇

− 𝐶𝐴𝑃𝐸𝑋 (1 −
𝑡𝑎𝑥

𝑛
𝑃𝐴,𝑓) 

(A1) 

 
𝑃𝐴,𝑓 =

(1 + 𝑖)𝑛 − 1

𝑖(1 + 𝑖)𝑛
∙

1

(1 + 𝑖)𝑛
 

(A2) 

∀ 𝑡 ∈ 𝑇 𝑅𝐸𝑉𝐸𝑁𝑈𝐸𝑡 = 𝐿𝑀𝑃𝑡𝑃𝑔𝑟𝑖𝑑,𝑡 − 𝐶𝑁𝐺𝑁𝐺𝑡 − 𝐶𝐶𝑂2
𝐶𝑂2,𝑟𝑒𝑙𝑒𝑎𝑠𝑒𝑑 + 𝐶𝐻2

𝐻2,𝑐𝑟𝑒𝑑𝑖𝑡

− 𝑂𝑃𝐸𝑋𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 − 𝑂𝑃𝐸𝑋𝑓𝑖𝑥𝑒𝑑  (A3) 

∀ 𝑡 ∈ 𝑇 𝑃𝑔𝑟𝑖𝑑,𝑡 = 𝑃𝑔𝑟𝑜𝑠𝑠,𝑡 − 𝑃𝑐𝑜𝑛𝑠,𝑡 (A4) 

∀ 𝑡 ∈ 𝑇 

𝑐𝑜𝑠𝑡𝑠𝑢[𝑡] = 𝐶𝑠𝑢

1

1 + 𝑒−𝑘(𝑑𝑠𝑑[𝑡]−𝑑𝑠𝑑[𝑡−1]−𝑎)
 

(A5) 

NGCC 

∀ 𝑡 ∈ 𝑇 �̇�𝑡 = 𝐴𝑅𝑂𝑀𝑥𝑡 + 𝐵𝑅𝑂𝑀𝑢𝑡 (A6) 

∀ 𝑡 ∈ 𝑇 𝑦𝑡 = 𝐶𝑅𝑂𝑀𝑥𝑡 + 𝐷𝑅𝑂𝑀𝑢𝑡 (A7) 
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PCC 

∀ 𝑡 ∈ 𝑇 �̇�𝐶𝑂2,𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑑,𝑡 =  𝛼𝑐𝑎𝑝,𝑡�̇�𝐶𝑂2,𝑡 (A12) 

∀ 𝑡 ∈ 𝑇 𝛼𝑐𝑎𝑝,𝑡 ≤ 𝜃𝑑𝑒𝑠 (A13) 

∀ 𝑡 ∈ 𝑇 �̇�𝐶𝑂2,𝑟𝑒𝑙𝑒𝑎𝑠𝑒𝑑,𝑡 =  �̇�𝐶𝑂2,𝑡 − �̇�𝐶𝑂2,𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑑,𝑡 (A14) 

∀ 𝑡 ∈ 𝑇 𝑃𝑝𝑐𝑐,𝑟𝑒𝑏𝑜𝑖𝑙𝑒𝑟,𝑡 =  �̇�𝐶𝑂2,𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑑,𝑡  × 𝑄𝑝𝑐𝑐,𝑟𝑒𝑏𝑜𝑖𝑙𝑒𝑟 × 𝜂𝑟𝑒𝑏𝑜𝑖𝑙𝑒𝑟  (A15) 

∀ 𝑡 ∈ 𝑇 𝑃𝑝𝑐𝑐,𝑝𝑢𝑚𝑝,𝑡 =  𝑄𝑝𝑐𝑐,𝑝𝑢𝑚𝑝 �̇�𝐶𝑂2,𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑑,𝑡   (A16) 

∀ 𝑡 ∈ 𝑇 𝑃𝑝𝑐𝑐,𝑐𝑜𝑜𝑙𝑒𝑟,𝑡 =  𝑄𝑝𝑐𝑐,𝑐𝑜𝑜𝑙𝑒𝑟 × 𝑚̇
𝐶𝑂2,𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑑,𝑡 × 𝜂𝑐𝑜𝑜𝑙𝑒𝑟  (A17) 

CO2 Compression 

∀ 𝑖 ∈ [1,14] 

∀ 𝑡 ∈ 𝑇 

𝑦𝐶𝑂2−𝑐𝑜𝑚𝑝,𝑖,𝑡 = 𝑎𝑖 + 𝑏𝑖𝑢𝐶𝑂2−𝑐𝑜𝑚𝑝,𝑡 + 𝑐𝑖𝑢𝐶𝑂2−𝑐𝑜𝑚𝑝,𝑡
2 + 𝑑𝑖𝑢𝐶𝑂2−𝑐𝑜𝑚𝑝,𝑡

3  

(A18) 

Electrolyzer 

∀ 𝑡 ∈ 𝑇 𝐻2,𝑝𝑟𝑜𝑑,𝑡 = 𝐸𝑙𝑒𝑐𝑐𝑎𝑝𝐸𝑙𝑒𝑐𝑢𝑡𝑖𝑙,𝑡𝜂𝑒𝑙𝑒𝑐 (A19) 

H2 Comp 

∀ 𝑖 ∈ {1,2} 

∀ 𝑡 ∈ 𝑇 

𝑃𝑐𝑜𝑚𝑝,𝑖,𝑡 = (100𝑧𝑖 ∗
𝑘

𝑘 − 1
)

𝐻2,𝑝𝑟𝑜𝑑,𝑡𝑅𝑇𝑖,𝑖𝑛

𝑀𝑊𝐻2
𝜂𝑐𝑜𝑚𝑝,𝐻2

 (𝛽𝑡

𝑘−1
𝑘 − 1) 

(A20) 

∀ 𝑡 ∈ 𝑇 

𝛽𝑡 = √
𝑃𝐻2,𝑡

30
 

(A21) 

∀ 𝑖 ∈ {1,2} 

∀ 𝑡 ∈ 𝑇 
𝑇𝑖,𝑜𝑢𝑡,𝑡 = 𝑇𝑖,𝑖𝑛 (

𝛽𝑡

𝑘−1
𝑘 − 1

 𝜂𝑐𝑜𝑚𝑝,𝐻2

+ 1) 

(A22) 

∀ 𝑖 ∈ {1,2,3} 

∀ 𝑡 ∈ 𝑇 

𝑄𝑐𝑤,𝑖,𝑡 = 𝐻2,𝑝𝑟𝑜𝑑,𝑡𝐶𝑝,𝐻2
(𝑇𝑖,𝑜𝑢𝑡,𝑡 − 𝑇𝑖+1,𝑖𝑛) 

(A23) 

∀ 𝑡 ∈ 𝑇 𝑑𝜌𝐻2,𝑡

𝑑𝑡
=

𝐻2,𝑝𝑟𝑜𝑑,𝑡 − 𝐻2,𝑖𝑛𝑗,𝑡

𝑉𝐻2

 
(A24) 
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∀ 𝑡 ∈ 𝑇 
𝜌𝐻2,𝑡 =

𝑃𝐻2,𝑡𝑀𝑊𝐻2

𝑧2𝑅𝑇𝑠𝑡𝑜𝑟𝑎𝑔𝑒
 

(A25) 

 𝜌𝐻2,𝑖𝑛𝑡 = 𝜌𝐻2,𝑓𝑖𝑛𝑎𝑙 (A26) 

∀ 𝑡 ∈ 𝑇 𝐻2,𝑝𝑟𝑜𝑑,𝑡 ∙ 𝐻2,𝑖𝑛𝑗,𝑡 ≤ 100 (A27) 
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APPENDIX IV 

Table 4A. Parameters for Costing of Cylindrical Hydrogen Vessel 

Parameter Horizontal Process Vessels Vertical Process Vessels 

k1 3.5565 3.4974 

k2 0.3776 0.4485 

k3 0.0905 0.1074 

B1 1.49 2.25 

B2 1.52 1.82 
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The result generated and plotted from aspen in the development of the steady state electrolyzer 

model using aspen plus and aspen custom modeler [42]. The effects of temperature at a fixed 

pressure and pressure at a fixed temperature are investigated for hydrogen production, efficiency, 

and power consumption term. 

      

 

Figure 4A. Effect of temperature on an AEL stack performance at 7 bars: a) Polarization curve 

and stack power required; b) Heat generated, heat required and excess heat; c) Hydrogen flow rate 

and hydrogen crossover (HTO). 
 

 

 



78 

         

 

 

Figure 4B. Effect of pressure on an AEL stack performance at 75oC: a) Polarization curve and 

stack power required; b) Heat generated, heat required and excess heat; c) Hydrogen flow rate and 

hydrogen crossover (HTO). 
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max 𝑁𝑃𝑉 = 𝑃𝐴,𝑓  ∑ 𝑅𝐸𝑉𝐸𝑁𝑈𝐸𝑡

𝑡∈𝑇

− 𝐶𝐴𝑃𝐸𝑋 
(B1) 

 
𝑃𝐴,𝑓 =

(1 + 𝑖)𝑛 − 1

𝑖(1 + 𝑖)𝑛
∙

1

(1 + 𝑖)𝑛
 

(B2) 

∀ 𝑡 ∈ 𝑇 𝑅𝐸𝑉𝐸𝑁𝑈𝐸𝑡 = 𝐿𝑀𝑃𝑡𝑃𝑔𝑟𝑖𝑑,𝑡 − 𝐶𝑁𝐺𝑁𝐺𝑡 − 𝐶𝐶𝑂2
𝐶𝑂2,𝑟𝑒𝑙𝑒𝑎𝑠𝑒𝑑 − 𝑂𝑃𝐸𝑋𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒

− 𝑂𝑃𝐸𝑋𝑓𝑖𝑥𝑒𝑑 (B3) 

∀ 𝑡 ∈ 𝑇 𝑃𝑔𝑟𝑖𝑑,𝑡 = 𝑃𝑔𝑟𝑜𝑠𝑠,𝑡 − 𝑃𝑐𝑜𝑛𝑠,𝑡 (B4) 

Aeroderivative Gas Turbine 

∀ 𝑡 ∈ 𝑇 𝐸𝑓𝑓𝑡 = 0.2556 + 8𝑒−6𝑃𝑜𝑢𝑡𝑝𝑢𝑡,𝑡 − 1𝑒−10𝑃𝑜𝑢𝑡𝑝𝑢𝑡,𝑡
2  (B6) 

∀ 𝑡 ∈ 𝑇 
 𝐸𝑓𝑓𝑡 =

𝑊𝑜𝑟𝑘 𝑂𝑢𝑡𝑝𝑢𝑡(𝑃𝑜𝑤𝑒𝑟 𝑝𝑟𝑜𝑑𝑢𝑐𝑒𝑑) 𝑀𝑊𝑒,𝑡

𝐻𝑒𝑎𝑡 𝐼𝑛𝑝𝑢𝑡 𝑀𝑊𝑡ℎ, 𝑡
 

(B7) 

∀ 𝑡 ∈ 𝑇 
𝐻𝑒𝑎𝑡 𝐼𝑛𝑝𝑢𝑡 (𝑀𝑊𝑡ℎ), 𝑡 = ∑ 𝐿𝐻𝑉𝑓 ∗ 𝐹𝑢𝑒𝑙 𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒𝑓,𝑡

𝑓∈𝐻2,𝑁𝐺

 
 

∀ 𝑡 ∈ 𝑇 
𝐹𝑢𝑒𝑙 𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒𝑓 (

𝑘𝑔

ℎ𝑟
)

𝑡
= 𝑥𝑓,𝑡𝜌𝑓𝑉𝑇 

 

∀ 𝑡 ∈ 𝑇 
∑ 𝑥𝑓,𝑡 =100

𝑓∈𝐻2,𝑁𝐺

 
 

Electrolyzer 

∀ 𝑡 ∈ 𝑇 
𝐸𝑈𝑡  =

𝐻𝑦𝑑𝑟𝑜𝑔𝑒𝑛 𝑃𝑟𝑜𝑑𝑢𝑐𝑑𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒𝑡 

𝑀𝑎𝑥 𝐻𝑦𝑑𝑟𝑜𝑔𝑒𝑛 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒
 

(B8) 

∀ 𝑡 ∈ 𝑇 𝐻𝑦𝑑𝑟𝑜𝑔𝑒𝑛 𝑃𝑟𝑜𝑑𝑢𝑐𝑑𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒𝑡 ≤ 𝑀𝑎𝑥 𝐻𝑦𝑑𝑟𝑜𝑔𝑒𝑛 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 (B9) 

∀ 𝑡 ∈ 𝑇 𝑆𝐶𝑡 = 89.54 − 135.17𝐸𝑈𝑡 + 189.04𝐸𝑈𝑡
2 − 80.76𝐸𝑈𝑡

3 (B10) 

∀ 𝑡 ∈ 𝑇 𝐴𝑐𝑡𝑢𝑎𝑙 𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑧𝑒𝑟 𝐿𝑜𝑎𝑑𝑡 = 𝑆𝐶𝑡 ∗ 𝐻𝑦𝑑𝑟𝑜𝑔𝑒𝑛 𝑃𝑟𝑜𝑑𝑢𝑐𝑑𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒𝑡 (B11) 

∀ 𝑡 ∈ 𝑇 𝑀𝑎𝑥 𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑧𝑒𝑟 𝐿𝑜𝑎𝑑 =  𝑆𝐶 ∗ 𝑀𝑎𝑥 𝐻𝑦𝑑𝑟𝑜𝑔𝑒𝑛 𝑃𝑟𝑜𝑑𝑢𝑐𝑑𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒  (B12) 

H2 Compressor 
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∀ 𝑖 ∈ {1,2} 

∀ 𝑡 ∈ 𝑇 

𝑃𝑐𝑜𝑚𝑝,𝑖,𝑡 = (100𝑧𝑖 ∗
𝑘

𝑘 − 1
)

𝐻2,𝑝𝑟𝑜𝑑,𝑡𝑅𝑇𝑖,𝑖𝑛

𝑀𝑊𝐻2
𝜂𝑐𝑜𝑚𝑝,𝐻2

 (𝛽𝑡

𝑘−1
𝑘 − 1) 

(B13) 

∀ 𝑡 ∈ 𝑇 

𝛽𝑡 = √
𝑃𝐻2,𝑡

30
 

(B14) 

∀ 𝑖 ∈ {1,2} 

∀ 𝑡 ∈ 𝑇 
𝑇𝑖,𝑜𝑢𝑡,𝑡 = 𝑇𝑖,𝑖𝑛 (

𝛽𝑡

𝑘−1
𝑘 − 1

 𝜂𝑐𝑜𝑚𝑝,𝐻2

+ 1) 

(B15) 

∀ 𝑖 ∈ {1,2,3} 

∀ 𝑡 ∈ 𝑇 

𝑄𝑐𝑤,𝑖,𝑡 = 𝐻2,𝑝𝑟𝑜𝑑,𝑡𝐶𝑝,𝐻2
(𝑇𝑖,𝑜𝑢𝑡,𝑡 − 𝑇𝑖+1,𝑖𝑛) 

(B16) 

∀ 𝑡 ∈ 𝑇 𝑑𝜌𝐻2,𝑡

𝑑𝑡
=

𝐻2,𝑝𝑟𝑜𝑑,𝑡 − 𝐻2,𝑖𝑛𝑗,𝑡

𝑉𝐻2

 
(B17) 

∀ 𝑡 ∈ 𝑇 
𝜌𝐻2,𝑡 =

𝑃𝐻2,𝑡𝑀𝑊𝐻2

𝑧2𝑅𝑇𝑠𝑡𝑜𝑟𝑎𝑔𝑒
 

(B18) 

 𝜌𝐻2,𝑖𝑛𝑡 = 𝜌𝐻2,𝑓𝑖𝑛𝑎𝑙 (B19) 

∀ 𝑡 ∈ 𝑇 𝐻2,𝑝𝑟𝑜𝑑,𝑡 ∙ 𝐻2,𝑖𝑛𝑗,𝑡 ≤ 100 (B20) 
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Supplementary Optimization Results 

  

 

 

 

Figure 4C. Power and hydrogen flowrate profile for 10 days period for Case 3; a. Fuel 

composition trend b. Hydrogen flowrate trend. c. Gross power GT power trend 
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Figure 4D. Power and hydrogen flowrate profile for 10 days period for Case 4; a. Fuel 

composition trend b. Hydrogen flowrate trend. c. Gross power GT power trend 
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