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ABSTRACT 
 

Key performance indicators (KPIs) are frequently used by businesses to control their 

operations. Despite the abundance of metrics, it can be challenging for businesses to pinpoint 

the ones that are most important to their success. This is an issue for the industry because 

trivial KPIs can result in management insights that are incorrect. 

In today's data-driven world, organizations are constantly seeking ways to improve their 

performance and stay ahead of the competition. Key Performance Indicators (KPIs) are 

essential tools that help businesses measure their progress towards achieving their goals. 

However, with the vast amount of data available, it can be challenging to identify the most 

relevant KPIs and make informed decisions based on them. This is where machine learning 

comes in. By applying machine learning algorithms to KPI data, organizations can develop a 

more data-driven strategy that is tailored to their specific needs. This thesis aims to explore 

the potential of machine learning in KPI analysis and provide insights into how it can be used 

to improve business performance. 

The strategy involves collecting and analyzing historical data to identify patterns and trends in 

KPIs, and using this information to develop predictive models that can forecast future KPI 

performance. This dissertation also discusses the importance of selecting appropriate KPIs 

as well as the need for ongoing monitoring and refinement of the data strategy. The proposed 

approach has the potential to improve financial decision-making by providing more accurate 

and timely insights into KPI performance. 
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1. INTRODUCTION 
 

Some of the most successful and powerful companies in the current global financial climate 

have made use of their analytical skills to gain a competitive edge through improved 

operations and customer insights [1]. As a result of such businesses demonstrating the 

potential of these cutting-edge technologies, other firms are devoting time and resources to 

enhancing their skills in areas like analytics, machine learning, and big data. 

Finance management has utilized several of these methods to boost financial performance 

among sectors through improved demand forecasting using machine learning. Although these 

technologies contribute to wealth creation, they can also make a company's finances more 

complex. For this reason, in today's highly digitalized world, many business executives look 

for straightforward, quantifiable metrics to manage their teams. KPIs give businesses the 

ability to quantify and evaluate the state of the various company functions. Finance 

professionals are looking into ways to use machine learning to choose the metrics that are 

ideal for managing a company's finances because they recognize the value of performance 

metrics and the need for clarity. KPIs can also act as predictive indicators that can support in 

detecting when a company is going to fall short of their business objectives [2]. 

While executives and finance specialists rush to apply these strategies, it is crucial to 

remember  that how these practices are used and implemented is just as crucial as the 

technologies themselves. Money spent on AI and machine learning alone is insufficient. 

Instead of picking a technology and expecting for a competitive advantage to follow, 

businesses should concentrate on leveraging these technologies to aid in the development of 

their strategies and the implementation of these new initiatives. KPIs are particular 

measurement that businesses should take into account when creating these tools in order to 

match them with their corporate goals [3].  

One of the key benefits of using machine learning to analyze KPIs is that it can help 

businesses identify patterns and trends that may not be immediately apparent. For example, 

machine learning algorithms can identify correlations between different KPIs, such as revenue 

and customer satisfaction, that may not be obvious to human analysts. This can help 

businesses make more accurate predictions about future performance and identify areas 

where they need to focus their efforts. Additionally, machine learning can help businesses 

identify outliers and anomalies in their data, which can be a sign of potential problems or 

opportunities. Overall, developing a finance KPI data-driven strategy by applying machine 

learning to KPIs can help businesses make more informed decisions and improve their 

financial performance. 
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The use of KPIs is becoming increasingly crucial as technologies advance and management 

teams have easier access to data. These factors make it clear that companies should look for 

data-driven methods to identify the appropriate measures to measure their company's 

success. 

 

Problem Statement 

The problem statement highlights the use of a dataset that contains over 200 financial 

indicators for all the stocks of the US stock market [4]. The dataset was collected from Kaggle 

and the original financial indicators were scraped from Financial Modeling Prep API by the 

Kaggle author. The objective of the study is to evaluate the impact of metrics from financial 

statements, such as profit and loss and balance sheet, on forecasting revenue using machine 

learning. The analysis and logic used in this study can be applied by any company by adjusting 

the KPIs according to their needs.  

The study aims to help companies identify the KPIs that are driving success and remove those 

that are not. With access to thousands of data points, companies can gain valuable insights 

into their finance management and streamline their performance measurements. By narrowing 

down the list of the most important performance measurements, companies can minimize 

confusion caused by insignificant measures. This approach can help companies optimize their 

operations and improve their overall performance.  

Overall, the problem statement highlights the importance of using data-driven approaches to 

evaluate financial indicators and identify the most important KPIs for a company's success. 

By leveraging machine learning and analyzing financial statements, companies can gain 

valuable insights into their operations and streamline their performance measurements. This 

approach can help companies optimize their operations and improve their overall 

performance, ultimately leading to increased revenue and profitability. 

Though there are numerous frameworks and methods for evaluating and ranking KPIs, this 

study will use machine learning techniques to determine which among the provided measures 

is the most statistically significant when taking the company's primary objective into account. 

This strategy will be consistent with conventional predictive modeling methods which involve 

choosing the outcome parameter the business wants to enhance and then performing analysis 

to determine which independent features have the greatest influence on this dependent 

variable. Which of the finance metrics has the greatest influence on the revenue? That 

question will be answered by this study. 
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My theory is that machine learning techniques can help the business determine which 

indicators prove most important in reaching a quantifiable goal and can assist in predicting 

how it will perform in the future. The results of this study will show how to use different machine 

learning techniques on an example data set. It will also discuss various statistical models' 

fundamental underlying methodologies. The explanations and cases offered can be used as 

a guideline.  

 

2. THEORETICAL BACKROUND 
 

In order to monitor revenue performance, we need to choose the KPIs that will have the 

greatest effect from a list of existing metrics. The first section of this literature review will define 

a KPI and explain how it relates to Finance. This will be followed by a short discussion of the 

methods currently in use for choosing and ranking KPIs. The next section will discuss machine 

learning-based alternatives to the current ranking and selection procedures. The conclusion 

of this evaluation will clearly outline the next step that can be taken in order to remedy the 

stated problem. 

2.1. KPIs in Finance 

A key performance indicator is a measure of quality that allows success of various businesses 

or employees to be compared across baselines. KPIs should be connected to profitability or a 

strategic objective to show that reaching a certain figure is important and capable of 

illuminating a precise goal for the company to work toward. The most important aspects of 

KPIs are that they shouldn't be overused or overly complex, as both of these can bring users 

astray. The net profit margin, that transforms net profit to a revenue percentage, is one widely 

used KPI [5]. 

In spite of the development of new tools, KPIs are still frequently used today. When they are 

chosen and created properly, they serve as a very useful support to the domains that need 

attention and can identify possible underlying issues [6]. However, KPIs can be changed to 

better suit business requirements as novel innovations and even more data become available. 

New methods of data collection make it possible to gather more data and build fresh KPIs for 

evaluating effectiveness. As an example, adding a video sensor may help gather more 

information for analysis and help create new KPIs, like more precise root causes of damaged 

shipments. 

However, there can exist drawbacks to relying entirely on KPIs for guidance in decisions and 

assessing progress toward a goal. Completely focusing on achieving outstanding KPI results 
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might not lead to the right outcome Furthermore, KPIs aren't always consistent with one 

another. Departments occasionally may have opposing goals in reaching excellent KPI 

outcomes [7].  

Finance professionals are constantly seeking ways to improve their decision-making 

processes. One of the most effective ways to achieve this is by using Key Performance 

Indicators (KPIs) to measure and track financial performance. However, with the increasing 

volume of financial data available, it can be challenging to identify the most relevant KPIs and 

interpret the data accurately. This is where machine learning comes in. By leveraging 

advanced algorithms and statistical models, machine learning can help finance professionals 

identify the most critical KPIs and provide insights into financial performance that would be 

difficult to obtain through traditional methods. In this article, we will explore the role of machine 

learning in KPI analysis and how it can help finance professionals make better decisions. 

Organizations can choose from a wide variety of KPIs, so the issue is: how can analytical 

techniques be most effectively used to choose the KPI that will have the biggest impact on the 

underlying management focus? We'll go over a few of the methods that are frequently used 

to choose and forecast performance measures in the section that follows.  

 

2.2.  Financial Statements in scope 

The metrics in this study will be categorized based on their location in either the profit and loss 

statement or the balance sheet. To accomplish this, it is crucial to understand the significance 

of these financial statements and the information they provide. Therefore, it is necessary to 

gain a comprehensive understanding of the purpose and importance of these statements. 

Profit and loss statement, often called an income statement, displays a company's sales, 

costs, and net gain or loss during a given time period. It is a summary of a business's financial 

performance over a specific time period, typically a quarter or a year. The statement shows 

the company's revenue, cost of goods sold, gross profit, operating expenses, and net income 

or loss. 

The assets, liabilities, and equity of a firm are displayed on a balance sheet, which is a financial 

statement. It provides a snapshot of a company's financial position at a particular moment. 

The statement shows the company's assets, such as cash, accounts receivable, inventory, 

and property, plant, and equipment. It also shows the company's liabilities, such as accounts 

payable, loans, and other debts. Finally, it shows the company's equity, which is the difference 

between its assets and liabilities. 
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In summary, the profit and loss statement show a company's financial performance over a 

specific period, while the balance sheet shows its financial position at a particular point in time. 

Both statements are essential for understanding a company's financial health and making 

informed decisions about its future. 

 

2.3. Current Methods for KPI Review and Selection 

Key Performance Indicators (KPIs) are essential tools for measuring the success of any 

business or organization. They provide valuable insights into the performance of various 

aspects of the business, enabling decision-makers to make informed decisions and take 

appropriate actions. However, selecting the right KPIs can be a daunting task, as there are 

numerous factors to consider, such as the business objectives, industry standards, and 

available data sources. To address this challenge, various methods have been developed for 

KPI review and selection. These methods can be broadly classified into three categories: data-

driven approach, expert-driven approach, and hybrid approach. We will explore each of these 

methods in detail and discuss their advantages and limitations. [8] 

 

2.3.1. Data-driven approach 

A data-driven approach is a method of decision-making that relies on analyzing historical data 

to identify the most relevant key performance indicators (KPIs) for a particular business or 

industry. This approach involves using machine learning algorithms to identify patterns and 

correlations in the data, which can help to identify the most important KPIs. [9] 

The first step in a data-driven approach is to gather and analyze historical data. This data can 

come from a variety of sources, including customer data, sales data, financial data, and 

operational data. Once the data has been collected, it is analyzed using machine learning 

algorithms to identify patterns and correlations. 

The next step is to identify the most relevant KPIs for the business or industry. This can be 

done by analyzing the data and identifying the metrics that have the greatest impact on the 

business. For example, if a business is focused on increasing sales, the most relevant KPIs 

might be revenue, customer acquisition, and customer retention. 

Once the most relevant KPIs have been identified, they can be used to guide decision-making 

and measure performance. By tracking these KPIs over time, businesses can identify trends 

and make data-driven decisions to improve their performance. 
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Overall, a data-driven approach is a powerful tool for businesses and industries looking to 

improve their performance. By analyzing historical data and identifying the most relevant KPIs, 

businesses can make informed decisions and drive growth and success. 

In our study of the literature, we identified two distinct approaches: multi-criteria decision 

making and linear programming. (MCDM). 

 

2.3.1.1. Multi-Criteria Decision Making 

Operations research frequently employs a technique known as multi-criteria decision making 

(MCDM), also known as multi-criteria decision analysis (MCDA), to assist end users in making 

the best choice by weighing a variety of factors [10]. MCDM can be divided into two additional 

groups; multi-attribute decision making (MADM), that concentrates on issues where the set of 

choice options have been previously established., and multi-objective decision making 

(MODM), that is utilized when there are several objective functions. Data envelopment 

analysis and the analytical hierarchy process are two instances of MADMs that have been 

used to evaluate operations metrics in the literature that we reviewed. 

Data envelopment analysis (DEA) measures the input output effectiveness relation on how 

well an objective item is at the optimal level using a linear programming-based model. DEA is 

frequently used in manufacturing settings to basically create a frontier, also known as the best 

trajectory output line. The output is not operating at its best if its performance is not on the 

frontier line. This can help management determine which quantifiable items need to be 

improved and in which way [11]. Instead of determining the relative importance of different 

input variables, this method analyzes and assesses the effectiveness of certain outputs based 

on a variety of input variables and the extent to which the result might be enhanced. 

The DEA technique is effective at assessing efficiency performance and identifying areas that 

need improvement. However, because the method combines all variables to make a 

formulation, it is not appropriate for determining the significance of specific parameters or 

choosing and ranking the input metric that could have the biggest effect on the final KPI. There 

are also hybrid DEA versions that combine various theories. These theories, however, 

continue to be grounded in DEA, which is irrelevant to ranking and choosing the essential 

performance measurements which have the biggest effects on the goal function. 

The most popular MCDM technique is called the analytical hierarchy process (AHP), and 

thousands of papers have been written on its various uses [12]. AHP is a framework for making 

decisions that enables individuals to divide issues into stages. [13]. According to a set of 

standards they called SMART (specific, measurable, achievable, relevant, and time-bound), 
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a comparison of all the indicators and KPI groups in pairs was created and found to produce 

a vector where every component has a weighting. A ranking of the 20 areas' indicators 

performance emerged [14]. The study demonstrated the usefulness of a rank-based method 

for choosing KPIs; nevertheless, considering the dataset's limitations, other techniques must 

be used to rank the different metrics in our study accurately. 

 

2.3.1.2. Linear Programming 

Finding the best answer to a goal function provided multiple linear constraints is frequently 

done using linear programming. [15]. Integer linear programming, wherein only integers may 

be taken into account for the function's variables of choice, and mixed integer linear 

programming, wherein just a few variables of choice are integers, are two examples of different 

types of linear programming. A strategy centered on reducing the number of measures 

required to satisfy the information needs they has been established. This process was chosen 

because it uses a mathematical equation to determine how many KPIs to use, as opposed to 

alternative processes like the analytical hierarchy process, which focuses primarily on 

subjective metrics. It was recognized that KPI selection is frequently subjective in nature[16]. 

The following step involved measuring and choosing KPIs according to three factors: 

sensitivity, explanatory power, and interval divergence. These results were computationally 

derived, the project's challenge and dataset render this approach inappropriate for the project 

because it requires a carefully constructed dataset and specialized software. 

 

2.3.2. Expert-driven approach 

The expert-driven approach is a method of identifying the most important key performance 

indicators (KPIs) for a particular business or industry. This approach involves consulting with 

subject matter experts who have extensive knowledge and experience in the field to determine 

the most relevant KPIs that should be tracked and measured. 

The experts are typically individuals who have a deep understanding of the industry, the 

business processes, and the key drivers of success. They may include executives, managers, 

analysts, or consultants who have worked in the industry for many years and have a wealth of 

knowledge and expertise. 

The first step in the expert-driven approach is to identify the experts who will be consulted. 

These experts may be internal or external to the organization, and they should have a broad 

range of knowledge and experience in the industry. Once the experts have been identified, 
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they are typically interviewed or surveyed to gather their insights and opinions on the most 

important KPIs for the business or industry. 

The next step is to use machine learning algorithms to validate and refine the KPIs identified 

by the experts. Machine learning algorithms can analyze large amounts of data and identify 

patterns and trends that may not be immediately apparent to human experts. This can help to 

ensure that the KPIs identified are truly the most important ones for the business or industry. 

Overall, the expert-driven approach is a valuable method for identifying the most important 

KPIs for a business or industry. By consulting with subject matter experts and using machine 

learning algorithms to validate and refine the KPIs, organizations can ensure that they are 

tracking the metrics that truly matter and are most likely to drive success. 

 

2.3.3. Hybrid approach 

The hybrid approach is a method that combines the strengths of both data-driven and expert-

driven approaches to identify the most important key performance indicators (KPIs) for a 

business. The data-driven approach involves using machine learning algorithms to analyze 

historical data and identify potential KPIs. This approach is useful because it can uncover 

patterns and relationships in the data that may not be immediately apparent to human experts. 

 

However, the data-driven approach has limitations. It may identify KPIs that are not relevant 

to the business or that do not align with the business's goals and objectives. This is where the 

expert-driven approach comes in. Subject matter experts can review the potential KPIs 

identified by the machine learning algorithms and validate them based on their knowledge and 

experience. They can also refine the KPIs to ensure that they are relevant and aligned with 

the business's goals. 

The hybrid approach is beneficial because it combines the strengths of both approaches. It 

allows businesses to leverage the power of machine learning algorithms to analyze large 

amounts of data and identify potential KPIs, while also ensuring that the KPIs are relevant and 

aligned with the business's goals. This approach can help businesses make more informed 

decisions and improve their performance by focusing on the most important KPIs. 

 

2.4. Feature Selection and Ranking in Machine Learning Models 

Machine learning has revolutionized the way we approach data analysis and decision-making. 

One of the key challenges in machine learning is selecting the most relevant features from a 
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large set of potential predictors. Feature selection and ranking are critical steps in the machine 

learning pipeline, as they help to reduce the dimensionality of the data and improve the 

accuracy and interpretability of the models. In recent years, there has been a growing interest 

in developing machine learning models specifically for feature selection and ranking. These 

models use various techniques such as filter, wrapper, and embedded methods to identify the 

most informative features and rank them based on their importance. We will explore some of 

the popular machine learning models for feature selection and ranking and discuss their 

strengths and limitations. 

 

2.4.1. Backward Elimination 

Our study will now focus on techniques for choosing these metrics now that two distinct 

strategies for ranking KPIs have been identified. A common step function method called 

forward selection is comparable to backward elimination. In both cases, a collection of 

independent variables is recursively regressed against the dependent variable until only those 

independent variables that are statistically significant are left [19]. 

Backward elimination starts with all the independent variables provided, eliminates the one 

that is least significant when estimating the dependent variable, updates the model with the 

available independent variables, and continues this process until there aren’t any more 

insignificant independent variables left [19]. The process of forward selection starts with the 

construction of a univariable model for each independent variable, followed by selecting the 

univariable model with the highest level of significance, the regressing of the remaining 

independent variables, as well as the selection of the most important independent variables 

to be included to the model until there are not any additional independent variables to include. 

Although both of these methods can identify important variables, many statisticians favor the 

backward elimination model when the independent variables are collinear [20]. 

Being that it functions as an extension for numerous linear regression models, backward 

elimination is also a compelling feature selection algorithm. MLR has become one of the most 

widely used statistical modeling methods in use nowadays, as was previously mentioned. 

Such models give analysts and businesses visibility on the manner that each independent 

variable affects the prediction of a dependent variable through individually assigned p-values 

and coefficients. This feature selection method will be easy, affordable, and understandable 

because backward elimination methods are accessible in many open-source R packages.  
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2.4.2. Least Angle Selection and Shrinkage Operator 

This is also a feature selection method. Although this method could be applied to any dataset 

with at least ten independent variables, LASSO is typically employed with high-dimensional 

datasets at which the quantity of independent variables exceeds the quantity of individual 

records. [19]. 

Regularization is how LASSO technique chooses features for a model [20]. The factors that 

have a non-zero coefficient at the conclusion of the shrinkage process are those that are 

chosen for the model. Regularization is a potent idea that, by reducing collinearity between 

chosen independent variables, diminishes prediction error and lowers the possibility of model 

to overfit [22]. Similar to LASSO, ridge regression also uses a shrinkage technique, but only 

reduces rather than eliminates the regression coefficients [21]. 

2.4.3. MLR 

Multiple linear regression (MLR) is a statistical modeling technique that is frequently employed. 

MLR is a statistical method that "uses various explanatory variables to forecast the result of a 

response variable." [17]. The independent variables in this meaning are going be the variables 

that explain the outcome, and the dependent variable is going be the response variable. MLR 

generates a forecast for the dependent variable using the values of the independent variables 

and is frequently employed when the amount of observations is greater than the number of 

variables [18]. With the help of MLR, users can quickly understand the importance of a given 

value when predicting the result of the response variable (p-value) as well as the effect that 

the variables that explain the outcome have on the response variable as it changes in 

measure. (coefficient). Professionals from a variety of sectors frequently use MLR due to its 

simple interpretation. This model does have some drawbacks, though. For instance, MLR 

suggests that the independent variables don't have an overly correlated and that the 

dependent and independent variables have a linear relationship. Therefore, when using this 

method, appropriate modeling techniques like testing for linearity and multicollinearity have to 

be used. 

 There are several methods to gauge an independent variable's significance within an MLR 

model. However, there is a straightforward method to determine this measure using software 

libraries, like the caret package in R. Every parameter is ranked according to the absolute 

value of the t-statistic using the caret technique. Each independent variable will be given a 

ranking by this method, which may be compared to the outcomes of the variable rankings 

supplied from different statistical models. 
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2.4.4. Random Forest 

This model analyzes datasets with a variety of observations and variables and ranking the 

significance of each variable [18]. With Random Forest models, nonlinearities can be 

evaluated without having to formally model them, unlike with MLR. As a tree-based model, it 

is dependent on regression trees that continuously divide the data, resulting in a regression 

function that is constructed on a multidimensional step function. 

There are two methods for ordering Random Forest variables. The Gini importance method, 

which ranks features based to their average impurity reduction whenever variables are split, 

was the first variable importance measure examined. Although this method of variable ranking 

is frequently employed, some split variables may cause the variable importance measures to 

become biased. The second technique, known as MSE reduction, ranks variables based on 

how well they forecast outcomes. Using R's Random Forest package, both metrics can be 

discovered. 

2.5. Literature Review Outline 

Overall, machine learning can be a powerful tool for KPI review and selection, as it can help 

to identify patterns and correlations in data that may not be immediately apparent to human 

analysts. However, it is important to ensure that the machine learning algorithms are properly 

trained and validated to ensure that the KPIs identified are accurate and relevant. 

 Our analysis considered backward elimination and LASSO as techniques for choosing and 

removing KPIs from the dataset, as well as multiple linear regression and random forest as 

techniques for ranking the KPIs. The focus of this study will now shift to using these machine 

learning techniques to address the stated issue. 

 

3. IMPLEMENTATION FRAMEWORK 
 

The first part of this study examines the dataset and talks about the procedures used to verify 

and clean the data. The four various modeling approaches are then thoroughly discussed, and 

we then talk about how we will compare the results for each model. This section will outline a 

clear course of action for addressing the issue statement of determining the most effective 

way to choose KPIs using statistical modeling and machine learning. 

The methodology used in this dataset involves collecting financial indicators for all the stocks 

of the US stock market. The dataset contains over 200 financial indicators that have been 

scraped from the Financial Modeling Prep API [4]. These indicators are the same ones found 
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in the 10-K filings that publicly traded companies release yearly. The dataset covers the date 

range of 2014-2018 and contains 22077 observations. Originally, there were 224 columns in 

the dataset. but the author created two groups of columns, one for the metrics found in the 

balance sheet and one for the metrics found in the profit and loss statements [Figure 3].  

Overall, using financial indicators found in the 10-K filings, the author is able to create a 

comprehensive dataset that covers a wide range of metrics. By focusing on the metrics that 

have the biggest impact on revenue, the author is able to create a more accurate forecast. 

The table included in the dataset makes it easy to understand which metrics are included and 

where they are found in the financial statements. 

 

 

 

 

Figure 3: Profit & Loss and Balance Sheet Dataframes 

 

3.1. Preprocessing 

Prior to applying statistical modeling to a dataset, it is crucial to carefully examine the data 

points for abnormalities and trends which might have an impact on the model's results.  

Preprocessing is crucial in machine learning because it helps to improve the quality of the data 

and make it more suitable for analysis. The main reasons why preprocessing is important are 

[23]: 

1. Data cleaning: Preprocessing helps to remove any irrelevant or duplicate data, as well as 

any outliers or errors that may affect the accuracy of the model. 

2. Data normalization: Preprocessing helps to scale the data so that it is consistent and 

comparable across different features. This is important because some features may have a 

larger range of values than others, which can skew the results. 
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3. Feature selection: Preprocessing helps to identify the most important features that are 

relevant to the problem being solved. This can help to reduce the dimensionality of the data 

and improve the accuracy of the model. 

4. Data transformation: Preprocessing helps to transform the data into a format that is more 

suitable for analysis. For example, text data may need to be converted into numerical data 

before it can be used in a machine learning model. 

Overall, preprocessing is crucial in machine learning because it helps to ensure that the data 

is accurate, consistent, and relevant to the problem being solved. This can help to improve 

the accuracy of the model and make it more effective in making predictions or classifications. 

 

3.1.1. Removing Outliers 

The provided dataset had outliers that needed to be removed, so we will briefly discuss the 

significance of this step. If an entry in a dataset experienced an anomaly, or if the data were 

incorrectly collected, an outlier may appear.  

A ranking above one for a measure that ranges between zero and one, for instance, would 

likely represent an error in the data gathering, whereas a really bad performance for one 

specific line-item would possibly be recognized as an outlier. 

Using mathematical functions like z-scores or interquartile range (IQR) to find and remove 

outlier entries from a dataset is a prevalent practice. These mathematical procedures 

determine the distribution of the data, and they then omit records that are discovered outside 

of an analyst-specified boundary [24]. The statistical models' capacity to detect variability 

between variables will be reduced by eliminating these outliers. But it also generates a dataset 

that is less skewed by anomalies and potential data collection errors, which eventually results 

in a more accurate predictive model. 

 

 

Figure 3.1.1: Removing Outliers Function 

 

In this case a function in Python was used that removes outliers from a given DataFrame 

called "initial_df" [Figure 3.1.1]. The function uses the z-score method to identify outliers. The 
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z-score is a measure of how many standard deviations a data point is from the mean. The 

function first calculates the z-score for each data point in the DataFrame using the 

"stats.zscore" function from the "scipy" library. Then, it checks if the absolute value of the z-

score is less than 3 for each data point. If the z-score is greater than 3, it is considered an 

outlier. Finally, the function returns a new DataFrame that only includes rows where all the z-

scores are less than 3. This effectively removes any outliers from the original DataFrame. 

 

3.1.2. Scaling Variables 

Scaling variables in machine learning refers to the process of transforming the values of input 

features to a similar scale. This is done to ensure that all features contribute equally to the 

model and to prevent features with larger values from dominating the model.  

There are different methods for scaling variables, including [25]: 

1. Standardization: This involves transforming the values of the features to have a mean of 

zero and a standard deviation of one. This method is useful when the data is normally 

distributed. 

2. Min-max scaling: This involves transforming the values of the features to a range between 

0 and 1. This method is useful when the data is not normally distributed. 

3. Robust scaling: This involves transforming the values of the features to a range between -

1 and 1, based on the median and interquartile range. This method is useful when the data 

contains outliers. 

Scaling variables is an important preprocessing step in machine learning, as it can improve 

the performance of the model and prevent issues such as overfitting. 

 

 

Figure 3.1.2: Normalizing Function 

 

In this case a function in Python was used that takes an initial dataframe as input and returns 

a normalized dataframe using the min-max scaling technique [Figure 3.1.2].  The function first 

subtracts the minimum value of each column from the initial dataframe and then divides the 
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result by the range of each column (i.e., the difference between the maximum and minimum 

values). This ensures that all values in the dataframe are scaled between 0 and 1.  The 

resulting normalized dataframe is then returned by the function. 

 

3.1.3. Removing missing values 

Removing null values is important in machine learning because null values can negatively 

impact the accuracy and reliability of the model. Null values can cause errors in the analysis 

and prediction process, leading to incorrect results and unreliable insights. Additionally, null 

values can skew the distribution of data, leading to biased results and inaccurate predictions. 

By removing null values, the model can be trained on a completer and more accurate dataset, 

leading to better performance and more reliable predictions. Overall, removing null values is 

a crucial step in ensuring the accuracy and reliability of machine learning models. 

 

 

Figure 3.1.3: Removing null values 

 

In this case, a function in Python is used that takes a subset of data as input and performs 

some preprocessing steps on it [Figure 3.1.3]. The first line of the function defines the function 

name and the input parameter. Then it uses the isna() function to check for missing values in 

the subset_data and then sums them up along the columns (axis=0). The result is printed to 

the console. It drops any rows that contain missing values from the subset_data and prints the 

new length of the data. Finally, it drops any duplicate rows from the subset_data and prints 

the new length of the data.  
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3.2. Exploratory Data Analysis (EDA) 

Exploratory data analysis is the term used to describe this pre-modeling procedure. (EDA). 

This part of the analysis will go over the steps required to run EDA on the specific dataset in 

order to determine the distribution and correlation of the variables, along with how to get rid of 

outliers and normalize the data points. 

 

3.2.1. Distribution of Variables 

The distribution of dependent and independent variables in the dataset is investigated by this 

study. The distribution of the 19 variables for the balance sheet and 16 for profit & loss in our 

dataset is plotted in  histograms in Figure 1, which displays the findings. We can determine 

whether each variable is normally distributed through looking at the histograms in this display, 

which give an overview of each variable's distribution. For models like multiple linear 

regression, normality in all variables is not essential [26], but residuals must be normally 

distributed for all predictive models. A useful insight into the dataset that this analysis can offer 

is the relationships between the variables.  

In this case, many distributions of variables are skewed to the right after removing outliers and 

normalizing the data, it means that most of the data points are concentrated towards the lower 

end of the range, with a few extreme values towards the higher end. This can affect the 

performance of some machine learning algorithms, as they may assume a normal distribution 

of data. In such cases, it may be necessary to apply additional transformations to the data, 

such as log transformation or power transformation, to make the distribution more symmetrical 

and improve the accuracy of the model. A sample of the distributions is shown below [Figure 

3.2.1]. 

 

Balance Sheet 
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Profit & Loss 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.2.1: Distributions 

 

3.2.2. Correlation of Variables 

Checking the correlation between these variables is another method that can help uncover 

information about the variables in a collection. When two or more independent variables have 

a high correlation, this can result in multicollinearity, which is the existence of redundant 

predictors that have a high correlation [27]. In a statistical model, multicollinearity causes a 

number of problems, such as overfitting, unstable coefficient estimates, and trouble identifying 

important variables [28]. 
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Profit & Loss 

 

Balance Sheet 

 

Figure 3.2.2: Correlations 
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A positive linear correlation value between two variables indicates that they move similarly, 

and a negative linear correlation value between two variables indicates that they move in 

opposition to one another, as is made abundantly obvious here. The correlation value is close 

to 0, which indicates that the patterns are not connected. 

As we can see from the [Figure 3.2.2] above, there are several financial indicators that exhibit 

absolutely no linear correlation. Those are the heavily nan-dominant financial measures. This 

indicates that once the nan values are filled, the chart will alter. 

By plotting once more the number of missing values and 0-valued entries that appear in the 

remaining financial indicators, we can assess the effect of our decisions in terms of threshold 

levels. Clearly, things have gotten better. 

 

3.3. Modeling 

We will now concentrate on using the four machine learning methods that were discovered in 

the literature study. The two subcategories of these modeling strategies are variable ordering 

and variable selection. Our research includes LASSO and backward elimination for variable 

selection. 

These techniques will be used on our dataset to produce a subset of independent variables 

that the model deems to be the most accurate at predicting the output of our dependent 

variable. Following that, we will rate the significance of each independent variable in our 

dataset using linear regression and random forest techniques.  

 

3.3.1. Backfit 

Backward elimination operates by evaluating all independent variables provided in a model 

and iteratively removing the least significant independent variables to the point that no 

insignificant independent variables are left [19]. This approach was selected because it can 

be easily understood and performs better than forward selection when there is collinearity 

between the independent variables [20]. 

To use this strategy, we will run a linear regression model first, and then backfit the linear 

regression model. Then, to ensure that the chosen independent variables are not strongly 

corelated, we will examine their VIF. 
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Figure 3.3.1: Backfit Summary and VIF  

 

As seen in [Figure 3.3.1] these early findings make it clear that the backward elimination 

method chose a set of independent variables with a high degree of predictive power for the 

outcome of our dependent variable. The residuals are unbiased, all independent factors are 

statistically significant (p-value, which was set at.05), and the adjusted R-squared is 0.7939. 

The variables that have a VIF score above 5 indicate a strong correlation and are probably 

depicted in the regression coefficients.  
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3.3.2. LASSO 

LASSO was also chosen as a feature selection technique for this study. This approach was 

chosen because it employs regularization, a technique that penalizes and reduces the 

coefficient of an independent variable to zero [21]. The production efficiency metric in this 

instance is the dependent feature, and this technique excludes variables it determines to be 

unimportant in forecasting the outcome of the dependent variable. Although LASSO appears 

comparable to other approaches, it was eventually selected because it makes use of both 

regularization and feature elimination. 

We will apply the 'lambda' lambda value to this model. A LASSO model's regularization 

measure is called lambda, and the value "lambda" will produce the most regularized model, 

with an error that is no more than one standard error from the minimum [29].  

 

 

Figure 3.3.2: Lasso Summary 
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Despite the coefficients are different to the ones provided by the backward elimination model, 

it is heartening to note that the variables shared in the two models have the same effects on 

the dependent variable, indicating the two models can distinguish between positive and 

negative coefficients [Figure 3.3.2]. The outcomes of this model are thus likely to alter as a 

means of combining or removing these correlated metrics is discovered. 

 

3.3.3. MLR 

Professionals frequently use MLR because it generates a model output that is simple to 

understand and gives pvalues and coefficients to each independent variable [18]. 

We will use an MLR model in this modeling assignment to regress each of the independent 

variables against the dependent variable. After the model has been run, we will determine the 

ranking of variable significance according to the t-statistic's absolute value [Figure 3.3.2].  

 

 

Figure 3.3.2: MRL Summary 
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3.3.4. RF 

Random Forest is a well-known machine learning algorithm suitable for ranking variables by 

their significance. It can assess datasets of various sizes and model nonlinearities [18]. 

Gini importance and MSE reduction are two frequently used methods of ranking variables in 

Random Forest, which uses a tree-based model to build a regression function on a multivariate 

step function. Given that the Gini importance method is known to introduce biases, we will 

concentrate on the variable importance indicators generated by the MSE reduction 

methodology. 

In contrast to MLR, parameters in Random Forest can be adjusted to best suit the model. The 

number of variables accessible for splitting at each tree node is known as mtry [30]. 

The model was able to reduce the OOB error by altering the mtry from the default option of 

the square root of the number of columns. We tried to improve the outcomes through trial and 

error because there was no easily oferred package to optimize the ntree parameter, which 

specifies how many trees the model should take into account. Ultimately, the default value of 

500 was chosen. 

 

3.4. Sensitivity Analysis 

Sensitivity analysis is a technique to gauge the outcome variable's level of uncertainty by 

altering the input variables [31]. This analysis offers the chance to assess and comprehend 

how these factors relate to one another as a linear regression model. The creation of various 

scenarios that analyze the underlying situation when the input coefficient changes can also 

result from sensitivity analysis. Sensitivity analysis is frequently employed in a variety of 

sectors and academic fields.  

Sensitivity analysis can be used, for example, to track how the predicting variable changes as 

the independent factors do. The model predicted that the output would become economically 

unviable over a specific number of the independent variable. The management teams can use 

this information to make excellent choices. The finished model can be used with similar 

strategies [32]. 

The effect of the chosen KPIs on our predicting output variable will be assessed first. The 

linear regression values can be interpreted to accomplish this. Second, each company can 

simulate various scenarios based on potential events using an optimization and simulation 

model to see how these scenarios affect the independent variables and, consequently, how 

the predicting variables and the efficiency measure interact. By creating a mitigation plan in 
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light of these insights, we can better prepare for and respond to the possible events. 

Additionally, we can run simulations with various variable inputs to determine whether 

particular combos of the variable coefficients are practical. 

Overall, the results of the sensitivity analysis will demonstrate how the outcome variable varies 

when one or more input variables are altered. From this point, businesses can create 

scenarios and simulations to improve their future planning while keeping the desired 

dependent output KPI [33]. 

 

3.5. Methodology Outline 

This section examined the dataset used, the way we processed the data, and the way used 

the various modeling approaches outlined in the theoretical background. Using this approach, 

we could identify the variables and characteristics that were most effective at forecasting the 

desired result for the company. We also discussed the sensitivity analysis that these models 

may be utilized to do in relation to the model's metrics. The best subset of KPIs for using 

multiple linear regression to forecast the dependent variable will be identified in the following 

chapter, along with a demonstration of how the business can benefit from the sensitivity 

analysis of the model. 

 

4. RESULTS 

This chapter starts out by going through the findings from all four models that were discussed 

in the implementation framework. The goal was to select independent factors for the final 

forecast model that are precise, succinct, yet straightforward to understand. For a variety of 

factors, the model valued these attributes. The model must, first and foremost, be able to 

forecast a company’s efficiency measure. KPIs that have no bearing on the dependent 

variable can be eliminated using a condensed collection of metrics. Finally, each company will 

have certainty regarding which metrics have the greatest influence on performance goals and 

the objectives that have to be established for each metric to achieve these goals by having an 

interpretable model. 

 

4.1. Model Comparison 

We will now compare the outputs of the four models in our study. In this stage, four 

independent linear regression models will be run for each of the features chosen by each 

method. The mean absolute error (MAE) of each model will then be evaluated in order to 
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determine which set of KPIs is most accurate at forecasting the revenue efficiency measure. 

The MAPE formula divides the prediction for each time by the total number of individual 

absolute errors [34]. The average squared error's squared root is known as RMSE. Although 

we could calculate the accuracy of our predictions using either of these measures, we 

eventually chose to use MAE because it is straightforward and treats all residuals equally.  

 

 

Figure 4.1.1: Training the models 

As shown in [Figure 4.1] this code is performing machine learning modeling on a set of data 

subsets using different models. The first for loop iterates through a list of models and assigns 

each model to a variable called "model". The second for loop iterates through a dictionary of 

data subsets and assigns each subset's name to a variable called "subset_name" and the 

subset's data to a variable called "subset_data". The code then splits the subset data into 

training and testing sets using the train_test_split function from the scikit-learn library. The 

model is then fit to the training data using the fit method. The final_models list is then appended 

with a tuple containing the name of the model and the model object. The code then creates a 

KFold object with 5 splits and shuffles the data. The cross_val_score function from scikit-learn 

is used to calculate the mean absolute error (MAE) of the model's predictions on the testing 

data. The MAE is also calculated using the mean_absolute_error function from scikit-learn.  

The plot_predictions function is then called to create a plot of the actual vs predicted values 

of the testing data.  
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Finally, the stats dictionary is updated with the MAE, mean of cross-validation scores, model 

type, and subset name for each model and subset combination. 

 

We can now build the four different predictive models after identifying our variable sets. We 

will calculate the MAE of each model after it has been constructed to determine which way of 

choosing KPIs had the least error in predicting the revenue KPI.  

 

 

Figure 4.1.2: Models Results 

 

A few inferences can be made from these preliminary findings. First, from the selection models 

(backfit & LASSO) backfit produced lower MAE.  From the ranking models (MLR, RF), 

Random Forest performed better (lower MAE). [Figure 4.1.2]. 

 

4.2. Cross Validation 

We applied k-fold cross-validation for each of the models to verify and assess their 

performance. A common approach for testing machine learning models is this one. K-fold 
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cross-validation works by dividing the provided dataset into k-folds, withholding one of the k-

folds while training the model, and testing the trained model on the k-fold that was previously 

withheld. The same strategy is performed over randomly chosen subsets several times 

(referred to as repeats) employing recursive k-fold cross-validation, with the model's final error 

obtained as the mean of each repeat [35]. We chose this approach because it allows testing 

the models against numerous randomly generated test datasets, making it robust. 

Prior to performing this validation technique, it was crucial to decide on the required number 

of k-folds and repeats. Throughout investigation, it was discovered that 5 or 10 k-folds are 

frequently chosen, as it has previously been demonstrated that these values produce 

outcomes without excessively high bias or variance [36]. We decided on 5 k-folds because it 

represents the smallest of the two options, and we have a relatively small amount of data 

records. We discovered that the cross-validation process frequently requires no more than ten 

repeats, so we set this parameter to ten [30]. The results are shown below. [Figure 4.2] 

 

Profit & Loss 
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Balance Sheet 

 

Figure 4.2: MAE Comparison 

 

The figures show that the MAE for Profit & Loss has slightly increased for all four models. As 

new data is evaluated, models usually lose some of their predictive accuracy, so this was 

expected.  

Even though multicollinearity has been cited as a cause for concern, this cross-validation 

analysis' results indicate the models chose KPIs that can accurately predict the results of the 

revenue. 

 

4.3. Multicollinearity 

We performed analysis again after realizing that there was multicollinearity between 

independent variables to check whether the results of the models would change if we removed 

five of the correlated variables from the dataset.  We could see from the correlation diagram 

that they were highly correlated. 

 

 



33 
 

 

Profit & Loss 

 

Balance Sheet 

 

Figure 4.3: MAE Comparison with removed variables 
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[Figure 4.2] provides evidence in favor of the theory that multicollinearity had an impact on 

these models. The selection algorithms retain the highly correlated variables if every variable 

is available for the model, overfitting the models and lowering the MAE. When of them are 

present, multicollinearity also influences the coefficients and variable importance of the 

various variables in the MLR model, making the model less accurate. The models suggest 

resembling subsets of KPI measures with comparable forecasting abilities when either of the 

two variables with a high correlation is eliminated. When variables were removed from the 

dataset, RF algorithm again generated the lowest cross-validated MAE. According to these 

results all the models performed worse after the removal of the variables. 

 

4.4. Selecting Key Performance Indicators 

We will continue with the independent variables Gross Profit, SG&A Expense, Operating 

Expenses and Depreciation and Amortization and from Profit &  Loss and Payables, 

Receivables and Inventories, for the  final model and sensitivity analysis after taking into 

account all the data. With the help of the implementation analysis, the different statistical 

models were applied to the different versions of the variations of the dataset for forecasting 

the dependent variable, the most popular choices being Gross Profit, SG&A Expense, 

Operating Expenses and Depreciation and Amortization and from Profit &  Loss and Payables, 

Receivables and Inventories  

Profit & Loss 
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Balance Sheet 

 

 

 

Figure 4.4: Final model summary 

First, we determined that this group of KPIs does not contain any multicollinearity. The VIF 

score for all the variables is less than ten, indicating that multicollinearity is probably having 

an impact on them [37].  

 

4.5. Insignificant Variables 

Although this subset of KPIs and its subsequent multiple linear regression model have many 

positive quantitative and qualitative aspects, there are possible pitfalls. Although it is standard 

procedure to exclude variables that are not statistically significant, it is common to include this 

variable without negatively impacting the results of the final analysis when the evidence is 

sufficient.  

 

4.6. Output Prediction Results 

The prediction scatter plot and error distribution in machine learning show the relationship 

between the predicted values and the actual values of a model. The scatter plot displays the 

predicted values on the x-axis and the actual values on the y-axis, with each point representing 

a data point. The error distribution shows the distribution of errors between the predicted and 

actual values, with the mean and standard deviation of the errors displayed.  

 

The scatter plot can help identify patterns or trends in the data, such as whether the model 

tends to overestimate or underestimate certain values. The error distribution can provide 
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insights into the accuracy and precision of the model, as well as any potential biases or outliers 

in the data. Overall, these visualizations can help evaluate the performance of a machine 

learning model and identify areas for improvement. 

A good prediction should have a scatter plot with points that are closely clustered around the 

diagonal line, indicating a strong correlation between the predicted and actual values. The 

error distribution should be centered around zero, with a low variance and a normal 

distribution, indicating that the errors are small and evenly distributed. In general, a low mean 

squared error MAE value is also indicative of a good prediction. In our case the MAE for Profit 

& Loss is 0.004 and 0.05 for the Balance Sheet. By looking at the figures below [Figure 4.6] 

we can conclude that the prediction of the Revenue was successful. 

 

Profit & Loss 
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Balance Sheet 

 

 

 

Figure 4.6: Revenue predictions and errors 

 

4.7. Results Outline 

To create a multiple linear regression model that could forecast revenue, we examined various 

combinations of the finance metrics offered within the dataset. Our findings indicated that 

Gross Profit, SG&A Expense, Operating Expenses and Depreciation and Amortization and 

from Profit & Loss and Payables, Receivables and Inventories were the most effective 

independent variables to forecast this output metric. The dependent variable was predicted 
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using this subgroup of KPIs, which produced an adjusted R-squared of 0.7059 for Profit & 

Loss and 0.3371 for Balance Sheet. These findings indicate that using only these, more than 

60% of the observed variation in the dependent variable can be explained for the Profit & Loss 

and more than 30% of the observed variation in the dependent variable can be explained for 

the Balance Sheet. It also enables the company to narrow its focus from the initial metrics 

included in the dataset to just these in order to manage its finances and meet its efficiency 

goals. 

 

5. DISCUSSION 

Determining how businesses could assess their existing KPIs throughout their finance 

activities to determine which parameters had the biggest effects on performance was the main 

goal of the thesis. 

We also tried to figure out how these success parameters could give us information about 

goals that are in the future. We were able to satisfactorily respond to both questions after 

carefully examining the dataset.  

We will go over the general importance of our analysis in this chapter, as well as how future 

experts inside any industry can use this approach to evaluate indicators and offer useful 

information to various businesses. We will discuss the benefits of the use of predictive 

analytics to evaluate finance parameters and the lessons learned by this approach, starting 

with managerial insights. Then, we go into great depth about how this framework can be used 

and the possible upgrades that may be achieved if this analysis was once again repeated. 

 

5.1. Business Insights 

It has been discovered from this study of the background that businesses evaluate metrics 

and KPIs as a typical practice for oversight of their performance. Although the techniques 

employed for the evaluations varied, it was discovered that most of the methods combined 

quantitative and qualitative analysis to identify the measures that were most valuable to every 

company. The suggested methodology of using predictive analytics offers a comparable 

degree of insight and is simpler to apply in today's business settings. 

While they seek to make more informed choices across their organization, businesses 

worldwide are investing more and more in big data and business analytics. By 2025, the 

worldwide market for data and data analytics is expected to be worth $135 billion, according 

to Everest Group [38]. Companies are investing a great deal of money to oversee and gain 
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knowledge from their data, which has led to a rising interest in data science within industry. 

Data scientists significantly improve decision-making, spot underlying trends and possibilities, 

and quantify business solutions for businesses by transforming data into business insights 

[39]. A great significance of using some of the instruments frequently used by data scientists 

was discovered, such as predictive analytics, to evaluate performance metrics, considering 

the increasing interest in data science and business analytics. 

In addition, there are also useful justifications for using data science to evaluate performance. 

First, both academics and business frequently employ statistical modeling and predictive 

analytics. Predictive analytics models like multiple linear regression are ubiquitous in the 

curricula of many higher education programs [40]. Because such techniques are instructed 

frequently, it is possible that a certain individual inside a company has the knowledge to 

perform this analysis. It seems likely that several managers within a business are also 

acquainted with such techniques. A corporation or organization might be more inclined to 

require a third party to conduct the analysis. In addition, that they are free and accessible to 

to anybody with an electronic device and an access to the web, programming languages like 

R and Python are used to run these predictive models, making them a more accessible and 

affordable alternative to certain customized programs that may be required for complex linear 

programming models [16]. Due to these factors, the sole obstacle to using this method is 

obtaining the historical information required by the predictive models that monitor the 

performance metrics of an organization over time. 

Applying our approach to evaluate measures using forecasting analytics is not just affordable 

and doable, yet it additionally provides insightful management information. Different 

performance metrics are frequently used today by different business divisions to oversee their 

staff and responsibilities.  

Businesses can determine which metrics are most crucial to achieving their general objectives 

by using predictive analytics to evaluate operations metrics. A business can gain a lot from 

this analysis because it can pinpoint the metrics on which it should concentrate, get rid of KPIs 

that aren't improving performance, and identify areas where existing metrics could be 

improved. Additionally, it enables businesses to determine which of their KPIs are also KPIs 

for predictive analytics. Instead of traditional key performance indicators, that can frequently 

be centered on prior results, McKinney Rogers Ltd. claims that key predictive indicators assist 

managers in anticipating when they risk missing their long-term objectives [2]. When a 

business is aware of the metrics that are important in causing variance in its numerical goals, 

it can start to take proactive measures when one of its key predictive indicators starts to rise 

or fall.  
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 Finally, our methods and findings have offered significant insights into management. Using 

machine learning and forecasting to evaluate finance metrics is simple to replicate, affordable, 

and successful at helping businesses get ready for the future. It is crucial to have the ability to 

quickly adapt and replicate analysis in a business setting that is constantly changing.  

 

5.2. Further Analysis 

We have developed a sound methodology for evaluating finance metrics using predictive 

analytics as a result of our study. Although this analysis was specifically designed for a 

specific, this implementation framework may be applied by experts and researchers working 

in a variety of fields. We will examine the applicability of similar analyses that may be used to 

analyze problems with similar problem formulations in this part. We will also point out the 

shortcomings of our research that could be improved by others in the future. 

 

5.3. Interaction Effect & Sensitivity Analysis 

In machine learning, an interaction effect refers to the situation where the effect of one variable 

on the outcome of a model depends on the value of another variable. In other words, the 

relationship between two variables is not additive, but rather multiplicative or nonlinear. 

For example, consider a model that predicts the likelihood of a customer buying a product 

based on their age and income. If there is an interaction effect between age and income, it 

means that the effect of age on the likelihood of buying the product depends on the customer's 

income level. In other words, the effect of age on the outcome is not constant across all income 

levels. 

Interaction effects can be important to consider in machine learning because they can affect 

the accuracy and interpretability of the model. If an interaction effect is present but not 

accounted for in the model, the predictions may be inaccurate or misleading. Therefore, it is 

important to carefully analyze the data and consider potential interaction effects when building 

machine learning models. 

Sensitivity analysis on the other hand is a technique used to determine how changes in one 

variable can affect the outcome of a model or decision. It is a powerful tool that helps decision-

makers to understand the impact of different scenarios and make informed decisions. 

Sensitivity analysis involves varying one or more input variables while keeping all other 

variables constant and observing the resulting changes in the output. This analysis can be 

used to identify the most critical variables that affect the outcome of a model and to determine 

the range of values for these variables that will result in a desirable outcome. 
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In our case sensitivity analysis can be applied to determine the impact of different variables 

on the performance of the KPIs. For example, we may consider the impact of changes in 

interest rates, inflation rates, or exchange rates on the financial performance of the 

organization. By varying these variables and observing the resulting changes in the KPIs, we 

could identify the most critical variables that affect the financial performance of the 

organization and determine the range of values for these variables that will result in a desirable 

outcome. This analysis can help the organization to make informed decisions about its 

financial strategy and to develop a more robust KPIs framework. 

 

5.4. Reproducing the Analysis 

Defining company goals and gathering data are the first two steps in creating a predictive 

analytics model. Although they may appear simple, these two procedures serve as the 

foundation for implementing this approach. An individual must first comprehend the main 

target of the organization being researched and how to quantify it.  

However, based on the company values, business life cycle, and general mission, other 

businesses' goals may differ from this one. For instance, if a new startup business wants to 

increase sales, one of its objectives would likely be revenue growth, that is usually assessed 

on a monthly, quarterly, or annual basis [41]. 

The following step will be to gather data that demonstrates the past patterns of this indicator 

in the business once a numerical target has been established. A company seeking to conduct 

this kind of evaluation ought to obtain all historical data for this indicator, to use revenue growth 

rate as an example. The dependent variable for the model will be this goal. The company must 

then determine all potential metrics or related datapoints that it thinks are having an impact on 

its numerical objective. These characteristics will function as independent factors in the model. 

These indicators or information must also be grouped at suitable amounts which correspond 

to the dependent variable, just like the objective value. To accurately evaluate the variance 

between these data points, for instance, each of the parameters should be grouped at the 

monthly basis using the objective of the monthly revenue growth rate. Since evaluating results 

over several years is frequent inside different sectors, grouping effectiveness over the years 

will probably be an extra frequent approach. [42]. 

The modeling process can start with a set of data that shows the past achievements of the 

company's numerical goal and associated KPIs and measures. According to our methodology, 

the company should evaluate the variables that are independent with respect to the dependent 

variable in two distinct manners: first, by using feature selection techniques to weed out the 
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variables which are ineffective at forecasting the dependent variable, and secondly, by ranking 

the metrics' predictive importance to determine what indicators are the most crucial throughout 

the different groups. . The data analyst or investigator will be given various suggested subsets 

of measures to forecast the dependent variable by using these techniques. In this thesis, 

machine learning models were chosen to pick and rate metrics based on how well they 

matched the dataset supplied.  

After gathering the data, a person must perform exploratory data analysis to comprehend the 

indicators contained in the set of data and afterwards choose the best models to forecast the 

results they are looking for. Any expert that aspires to duplicate this approach needs to assess 

various approaches and select the one that fits the specific set of data the best. Similar 

procedures should be followed to find an algorithm that is best suited to the particular dataset. 

It can be used as a starting point for anyone searching for a suitable variable ranking model. 

In conclusion, whichever algorithms are employed for the analysis, it is imperative that they 

be chosen in accordance with the dataset and issue statement provided. 

The next stage is to interpret results and identify the best group of KPIs for sensitivity analysis 

after defining the objective and choosing the algorithms and models to rank and select KPIs. 

This guide of criteria for choosing this set of metrics should be that they accurately forecast 

the dependent variable, are succinct, and are simple to understand. The study ought to offer 

a subset of KPIs which only include pertinent indicators that are statistically established to 

influence the company’s goal, along with a numerical indication of the impact each KPI has 

on this goal, by adhering to the principles. These findings will serve as the foundation for 

sensitivity analysis, enabling leadership to comprehend the effects that changes in every 

measure might have on the company's overarching goals. 

 

5.5. Potential Upgrades 

While conducting this thesis, a few issues were found in the analysis that might be fixed if this 

approach was used in other contexts. First off, dataset didn't offer any detailed information 

about the dates connected to the data. Although was still possible to perform the analysis 

without these dates, having them might have given the models a boost from additional 

datasets. The setting required to perform time-series analysis and find any possible 

seasonality could have also been given by dates. To perform time series analysis, you need 

a dataset that includes a sequence of observations recorded at regular intervals over time. 

The data should be in chronological order, with each observation corresponding to a specific 

time period. The data should also be stationary, meaning that the statistical properties of the 
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data do not change over time. For example, a company may collect data on sales over the 

past year to identify seasonal trends and adjust their inventory accordingly. 

 It is conceivable that a financial crisis, a natural disaster, or a worldwide pandemic could have 

an effect on a company's procedures. For example, a company may analyze the impact of 

changes in interest rates on their borrowing costs and adjust their financial strategy 

accordingly. If there are industry-specific trends that might be affecting finance, the 

corresponding stock prices of rival publicly traded companies could be used to determine this. 

These are just a few examples of the external data sources that might be used to uncover 

hidden correlations between finance measures and macroeconomic factors. 

In summary, time-representative datapoints and datasets that provide context for external 

drivers have the ability to improve predictive modeling. Additional managerial insights can be 

gained by understanding how macroeconomic changes impact a company's operations. This 

knowledge can also help businesses develop more thorough sensitivity analyses to help them 

better prepare for the future.  

 

5.6. Discussion Outline 

We have come up with a thorough method for using predictive analytics to assess KPIs and 

performance measures. We discovered that using methods from this field to evaluate finance 

metrics is appealing for a variety of reasons, and that machine learning and data science are 

a set of skills that is rapidly expanding within the current business environment. This study 

was able to quantify the impact of KPIs on a company's overarching business goal and offer 

useful managerial insights into how these KPIs interact. This analysis also produced a 

framework for the proactive use of these metrics to help companies create business strategies 

by letting them know when they might be at risk of falling short of their intended goals. These 

findings show that our methodology can be applied to different sectors and that it can be 

enhanced with more data points. 

 

6. CONCLUSION 

Companies are working harder to develop their analytic skills in an effort to gain a competitive 

edge through better operations and consumer insights. Businesses all over the world are 

making significant investments in data analysis to gain knowledge from previous results, 

forecast the future ones, and simplify internal processes. Company managers nowadays 

depend on data to depend on analytics to determine, share information, and push their plan 
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of action. This study concentrated on the use of KPIs in finance and the use of statistics and 

machine learning to help find the most appropriate indicators for a company to assess 

effectiveness right now and better plan for tomorrow. 

A statistical modeling was postulated could aid a company in determining which indicators are 

most important for reaching a quantifiable goal and could assist in offering shed light on the 

company's potential future success. We chose and/or ranked the significance of KPIs using 

four techniques: Backfit, LASSO, MLR, and RF. The model with the greatest performance 

among these was Random Forest. However, given the problem statement, the need to narrow 

down the list of KPIs that have the greatest effect on the outcome variable, and the problem 

of the inventory KPIs' multicollinearity, we ultimately chose to use a Backward Elimination. We 

created a regression which produced an adjusted R-squared of 0.7059 for Profit & Loss and 

0.3371 for Balance Sheet using the variables Gross Profit, SG&A Expense, Operating 

Expenses and Depreciation and Amortization and from Profit & Loss and Payables, 

Receivables and Inventories which produced an adjusted R-squared of 0.7059 for Profit & 

Loss and 0.3371 for Balance Sheet. By using this approach, a company may be in the position 

to comprehend how every metric interacts with the others. Additionally, by adjusting the 

variable inputs, they can optimize and simulate various situations to determine whether 

specific combinations of the metrics coefficients are a viable outcome. 

The result of this methodology offers a comparable level of insight and is easier to reproduce 

in current business settings. Businesses are better able to comprehend the reasoning behind 

and create plans based on the model result as the multiple linear regression model is used 

more widely. The approach and model were in line with the premise, which held that statistical 

modeling could identify some of the crucial KPIs and direct tactical decisions. 

A company can gain important insights by using predictive analytics to evaluate operations 

metrics because it can pinpoint the metrics it needs to pay attention to get rid of KPIs that 

aren't boosting performance, and find ways to make existing metrics better. Companies can 

also find the key predictive indicators that are important for influencing their performance using 

this strategy. Companies using this approach might be able to perform such modeling 

techniques again in the future to evaluate how their metrics affect operations change over 

time. The machine learning model is likely to become better and more useful for the company 

as more data and model versions are added. Anyone who replicates this analysis can also 

potentially strengthen their models and make changes by including information which gives 

perspective to external factors. 

Although this study offered insightful analysis of the specific dataset, its real power rests 

outside the scope of this capstone. This approach can be used by many organizations and 
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business functions because most big enterprises have access to historical data of their key 

indicators and a staff that is educated and competent in the specific techniques. Companies 

can determine the KPIs and macroeconomic factors which truly influence the success of their 

performance objectives by quickly analyzing historical performance trends. Additionally, they 

are able to recognize key predictors that can alert them to possible performance declines as 

specific circumstances arise. A company can also monitor whether these fresh efforts affect 

effectiveness over time by using critical learning indicators. Using these methods, 

management teams will be able to combine the KPIs which are presently using and might find 

new ones that the company can use. In conclusion, predictive analytics offer a quick, 

economical, and data-driven option to evaluating performance metrics. 
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