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Abstract 
With the enormous development of floating car data, researchers have the ability to get high 

detail level information. Similarly, the wide expansion of these data gives the opportunity for 

more comprehensive travel management measures that are the result of spatial and temporal 

analysis.   

In this thesis, a one-week dataset of floating taxi data is used to extract mobility patterns. K-

means clustering is used in order to spatially cluster the pick-up and drop-off geographical points, 

in a way that each cluster represents an origin or destination zone. Therefore, OD matrices have 

been created that are based on data driven zones and capture the spatial and temporal 

characteristics of the trips. The next step was the calculation of the similarity of the produced for 

one week OD matrices with the help of cosine simulation. The results shows the OD matrices 

from a specific period that are similar to matrices from other periods. This helps in extracting 

specific and high reliable mobility patterns which capture the travel behavior of taxi users and 

may help the taxi providers to implement specific operational strategies in order to improve the 

taxi services. 

Keywords: Floating Car Data, Origin- Destination (OD) Matrix, Spatial Clustering, Mobility 

Patterns, Travel Behavior, Similarity Measurement 
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1 Introduction 

1.1 Background and problem statement 

Huang, Li, and Xu (2016) stated that the movements of citizens in the cities and more general 

their travel behavior and the reasons behind it on different time periods formulate the human 

mobility and travel patterns. Lian et al. (2018) supported that researching and understanding the 

travel patterns and behavior play a significant role in travel management, traffic forecasting, 

public transport management and even in parking management. The development of technology 

has provided a big variety of data sources such as social media, floating data, data from sensors. 

All these sources have been utilized from the researchers since they have been proven to be very 

reliable since they are based on real data. This aspect provides the ability to authorities to get 

high quality data in order to extract mobility patterns for an area.  

However, some challenges occur from these technologies due to the enormous massive data and 

their complexity as far as the spatial and temporal dimension. Kumar et al. (2018) proposed the 

spatial clustering as a solution to this challenge since this method can identify distinct groups 

traffic groups based on their geographic characteristics in a way that the similarity is increased 

between elements of each group. 

One of the most important contributions of these data collecting technologies is the extraction 

of spatial and temporal information of the citizens’ trips. This information represents the travel 

demand and if it is summarized in matrices then we can have clear information about the origin 

and destination demand in an urban area. To date the research about origin destination matrices 

(OD matrix) was based on fixed zones which were formulated based on geographical criteria. OD 

matrix is the most common way to represent the travel demand of an area. Each origin and each 

destination represents a node or a zone of a network. In the matrix for each origin there is a row 

and for each destination there is a column, while each cell stands for the demand for the specific 

origin-destination pair. This thesis proposes a new method where the formulated time 

dependent origin and destination zones of the OD matrices are formulated based on real data, 

thus they can represent in much higher accuracy the travel demand of an area. 

1.2 Objective and research question 

This thesis utilizes floating taxi data in order to extract travel patterns and the mobility behavior 

of taxi users. Since from the data itself cannot be extracted important conclusions about the 
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travel patterns it is necessary to group these data by using clustering techniques. The produced 

clusters represent the origin and destination zones which with the traffic flows are the basis to 

formulate time and spatial dependent OD matrices. Then the similarity of these matrices is 

calculated in order to extract specific and accurate travel patterns.  

1.3 Report structure 

This thesis includes four main parts: a detailed literature review, data description and analysis, 

explanation of the methodology, results and conclusion.  

 Literature Review: In this chapter a detailed literature review for all the aspects of this project 

is done. Each followed process is explained and stated by a plethora of other studies. 

 Data Analysis: The floating car data are analyzed at high level in order to get a clear view of 

the taxi movements and their characteristics such as travel time and distance. With the help 

of some graphs the researchers can understand and receive significant conclusions. 

 Methodology and Results: In this chapter, the developed methodology is explained in details 

with the help of graphs. Every step of the process is explained. Then the results are presented 

in a detailed manner. 

 Conclusion: This chapter discusses the results of the methodology, the limitations and 

suggests potential future research.  
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2 Literature Review 

2.1 Floating Car Data  

The wide spread of mobility data thanks to the many technologies which have been developed 

the last years has given the opportunity to researchers and the city authorities to get a clear 

insight of the urban mobility. The main purpose of the Floating Car Data (FCD) is to collect real-

time data based on the collection resource.  

Especially the FCD has become the core of mobility data collection way and has a continuously 

increasing usage due to its very low cost and high coverage despite the reliability problems 

(Altintasi et al. 2017). Huber, Ladke, and Ogger (1999) confirm that FCD can be collected at low 

cost and can provide real-time and high quality data in total contrast to traditional methods that 

were not so effective and much more expensive in terms of infrastructure installation. FCD 

cannot provide direct information regarding the traffic flow or jams but due to their real-time 

information they can be used in many cases such as the OD matrices estimation, traffic queue 

detection, route choice guidance. FCD include two main categories the GPS based and the GSM 

cell-tower systems.  

FCD has found a wide widespread use in traffic state estimation process. With their high detail 

level provide all the information that are necessary to estimate the relationship between the 

traffic flow parameters (speed, flow and density). Zhao et al. (2009) used FCD to estimate traffic 

flow parameters in order to derive the flow-speed relationship in the fundamental diagram.  

Reinthaler (2007) tried to estimate the traffic states for the City of Dusseldorf in Germany by 

using FCD from taxi fleet and the public transport. The main purpose of this study was to develop 

a model that could use data from different sources in order to recognize the most congested city 

points. Li et al. (2012) used FCD from 3 month period in order to examine the variations of the 

average speed. Based on the variations of the average speed the researchers managed to 

determine the congested points. 

2.2 GPS based FCD 

GPS based FCD is the most used and widely expanded data source since the higher percentage 

of vehicles have been equipped with a GPS system. This system utilizes the GPS technology and 

transmits the position of the vehicle to the service provider. This technology provides information 

about the exact location at a specific time point and gives the ability to extract many significant 
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conclusions about the travel behavior of the vehicle. Lin and Hsu (2014) explain the limitations 

of GPS that include the blocking of signals close to tall buildings or underground places, the 

limited devices’ energy due to continuous transmission. These limitations lead to lower quality 

of data for long periods. 

Xu et. al (2013) developed a method based on numerical statistics of FCD which were obtained 

from GPS based FCD of taxi fleets. They tried to evaluate and locate the congested points with a 

spatial temporal progress. Chase et al. (2012) tried to evaluate the speed data from 3 different 

sources such as FCD, microwave radar sensors and radar sensors. Then the obtained speed data 

were compared in order to create the travel patterns and investigate the differences among 

them. Anuar, Habtemichael, and Cetin (2015) tried to describe the relationship between speed 

and flow based on the Van Aerde’s diagram with FCD and data loop detectors.  

Jones et al. (2013) presented a method that used Support Vector Machine (SVM) in order to 

predict the travel time for some links of a traffic network using GPS based FCD. The study included 

the predicting for congested and uncongested conditions. Chu, Oh, and Recker (2005) used also 

FCD data to predict travel times by using Adaptive Kalman Filter (AKF) aiming at estimating noise 

statistics of the model by adapting to the real-time data. Miwa et. al (2004) managed to develop 

a travel time and route prediction model by using FCD. The proposed method included a Link 

Cost Table method that tries to utilize the link costs of each link in order to identify the best route.    

 

2.3 The GSM cell-tower systems  

With GSM cell-tower systems the data are transmitted usually from the mobile phones to the cell 

towers that provide the connecting services for a specific location. The main limitation of this 

technology is the constrained resolution for the location since the ability of a tower varies from 

hundreds square meters to square kilometers. The paths also in many cases are defined by a 

series of discontinuous sudden jumps which in many cases are hardly observable in fine details 

between the destinations (Lin and Hsu 2014). Another problem is the complexity of algorithms 

which are required to extract high-quality information (Abu-Aisha 2018). 

Haghani et al. (2010) compared the average speeds from GPS based and GMS cell-tower FCD. He 

performed a statistical analysis for multiple speed categories and compared the results between 

the two different data sources for every speed limit.   
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2.4 Spatial-temporal clustering 

Hair (2009) indicates that cluster analysis tries to divide data components into clusters so that 

the homogeneity of components within the clusters and the heterogeneity between clusters is 

maximized. Cluster analysis belongs to the wide field of machine learning techniques and is 

characterized as unsupervised learning because it learns from unlabeled and unclassified data. 

Generally the purpose of cluster analysis is the maximization of resemblance between the 

intracluster components and the dissimilarity between the intercluster components (Fraley and 

Raftery 2002). 

 Kisilevich et al. (2009) define as spatio-temporal clustering the process of grouping objects based 

on their spatial and temporal similarity and are categorized into four methods: hierarchical, 

density based, grid based and partitioning. 

Hierarchical clustering builds binary merge tree starting from leaves that contain data elements 

on the top that contain all the data (Nielsen 2016). The produced result of this type of clustering 

that embeds the nodes on the plane is called dendrogram. In order to implement hierarchical 

clustering the user has to choose the appropriate linkage function, which defines the distance 

between two different elements of the dendrogram. Hierarchical clustering presents some 

advantages as far as visualization due to the dendrogram and the simplicity of the whole method. 

On the other hand, there are some important disadvantages such as the complexity of 

calculations that make the hierarchical clustering expensive in terms of time and memory. 

Another significant disadvantage is its weakness to deal with large datasets due to high time and 

space complexity.   

Doğru and SUBAŞI (2015) stated that density-based clustering generates clusters that are 

connected points where the density of points is equal to or more than a threshold and in the case 

that density is less than the threshold then the data is considered as noise. The threshold 

indicates the minimum number of points in a cluster, which includes core and boundary points. 

The core points are these that meet the above condition while the boundaries that do not, are 

treated as noise. 

Madhulatha (2012) defined that grid-based approach divides the space into smaller finite number 

of cells that formulate a grid structure on which the clustering action take place. 
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The partitioning methods are iterative processes that after setting an initial pre-defined number 

of groups the objects are iteratively relocated among groups till the convergence. Partitioning 

methods are presented through two methods the k-mean and the k-medoids algorithm. 

The clustering methods have been applied extensively in transportation field the last decades 

and have replaced other methods that could not provide reliable results. Anand et al. (2018) 

stated that clustering and especially spatial clustering is the most common big data technique 

used in transportation data analysis. Their extensive use of course is due to the widespread use 

of FCD and is applied in cases such as traffic flow forecast, traffic accident detection, mobility 

patterns detection, urban planning, congestion management. 

Abu-Aisha (2018) developed an hierarchical clustering analysis in order to extract urban mobility 

patterns for the city of Munich with the help of FCD. Based on the GPS location of the vehicles 

tried to investigate the origins and destinations of the drivers. He used also an innovative tool 

the Relative Deviation Area (RDA) in order to study the travel behavior of drivers in the clusters. 

This tool calculates the relative area by which a given trip deviates from the least-cost route. Kim 

and Mahmassani (2015) used density-based clustering algorithm on traffic flow data to 

investigate the temporal traffic pattern of each spatial cluster. The researchers applied the 

clustering method in combination with Longest Common Subsequence (LCS) as similarity tool for 

trajectories. This tool considers the level of closeness, relatedness and potential interaction 

between two vehicle trajectories. Altintasi, Tuydes-Yaman, and Tuncay (2017) tried to detect 

mobility patterns from FCD. They tried to estimate the level of service (LOS) for the urban 

network of Ankara and proved that the proposed method appeared effective in detecting 

congestion and bottlenecks.  

Doğru and SUBAŞI (2015) compared a group of clustering methods in order to detect traffic 

accidents. The DBSCAN method outperformed the other methods and managed to detect 100% 

of the accidents. Ding et al. (2016) developed spatial clustering techniques to study the traffic 

flows in and out of transport hubs in order to get a clear insight of mobility patterns. They divided 

the study area into smaller OD zones and then studied the travel behavior of passenger within 

each OD zone. Chen et al. (2014) proposed a DBSCAN clustering method where the GPS 

trajectories are divided into line segments that are  used to find the clusters with similar behavior.  
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2.5 GPS trajectories from taxis 

An important source of FCD are taxis since they belong to the public transportation system of 

cities and represent a massive part of urban mobility. The GPS-equipped taxis provide tools to 

discover the spatio-temporal patterns of people movements and even origins and destinations 

distributions (Tang et al. 2015). There have been many studies conducted that use FCD 

technology in order to extract significant results.      

Normal flow mapping approaches use predefined geographical units (e.g. states) in order to 

estimate the traffic flows. For this reason Zhu and Guo (2014) developed an hierarchical 

clustering method that considers both origins and destinations for the definition of traffic flow, 

where each cluster stands for the flow between origin and destination pair. Due to the 

hierarchical nature of clustering the method managed to generalize demand to different levels 

and thus minimize the potential information loss and has the potential to support multi-

resolution flow mapping.  

Wan et al. (2013) developed a prediction of origin destination method with the development of 

an improved DBSCAN algorithm. They proved that the proposed method with the clustered 

origins and destinations of taxis managed to predict with high accuracy the travel behavior of 

taxis for different regions and in different time periods. Kumar et al. (2016) tried to extract urban 

mobility patterns of taxi passengers for the city of Singapore using data from a large trip dataset 

by implementing a clustering algorithm that creates cluster of the trip data points and provide 

meaningful conclusions about the city mobility. Liu et al. (2015) used taxi trajectory data not only 

to reveal travel patterns for the city of Shanghai but also the interpretability of urban and 

suburban areas to transportation related issues. The researchers developed spatially embedded 

networks to model intra-city spatial interactions and revealed two level hierarchical polycentric 

city structures and proved that suburban regions are more adaptable to local traffic.  

Based on taxi data Kumar et al. (2018) proposed a Dijkstra-based dynamic time warping distance 

measure between two trajectories in order to provide information about the road traffic and 

then propose better route to users. The study proposed also a clusi-VAT algorithm to suggest the 

optimal number of clusters and then the results were compared the produced clusters with other 

typical clustering algorithms. The results indicated that the proposed method appeared more 

effective in terms of the used measures of evaluation and the loss of cluster quality.  
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Mao et al. (2016) tried to get an insight of the household travel behavior and the daily urban jobs 

housing spatial structure by extracting spatio-temporal patterns from taxi trajectory data from 

the city of Shanghai. Their method included a three-step method that included the spatial 

clustering of taxis origins-destinations, the estimation of threshold values of OD clusters and the 

visualization of the results in order to understand the travel behavior of taxi users. Yue et al. 

(2009) developed a clustering approach that obtains spatio-temporal patterns from taxi 

trajectory dataset in order to investigate the points of interest of users. Similarly, they created 

OD matrices in order to understand better the movement patterns and the attractiveness among 

clusters. XueJin Wan et al. (2015) developed an hierarchical clustering method based on 

agglomerative clustering analysis (DBH-CLUS) in order to identify pick-up/drop-off points. The 

applied method appeared to be very effective in identifying important points from the trajectory 

dataset. 

 Shen et al. (2017) also tried to extract hotspots of taxi passengers by discovering behavioral 

patterns. After converting the studied area to polygons they tried with the help of Moran’s Index 

to estimate the spatial autocorrelation of spatial distribution of the produced spatial clusters.  

Guo et al. (2012) tried to extract spatial clusters from GPS dataset in order to recognize important 

hotspots and map the flow measures of clusters for understanding the spatial distribution and 

temporal trends of movements. The process was applied in taxi trajectories in Shenzhen, China 

and the approach led to satisfying results regards to patterns extraction for large datasets. Xintao 

Liu and Ban (2013) analyzed over 85 million taxicab GPS points collected in Wuhan, China for 

generating spatio-temporal clusters that indicated the real-world traffic congestion. 

2.6 OD matrix comparison and similarity measures 

The comparison of matrices is divided into two categories: the similarity measures and the 

structural similarity measures. As far as the similarity measures Ashok (1996) used root mean 

square error in order to estimate similarity of OD matrices which were obtained from different 

sources. Tavassoli et al. (2016) used R squared for the comparison of OD matrices obtained from 

public transport. Ros-Roca et al. (2018) utilized entropy measure for the comparison of OD 

matrices. 

On the other hand, Ruiz de Villa, Casas, and Breen (2014) proposed a new method for OD 

similarity measure which was based on Wasserstein´s distance but this method proved to be very 
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costly in computation time. Mungthanya et al. (2019) used KMEANS clustering method followed 

by a DBSCAN for the outliers to cluster the origins and destination points of taxi floating data. 

They used the cluster to formulate time and space dependent origin and destination matrices. In 

order to create patterns within the matrices the cosine similarity is calculated.  
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3 Dataset Analysis 

3.1 Dataset Description 

The available data for this thesis were collected from a taxi service company in Thessaloniki, 

Greece. The dataset includes information about 170.000 trips from taxis over a period of a month 

(May 2019). The metadata that the data frame contains is trip id, pick-up and drop-off 

coordinates, trip start timestamp, trip duration and trip length. Thessaloniki is the second largest 

city in Greece with a population of 800,000. Thessaloniki is a seaside city and presents high 

population density and all historic, commercial and recreational points are appeared if not in the 

city center then very close to it.  

3.2 Data Limitations 

Even though the dataset is very descriptive and provides many information about the taxi 

movements and usage of the citizens, some limitations occur which limit 

 the level to which this thesis can be extended. First of all, even though the dataset contains a 

huge number of trips it does not contain all taxi trips but only those which are recorded but this 

specific service provider. The wide majority of the trips is viewed in the city center so this can 

lead to some difficulties as far as the clustering process. The provided data include information 

only for the start, the end the total travel time and distance of a trip without any information 

about the possible intermediate stops that may increase the total travel time and distance.  

3.3 Data Analysis 

Before presenting the main part of this thesis an extended analysis of the data is implemented in 

order to get a clear picture of the taxi trips and the citizens movements. This process provides 

important information about the travel behavior of citizens who do not use the public transport 

of the city and prefer to move with in more privacy and comfort. So, some very specific results 

can be extracted since the exact time and space of every trip is provided.  

An extensive data analysis has been applied in order to extract some results that could help the 

researchers get a clear view about the travel behavior of citizens who use taxi for the movements 

in the city of Thessaloniki. First, it is important to get an overview of the travel behaviour of taxi 

users as far as the travel time and travel distance. Figure 1 and Figure 2 show in detail the 

distributions of the travel time in min and travel distance in m. It is obvious that the most of trips 
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is between 5 and 12 min regards to time and 1000 to 3000m regards to trip duration. These two 

metrics agree totally to the observation that most of the trip are observed in the city center and 

more specifically start and end in the center. 

 

 

 

Figure 1 Distribution of trip distance 

Figure 2 Distribution of trip time 
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Figure 3 shows the hourly average number of trips for every day. The x-axis is the time horizon of 

24h and y-axis is the number of trips. Saturday and Sunday it is normal to have similar numbers 

since the trips these days present different characteristics and purpose such as leisure from other 

weekdays. For this reason, these specific two days the number of trips is higher early in the 

morning since more people are staying out till late and due to the lack of public transport they 

prefer taxis to return home. On the other hand, an important point is the increased number of 

trips between 10.00 and 13.00 on weekdays. This behavior indicates that people who travel early 

in the morning between 6.00 and 9.00 do not use the taxis, but another means of transport. Thus, 

the citizens who travel for other purposes tend to increase the numbers of taxi trips.  

 

 

Figure 3 Hourly average number of trips 

Figure 4 and Figure 5 show the hourly distribution of travel time and distance for weekdays and 

weekends. As far as travel time, in the early hours it is very low since there is low traffic load in 

the city network and the taxis can drive faster to the destinations. Similarly, the travel distance 

for these early in the morning hours is small indicating that citizens use the taxis for moving close 

the city center and not in the suburbs. It is obvious in both graphs that the numbers are increased 

as we move to the rush hours since both lines for weekdays and weekends are following an 

upward trend. 
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Figure 4 Hourly average travel time 

Figure 5 Hourly average travel distance 
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4 Methodology  

The methodology of this thesis includes the construction of time-dependent OD matrices based 

on adaptive zoning scheme. This scheme is dependent on matrices of different size that capture 

the time and space variances of an area, so a method is required that tries to estimate the 

similarity between the available matrices. The developed process is presented in the flowchart 

below (Figure 6). The first step was the data preparation and cleaning. The next step is the 

clustering of origins and destination points with the usage of k-means clustering method. The 

next step includes the geographical formulation of the origin and destination zones with the 

representation as an enclosed convex hull polygon (Graham 1972). The final part is the similarity 

measure of the produced time-dependent OD matrices with the calculation of cosine similarity 

across the matrices. 

 

4.1 Clustering Algorithm 

K-means is an unsupervised iterative clustering method. The algorithm starts with a randomly 

selected number of centroids and based on a selected criterion tries to calculate the optimum 

number and position of centroids. The iteration process halts either when the centroids have 

been stabilized or the predefined number of iterations has been achieved. In this thesis the k-

means clustering is used to separate into clusters the pick-up and drop-off taxi points. At this 

point it is important to mention that due to the high concentration most of points to a small area, 

(close to the city center) the predefined number of seven clusters is used in order to avoid the 

formation of a huge cluster that will capture the majority of the points and will miss information 

about the rest points, that give us interesting results about the movements for areas close to the 

city center. Figure 7 shows the pick-up (left) and the drop-off points (right) for a three-hour period 

from a weekday. 

Figure 6 Method flowchart 
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4.2 Convex Hull 

In order to obtain the travel demand within origin-destination areas the zones have to be 

formulated and defined geographically based on the clustered points that came up after the k-

means clustering process. Each cluster represents either an origin or destination zone and also 

each cluster is represented with a convex hull polygon where the most outer points were 

connected and created the polygon’s edges. Figure 8 presents the origin and destination zones, 

that were formulated with the process of convex hull polygon.  

Figure 7 Left: Pick-up points. Right: Drop-off points 

Figure 8 Left: Origin clusters (zones). Right: Destination clusters (zones) 
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4.3 OD Matrix Construction 

The OD matrix is one of the most important element of the transportation systems since it can 

represent in a clear way the travel demand within zones. There are many ways to create these 

matrices such as surveys, questionnaires and data from detectors which tend to be very costly in 

terms of time and money. In this project the matrices are created based on the GPS data obtained 

from taxis. All the vehicles that took part in this study, their starting and ending trip points define 

respectively their origin and destination points and these points are used to formulate the origin 

and destination zones. The main advantage of this method is the definition of the exact position 

of the origin and destination of each trip, which can lead the transport authorities to capture with 

high detail the travel behavior of the citizens.  

  

  

  

Figure 9 Trip flows based on time dependent OD matrix developed by using the proposed methodology for 6AM- 9AM 
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Figure 10 Trip flows based on time dependent OD matrix developed by using the proposed methodology for 6AM- 9AM of one 
origin zone 

4.4 OD Matrix Similarity Measure 

The OD matrices of taxis manage to capture the travel demand and user behaviour of an area 

with high accuracy. Since the OD matrices capture the demand for a specific time period it is 

crucial for the taxi provider to understand the changes as far as time and space. This advantage 

provides the taxi service the ability to implement an effective in time and space oriented 

management, thus reducing the cost, and improving the quality of services.  

Given the high variability of OD matrices in temporal and spatial dimension it is difficult to extract 

patterns of the traffic analysis zones since the existing approaches implement simple comparison 

methods such as root mean squared error, entropy etc. In this thesis an approach (Mungthanya 

et al. 2019) is used that tries to measure the similarity between dynamic spatiotemporal-variant 

OD matrices. The most challenging part is the transformation of the matrices and all the relevant 

information into a comparable format such as vectors whose similarity is measured with the 

cosine similarity as it is appeared in the Equation 1. 

𝑆(𝑋, 𝑌)=cos(𝜃)=
𝛸 𝛶

‖𝛸‖‖𝛶‖
=

∑ 𝑋𝑖𝑌𝑖
𝑛
𝜄=1

√∑ 𝑋𝑖
2𝑛

𝑖=1 √∑ 𝑌𝑖
2𝑛

𝑖=1

                                              (1) 

Where 𝑋𝑖  and 𝑌𝑖  are the components of the vector 𝑋 and 𝑌. The cosine similarity is a 

measurement of cosine of two vectors and shows the angle between them. As long the similarity 

increases the angle between the vectors is decreased and a similarity equal to 1 means two 

vectors with same orientation. Similarly, two vectors with similarity of 0 means that they are 

perpendicular to each other. This process allows the researchers to receive a clear view of the 

similarity measurement between the matrices, which have been transformed into vectors.  

If we have two OD matrices, matrix 𝐴 with 𝑁 origins and 𝑀 destinations and matrix 𝐵 with 𝑈 

origins and 𝑍 destinations. We define 𝑂𝐴  the set of origins where 𝑂𝐴={𝑂1
𝐴, 𝑂2

𝐴, … , 𝑂𝑁
𝐴} with 𝑁 the 

number of origins and each dataset 𝑂𝑖
𝐴= {𝑜𝑖

𝐴(𝑙𝑎𝑡), 𝑜𝑖
𝐴(𝑙𝑜𝑛)} contains the latitude and longitude 
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of its centroids. Accordingly, the respective vectors are formulated for the destinations 𝐷 with a 

total of 𝑀 destinations. Matrix 𝐵 uses the same mathematical formulations. From each origin 𝑖 

of the 𝐴 matrix there is travel demand that flows to each of the 𝑀 destinations. So a vector is 

created for each that gathers all the important information and characteristics such as the travel 

flow, the coordinates of origin and destination centroids. The resultant vector has the following 

form: 

𝑅𝑖
𝐴 = [𝑇𝑖

𝐴, 𝑂𝑖
𝐴, 𝐷𝑖

𝐴]                                                                 (2)                                  

Where: 

 𝑂𝑖
𝐴 : coordinates of centroid of origin zone  

 𝐷𝑖
𝐴: coordinates of centroid of destination zone  

 𝑇𝑖
𝐴: traffic flow from an origin zone to the destination 

In order to measure the similarity of two matrices 𝐴 and 𝐵 their resultant vectors are used, since 

they include all the important information. The cosine similarity for matrix 𝐴 and 𝐵 with a total 

of 𝑁 and 𝑈 number of origin zones respectively is calculated between the resultant vectors 𝑅𝑖
𝐴  

and 𝑅𝑗
𝐵 with 𝑖 = 1,2, … 𝑁 and 𝑗=1,2, … 𝑈. The similarity measure is extracted from the average 

value for each 𝑖 and 𝑗 and is denoted by 𝐶𝑖
𝐴 and 𝐶𝑗

𝐵 respectively. The final similarity is calculated 

from the equation below: 

𝑆𝑖𝑚=
∑ 𝐶𝑖

𝐴𝑁
𝑖=1 +∑ 𝐶𝑗

𝐵𝑈
𝑗=1

𝑁+𝑈
                                                              (3) 

The overall approach is presented in Algorithm 1 (Mungthanya et al. 2019) where the steps for 

the calculation of the similarity measurement between two matrices 𝐴 and 𝐵 are presented in 

detail. 

Input: Resultant vectors from matrices 𝐴 and 𝐵 ({𝑅𝑖
𝐴} and {𝑅𝑗

𝐵}) 

Output: Similarity value (Sim) 

For 𝑖 ← 1  to 𝑁  (the number of origins of 𝐴) do 

For 𝑗 ← 1  to 𝑈  (the number of origins of 𝐵) do 

Compute cosine similarity S(𝑅𝑖
𝐴 , 𝑅𝑗

𝐵) 

End 
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End 

Determine the average value 𝐶𝑖
𝐴=𝑚𝑒𝑎𝑛𝑗є{1,2,…,U}(S(𝑅𝑖

𝐴, 𝑅𝑗
𝐵)) For 𝑖 є {1,2,…, 𝑁} 

Determine the average value 𝐶𝑗
𝐵=𝑚𝑒𝑎𝑛𝑖є{1,2,…,N}(S(𝑅𝑖

𝐴, 𝑅𝑗
𝐵)) For 𝑗 є {1,2,…, 𝑈} 

Compute Sim=
∑ 𝐶𝑖

𝐴𝑁
𝑖=1 +∑ 𝐶𝑗

𝐵𝑈
𝑗=1

𝑁+𝑈
 

Algorithm 1 Time-dependent OD matrix similarity measure 

In conclusion, the similarity of two matrices is measured with the cosine similarity where higher 

values lead to higher similarity of two vectors. The similarity also is measured based on three 

elements the traffic flow across the zones, the geographic location (coordinates) of the centroids 

of origin and destination zones.  
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5 Results 

By implementing the methodology described in Section 4, the cross similarity of OD matrices is 

measured based on the data from the taxi travel demand in Thessaloniki. The data used for the 

constructing of OD matrices has captured the demand for a three-hour period of each day. In 

total 56 OD matrices were developed for a period of one week. Thus, the cross similarity 

calculation started from Monday 0AM-3Am to Sunday 9PM-0AM was based on 56*56=3.136 

values since every OD is compared with all the others. The results are presented in Figure 11 and 

it is obvious that the similarity in any case is very high and ranges from 0.9 to 1. It is important to 

mention that very high values do not mean absolutely same OD matrices but travel patterns that 

are very similar over these time periods. This behavior is absolutely normal since the human 

mobility follows some patterns and is repeated. 

 

Another important result is the high similarity between time periods 0AM-6AM for all days, which 

means that all these time periods where the traffic load is very low there are some specific travel 

demand patterns. On the other hand, the similarity values are lower for periods 6AM-9PM where 

the travel demand is higher. Table 1 shows five time periods with maximum and minimum 

similarity values. The periods Sat 6AM-9AM, Fri 6AM-9AM, Sun 3AM-6AM, Thu 0AM-3AM and 

Thu 6AM-9AM show high cross similarity values which means that these time slots present similar 

travel patterns and allows the authorities to apply uniform taxi operation management 

Figure 11 Cross-similarity of all matrices from Monday 0AM-3AM to Sunday 9PM-0AM 
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principles. On the other hand, the time period 9AM-12PM for Tuesday, Friday and Monday shows 

the lowest similarity values indicating that these time periods it is more difficult to extract precise 

travel patterns.  

Table 1 Top maximum and minimum similarity values with the respective time periods 

Top five time periods with highest average cross similarity values 

Ranking Time period Cross-similarity value 

1 Sat 6AM-9AM 0.97288 

2 Fri 6AM-9AM 0.97270 

3 Sun 3AM-6AM 0.97139 

4 Thu 0AM-3AM 0.97136 

5 Thu 6AM-9AM 0.97134 

Bottom five time periods with lowest average cross similarity values 

Ranking Time period Cross-similarity value 

56 Tue 9AM-12PM 0.93524 

55 Fri 9AM-12AM 0.93622 

54 Mon 9AM-12PM 0.93709 

53 Fri 3PM-6PM 0.93916 

52 Mon 12AM-3PM 0.93936 
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6 Conclusion 

In this chapter a summary of the whole thesis is described along with the limitations and possible 

further recommendations that can be applied for future research. 

6.1 Summary 

The floating car data allows taxi service providers to obtain all the important information on each 

taxi’s movements, including not just the travel time and distance but also about the precise place 

to which each user wishes to travel. All of this high-level data is critical, and it may assist the 

provider in planning the essential operating measurements for improved service quality. The 

location of the origin and destination is one of the most essential pieces of information from taxi 

floating data. 

In this research, we used information regarding taxi vehicle origin and destination data to create 

OD matrices for the city of Thessaloniki. The resulting OD matrices have the advantage of being 

dynamic, and the origin and destination zones are formed using the k-means clustering approach. 

In contrast to other techniques that use standard and consequently more static comparison 

measurements such as R-squared and root mean square error, the cosine similarity between the 

OD matrices was assessed in this thesis. The elements for the calculation of cosine similarity are 

the traffic flow and the coordinates of centroids which are formulated from clustering origin and 

destination zones.  This process gives the opportunity to include all the important information of 

OD matrices in comparison.  

The results from the comparison allow the researchers to extract travel patterns for the travel 

behavior of citizens when they use taxis. Many OD matrices show high cross similarity values 

indicated the periods with similar travel patterns.  

6.2 Limitations and Recommendations 

One important problem with this approach is the lack of additional data in order to validate the 

results and demonstrate that the proposed process of construction data driven OD matrices is 

reliable. Another limitation is the used clustering method for which the construction of origin and 

destination zones uses a specific number of clusters and the formulation of clusters was based 

on the Euclidean distance.  
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Therefore, this might be the focus of future research, as well as the selection of a different 

clustering approach with acceptable parameters, which could contribute to the formation of 

data-driven zones that more accurately replicate travel demand. In the future, more research 

could be conducted to validate the data. 
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