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Abstract 

This dissertation was written as a part of the MSc in Data Science at the International 

Hellenic University.  

Web analytics is a way for companies to learn more about the people who visit their 

websites. This information may include things like how people use the pages on a site, 

and how they respond to different types of content. These types of analytics can help to 

determine future decisions regarding the content and marketing which may help on how 

the company is perceived from the customers, as well as it can even improve their status 

and the profit. In order to gain valuable insights from a series of site visits and other 

related interaction data, it is essential to have accurate data. In the current work, Web 

Content Text Classification is to be done over the extracted content of a company’s portal 

by categorizing those into 19 brands. Natural Language Processing techniques and Ma-

chine Learning algorithms have been applied and described. After evaluating the results 

of the models, it was concluded that BERT, which is a powerful deep learning model, and 

in particular Bert Base Uncased, performed the best, making accurate predictions and 

having good performance overall. 
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1 Introduction 

According to Sethunya et al. [1], Natural Language Process (NLP) is explained across 

literature as the research area in which, applications are used to test how well computers 

can read, comprehend, and respond to natural language content in order to solve a variety 

of issues. Text classification is one of the many tasks under the wider variety of applica-

tions in the NLP area. The technique of classifying text into categories or classes, based 

on content, with the use of machine learning algorithms and methods is called text clas-

sification. Classification in general, is the supervised learning technique where a so-called 

classifier is trained over an already labeled set of objectives, trying to achieve the highest 

of accuracy results once it is called to classify new objects in one of the categories/classes 

that it has been trained over. The purpose of this exercise is to perform text classification 

in the content of web pages. That means that, an additional technique is required in order 

to obtain the content from those pages. This technique is called web scraping. Bo [2], 

defines web scraping (or else called web extraction/harvesting) as the technique to extract 

data from the World Wide Web (WWW) in order to process it in any way.  

The focus of this analysis will be over a company’s portal. The structure of the company 

is made into business units and brands (products). Marketeers and analysts of each branch 

worldwide, use customers’ information over the portal’s activity by analyzing them over 

dashboards, to understand behaviors, get insights about them in order to segment custom-

ers and better target them, get learnings about preferences and best practices for future 

campaigns. One of the issues that has been identified is that, many web pages are mis-

classified with regards to their business unit / brand. This issue makes data unreliable in 

terms of insights and actions to be taken. The process of manually identifying the correct 

class of every possible page over the portal and change it requires limitless working hours 

and also involves a significant margin of human error. Another alternative is to re-create 

all the already existing pages with the exact same content under a new URL and with a 

new tag for the class. This process also involves risks for the company, as marketing 

material that has already been shared with the customers will no longer be accessible and 

this will drive to a loss of interaction and engagement with the audience. This is the reason 

why a machine learning approach will be examined. By this approach, the company can 
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continue creating content and new, correctly tagged web pages, undisturbed while focus-

ing on training the relevant employees on how this should be done correctly. The miss-

tagged data will be handled and corrected over the consumption interaction layer of data, 

so that the correct info is used across all the end-user applications. The purpose of this 

exercise is to acquire the best possible results over the correct classes. Currently, over 

80% of the portal content is untagged (miss-tagged) and we aim to an improvement over 

20%. Some risks that will be faced are that many of the provided pages that have been 

created on company’s portal over the last 2 years might not be active anymore and also, 

some of those might not be accessible without logging in with account credentials. 

Over the first Chapter there is a literature review of similar work that has been done over 

the text classification as well as web content classification in particular. Most of the mile-

stones and the evolution of the fields are mentioned along with a reference over their 

performance over time. 

The second chapter focuses on the theoretical background of the core of the thesis, which 

is the Machine Learning area. The three main categories of Machine Learning are de-

scribed with a deeper focus on the one that fits the purpose of the current work. 

The definition of Deep Learning lays over the third chapter, where the categories of the 

Neural Networks and the Encoders/Decoders are described. 

Transformers and in particular their architecture and some of the models that have been 

developed on top of them and are also used for this work are presented on the fourth 

chapter. 

The fifth chapter consists of Natural Language Processing definitions and techniques re-

garding text preprocessing, vectorization, and augmentation. 

Over the last chapter, the case study of this thesis is described, including the statement of 

the challenge, the approach that is followed in order to achieve the final goal, the descrip-

tion of the dataset that has been used and how the data have been handled. The question 

about which models have been chosen and why are also addressed along with the final 

results. The findings of this work and recommendations for future studies are presented 

in the final section of this chapter.  
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2 Related work 

Over this chapter the general concept of text classification at first and then the web con-

tent classification concept in particular will be reviewed over the existing literature. Dif-

ferent approaches of web content classification techniques based on what each one 

achieves and where does each one focuses will be also analyzed. Lastly, approaches on 

how to extract content from the web pages will be inspected. As a last steps, the classifiers 

that have been used in such relevant cases will be analyzed. 

2.1 Text classification 

Classification in general, is a supervised machine learning which can be described as the 

process of an algorithm (classifier) that is fed and trained with a variety of data, where 

each one of those is already classified, in order to be capable to predict the class of pre-

viously unseen data. 

Sebastiani [3], defined text categorization as the process of “assigning a Boolean value to 

each pair (dj ,ci )∈ D x C, where D is a domain of documents and C = {c1, ... , c|C|} is a set 

of predefined categories”. It is also stated that the objective is to “approximate a target 

function that describes how documents ought to classify”. 

2.2 Web content classification 

Web content classification is very similar to the text classification approach, even though 

it is more complicated. Its complexity is depending on the erratic nature of the construc-

tion of the web pages and the way that data are derived in order to be analyzed. The 

number of variables, the HyperText Markup Language (HTML) tags that are included, 

the hyperlinks, the various formats, the noise, the advertisement banners, etc. are some of 

the elements included over the data on the web pages which demand various pre-pro-

cessing steps before text can be fed into a classifier.  

Once content from web is obtained and pre-processed, data are usually represented in 

multi-dimensional vectors with various types. The dimensionality will be extremely high 

if every feature is taken and turned into a vector, which will be very consuming in terms 

of time and space and complexity. That’s why, steps for feature selection and dimension-

ality reductions are also part of the web content classification tasks.  
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In 2013, Patel et al. [4], proposed Objectionable Web Page Classification Method 

(OWPCM), a filtering system for objectionable web documents, as one supervised ap-

proach which classifies documents into 2 categories, objectionable and non-objectiona-

ble. This approach included the training of a Neural Network (NN) algorithm, entropy 

term weighting indexing algorithm, and Principal component analysis (PCA) feature re-

duction algorithm. This technique was evaluated over 4 datasets and achieved an accuracy 

>92% in every case. 

In 2014, Hernández et al. [5], introduced an unsupervised approach (so called ClAssifying 

Links Automatically - CALA) for web page classification by clustering the web pages 

from a site so that each cluster represents a set of a unique class. The article states that 

none of the existing proposals were appropriate for integrating companies web infor-

mation, as they did not meet requirements such as lightweight crawling and the ability to 

avoid training on pre-classified pages (as most approaches rely on supervised techniques). 

CALA creates Uniform Resource Locator (URL) patterns that correspond to different 

classes of pages on a website, allowing new pages to be classified by fitting their URLs 

to those patterns.  Another paper that was published in 2014 by Asheghi et al. [6], com-

pared a variety of content-based features for web page and found that lexical features 

performed better than all other features. On the same paper, a semi-supervised mini-cut 

algorithm approach was tested, which employed the pages that are underneath of the tar-

get web pages in hierarchy, as unlabeled data. The findings of this approach, which takes 

advantage of the graph structure of the pages, showed that some classes were more ben-

efited than others. 

In 2016, Kathirvalavakumar et al.[7], provided a new weighting approach that recognizes 

the significant and distinctive terms in a web page to lower the quantity of significant data 

that can aid the classifier in making a more accurate classification decision by reducing 

the dimensionality. 

In 2017, Kiziloluk et al. [8], used the Parliamentary Optimization Algorithm (POA), 

which is one of the latest social-based metaheuristic algorithms, for Web page classifica-

tion. The POA results were compared to other algorithms and were found to be higher. 

This study was the first to suggest the POA Web page classification using HTML tags as 

features. 

In 2020, Aydos et al. [9], introduces a method which combines multiple NN in order to 

classify the web pages. The idea of this approach is to focus on the web page classification 
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problem using Google Image Search results as descriptive images. In this approach, each 

element is represented by multiple descriptive images and after the training process, each 

one of them is assigned a class based on the calculation of the descriptive image results.  

In 2021, Gupta et al. [10], proposed an ensemble Knowledge Based Deep Inception 

(KBDI) for classifying web pages. This approach involved learning bidirectional contex-

tual representation using pre-trained BERT incorporating Knowledge Graph embeddings 

and fine-tuning the objective task by applying Deep Inception network using parallel 

multi-scale semantics. The proposed ensemble tests the effectiveness of combining spe-

cialized domain knowledge embeddings with the pre-trained BERT model. The suggested 

BERT fused KBDI model performs better than benchmark baselines and other traditional 

techniques tested on web page categorization datasets, according to experimental inter-

pretation. 

In 2022, Kurt et al. [11], used Deep Learning (DL) approaches in order to classify web 

pages through their text content by constructing binary and multi-class classification 

models. In this study, Convolutional Neural Network (CNN), Long Short-Term Memory 

(LSTM) and Gated Recurrent Unit (GRU) DL techniques were used. Instead of n-gram 

techniques, word embedding was employed for feature extraction and hyper-parameter 

optimization was performed. The results of this study achieved an average f1 score of 

90% with CNN, 89% with LSTM and 89% with GRU over the binary classification and 

78% with CNN, 76% with LSTM and 77% with GRU over the multi-class classification. 

In 2022, Yu [12] published a paper exploring a web page classification algorithm 

(WPCA) based on deep learning (DL), as the author believed that previous research on 

WPCA based on DL was not thorough. The article first utilizes a keyword weight calcu-

lation approach to first minimize the influence of a few high-frequency words on the 

weight calculation and lower the value of low-frequency word weights, improving the 

calculation accuracy of the WPCA. The classification technique, in addition, defines the 

category of all texts based on the similarity between the text to be classed and all of the 

class templates as well as certain classification criteria. Finally, the optimization method 

automatically modifies the size of the learning rate in order to enhance the DL learning 

rate. According to the experimental findings, WPCA based on DL is quicker, more effec-

tive, and uses less system compared to traditional algorithms. 

Even though many specialized approaches have been made and developed on web clas-

sification techniques as detailed above, an evolution has been made, including, but not 
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limited to Natural Language Processing when Transformers where introduced. In 2017, 

Vaswani et all. [13] published a paper with the title ‘Attention is all you need’ where they 

claim that by then, the leading sequence transduction models relied on encoder-decoder 

setup and large or complex recurrent or convolutional neural networks. The top-perform-

ing models also connected the encoder to the decoder though an attention mechanism. 

They suggested a newly introduced, uncomplicated network design called the Trans-

former that relies purely on attention processes and discards both recurrence and convo-

lutions. Their publication purely disrupted the Machine Learning community as since 

then, many applications, ideas and research are based on the foundation of Transformers 

on Computer Vision, Natural Language Processing and many more. Heavily dependent 

on Transformers, various of pre-trained models simplify many tasks by transfer learning. 

Based on the latter and given that the goal of this thesis is to accurately classify web pages 

which consist at the most of text, all the terms around Transformers and transfer learning 

will be analyzed and then attempted for the specific task over the next chapters. 
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3 Machine Learning 

Over this chapter, the wider concept of Machine Learning will be introduced as it is the 

foundational component of all the concepts associated with the object of the thesis. 

Machine Learning (ML) is defined as the usage and design of computer systems that can 

adapt and learn without being supplied explicit instructions, by analyzing historical data 

or data patterns in order to make predictions or assumptions using statistical models and 

algorithms. The above-mentioned definition can be interpreted as that, ML, entails con-

structing and training simple or complex models, using labeled or non-labeled datasets, 

in an effort to minimize error rates on the outcome/result of the model, when previously 

unseen data are fed into it. 

The complexity and learning curve of the algorithm are two significant process metrics, 

but the quality of the input data is what matters most. Since a learning algorithm's objec-

tive depends on the input data, statistics and machine learning are closely connected 

fields. However, their primary distinction is that whereas ML focuses on predicting pat-

terns, statistics seeks to discover links between variables and the significance of those 

associations. 

The three most high-level and abstract subcategories of machine learning are: supervised, 

unsupervised, and reinforcement learning. Particularly, activities like Regression and 

Classification are under the purview of supervised learning, whereas Clustering and Pol-

icy Learning go under unsupervised learning and, finally, reinforcement learning respec-

tively. The next sections will go into high-level detail on each of these concepts. 

3.1 Supervised Learning 

Supervised learning is a method of learning the input-output relationship of a system us-

ing a set of labeled training samples, where the output is known as the label of the input 

data. These input-output training samples are also referred to as labeled training data or 

supervised data. 

 

 

Picture 1: Supervised Learning [1] 
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3.1.1 Regression 

A Regression model is a way of predicting a specific outcome based on a group of input 

variables. Since the target value is a continuous value within a specific range, regression 

aims to predict the result of unseen records within that scale. There are various regression 

techniques available, and they can be categorized according to how many independent 

variables there are and how strongly the relationship between the independent variables 

is. 

 

Picture 2: Regression example [2] 

The performance of a regression model on how accurately it is able to predict previously 

unseen data, which, in other words can be phrased as how well does the model general-

izes, is evaluated with metrics. One of the metrics that can be calculated in order to eval-

uate a regression model is Mean Squared Error (MSE) [14]. MSE calculation shows the 

squared difference between the actual and the predicted value thus, the lower the MSE of 

the model the better the model is performing. Another evaluation metric is R2, also called 

coefficient of determination. R2 evaluates the scatter of data points around the best fit line, 

thus, the higher the value, the better the model is performing.  

3.1.2 Classification 

When the objective fits into a group of discrete values known as labels, categories, or 

classes, classification is utilized. A classification model predicts the probability of an ex-

ample being classified into a specific class as a continuous value. Classification tasks can 

either be binary (the input data are allocated between two classes, so the value obtained 

after classifying the data would be either 0 or 1, yes or no etc.,), multi-class (the input 

data are allocated across more than two classes) or multi-label (every data point of the 

input data would belong into more than one classes).  

As described above, the main distinction between classification and regression ap-

proaches lays on the type of the outcome, and whether the problem somebody is trying to 

solve requires a continuous rather than a discrete prediction. On the other hand, we can 

approach the classification issue as a regression problem in a non-Euclidean space. 
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Picture 3: Classification example [1] 

Many metrics that are used to evaluate the performance of a classification model, are 

based on the Confusion Matrix [15]. 

One of the most popular metrics in order to evaluate a classifier is Accuracy. Accuracy 

considers the sum of the True Positive and True Negative predictions as the numerator 

and the sum of all the entries of the Confusion Matrix as the denominator (the same ap-

plies for binary, multi-class, and multi-label classifiers. There are several evaluation met-

rics for every type of classification task such as Precision, Recall, F1 Score, Micro F1-

Score, Macro F1-Score [16] etc.. The decision about which one should be monitored 

when the model is trained or fine-tuned so to rank the model and achieve the better pos-

sible results relies on the objective of the question that we are trying to answer.  

 

Picture 4: Confusion Matrices [3] 

3.2 Unsupervised Learning 

Machine learning algorithms are used in unsupervised learning to organize and evaluate 

unlabeled datasets. Without hu-man assistance, these algorithms find hidden patterns or 
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data clusters. It is helpful for exploratory data analysis since it may find similarities and 

contrasts in data as well as in various other real-world challenges. 

 

 

 

 

Picture 5: Unsupervised Learning [1] 

Unsupervised Learning can be also used as an ML tool. Data don’t often come in perfect 

shape and form in order to be fed an algorithm and be transformed to give the desired 

outcome. When the challenge is the high dimensionality of the dataset, an unsupervised 

ML technique can be used in order to reduce it while at the same time keep as much of 

the data variation's details as possible. 

Two further well-liked techniques are self-supervised learning and semi-supervised learn-

ing. A technique known as semi-supervised learning combines a sizable amount of unla-

beled data with a little amount of labeled data in order to draw insights from them. When 

there is a dearth of labeled data, there isn't enough domain expertise to label the data, or 

there isn't enough time to label the data, this method is frequently employed. On the other 

hand, self-supervised learning refers to situations when the model uses the natural struc-

ture of the data rather than labeled data to anticipate the output. This means that massive, 

unstructured datasets may be effectively mined for valuable information using self-super-

vised learning algorithms. 

3.3 Reinforcement Learning 

The machine learning technique known as reinforcement learning (RL) trains one or more 

agents in an environment via rewards. The agents can operate in the environment, and 

their performance determines whether they receive rewards or punishments. It's common 

practice to teach agents to seek long-term, maximum benefits from their surroundings by 

successfully performing tasks. The idea of policy learning is to instruct agents on the 

appropriate course of action via the use of punishment and rewards. The simulation's 

agents watch the environment as it is and behave accordingly. The agents proceed to the 

following state, but with the costs of their actions. After that, the action that has been 
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performed is evaluated and they compare the reward/punishment policy to find the best 

way to achieve the most profit.  

In conclusion, RL differs from supervised and unsupervised machine learning approaches 

in the way that it operates. The agent's actions result in feedback from the environment. 

The labels used in supervised learning are not required as the agent is rewarded or penal-

ized in accordance with their behavior. 

           

                Picture 6:  Reinforcement Learning [1] 

ML has become more advanced, encompassing a wide range of fields and domains. This 

has been powered by advancements in the field itself and in the hardware available. Based 

on the type of input data, there are different types of fields that have emerged, such as 

NLP for textual data, Computer Vision for visual data, and Speech Processing for pho-

netic data. Each field of data allows for the identification of tasks and problems which are 

currently being actively researched, as well as any potential solutions which may be avail-

able. Regardless the field and the data type, the main objective is to train a machine learn-

ing model that outputs a desired outcome. Training refers to the process of adjusting the 

model so that it produces the desired outcome as accurately as possible. In order to com-

plete each task, the definition of the approach, outcome, and data will all be necessary. 

The type and architecture of the model will also be determined, and the method which 

can be used will also be determined. 

Given the topic of this thesis, over the next chapter, techniques on the field of NLP will 

be described.  
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4 Deep Learning 

Deep Learning is a form of ML that was developed due to the increasing need of better 

models that are able to accurately predict future events out of big amounts of data. Both 

operate just similarly. Although the machine learning models can learn to gradually im-

prove, they will need human supervision to make sure they are getting the most out of 

their learning. DL models learn how to predict future outcomes and excel in doing so.  

Predicting what will happen requires taking in input, processing it, and then producing a 

desired output. In DL, features are extracted from data using a variety of techniques, as 

opposed to Machine Learning where the required features are chosen, by people. 

4.1 Training Deep Artificial Neural Networks 

Deep Artificial Neural Networks (DANN) are computer programs that simulate the hu-

man brain in order to understand complex tasks better. The network is made up of multi-

ple basic components, known as neurons, that are coupled to one another and organized 

in a certain topology [17]. A neuron in a hidden layer processes a number of input signals, 

and gives an output signal. The input and output signals are known as activations because 

they cause neurons to fire. A neuron's axon links to an additional neuron by a synapse.  

There are several phases involved in training a (DNN). Synapses transmit data from the 

network's input layer to the hidden layer in DNN learning. Synapses are weighted. After 

being activated, the weighted sum plus the bias is sent as input to the neurons of the 

following hidden layer. Each synapse is given a new weight, which aids in computing the 

activation function and creating an output. The linked neurons in the hidden layer collab-

orate to produce a response, which is then transmitted back to the hidden layer and con-

tinued until the output layer is reached, which is the ultimate objective. 

The network assigns random values to the weights when input data is first introduced to 

it. Since the model does not know anything about the data, it cannot determine its weights. 

To create the required output, the neural networks must modify the weight values. Gradi-

ent descent is a type of hill-climbing optimization that is used to update the weights. Gra-

dient descent requires knowledge of the gradient of the loss function, or the vector holding 

the partial derivative of the loss function with respect to each of the parameters. Although 
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we need to backpropagate the layers to make up for the loss of the hidden layers, we can 

still make progress. 

Neural networks come in a variety of forms and are employed for various tasks. Some 

popular deep neural networks are multi-layer perceptrons, convolutional, and recurrent 

neural networks. Some of the types that are important as concepts for the purposes of this 

thesis will be briefly mentioned below. 

4.1.1 Feed-Forward Networks 

A Feed-Forward Network (FFN) is a network that consists of more than one hidden layers 

and the neurons are solely linked to those in the layers following. These networks can be 

found is tasks like pattern recognition, computer vision, noise filtering, and more. 

4.1.2 Convolutional Neural Networks 

A convolutional layer and a fully connected layer make up convolutional neural networks 

(CNNs). The Convolutional layers are made up of convolutions that hold valuable infor-

mation. Following every convolution, the most crucial traits are maintained. The output 

of the fully connected layers is imported as input of the convolutional layers, which will 

then output the outcome. CNN may be used for Image Recognition tasks, Video Analysis 

and other applications. 

4.1.3 Recurrent Neural Networks 

Recurrent Neural Networks (RNN) are FFN that are rolled out over time and are made to 

accept a number of inputs, which denotes that each input of the sequence has some rela-

tion or influence with/on the neighbors. Basic FFN "remember" things as well, but only 

those they have already learnt. RNN learn similarly during training, but they additionally 

retain information from previous inputs while producing output (s). RNN require a lot of 

time to be trained and also deal with the issue of the vanishing gradient descent, where 

the gradient of prior time steps doesn't continue to grow, and therefore the network can't 

learn as well as it could. Applications that use machine translation, time series predictions, 

speech recognition, and music synthesis are based on RNNs. The Vanishing Gradient 

descent issue is solved by using a RNN (Long short-term memory (LSTM) and Gated 

recurrent units (GRUs)) together. LSTM networks have a memory that can be reused. 

They are able to recall prior knowledge that is crucial to the learning process. They have 

the ability to only keep information that is necessary for its purpose. Two 
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implementations of a LSTM network are speech recognition and writing recognition. An 

adaptation of LSTMs, GRUs feature 3 gates: an update gate, a reset gate, and a current 

memory gate. 

4.1.4 Encoders and Decoders 

A form of sequence-to-sequence model based on recursive neural networks (RNNs) is the 

encoder and decoder. At each time stamp, the encoder receives a word vector from the 

input sequence and the hidden state of the prior time step, updating the hidden state to 

store information about the input sequence. The last encoder unit's hidden state is subse-

quently transmitted to the decoder. Additional details over specific concepts that are re-

quired for the comprehension and the implementation of the subject of this thesis will be 

described over the next chapters.  
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5 Transformers 

The majority of issues in the NLP field of activities, such text categorization and transla-

tion, are sequence related. RNNs have been utilized in several applications, however it 

has been shown that they have issues primarily because they cannot be trained in parallel, 

which extends the time required to handle a large dataset and makes implementation in-

efficient. 

A new model was developed that can properly anticipate and address a variety of NLP 

issues in the paper ‘Attention is all you need’ [13]. The transformer is a deep learning 

model that utilizes a self-attention mechanism and is mainly used in the area of NLP. The 

machine depends entirely on its own attention to calculate its representations of its input 

and output. The transformer can process the whole sequence as input, and the data do not 

need to be labeled. 

5.1 Architecture 

According to Vaswani et al. [13], a transformer architecture consists of various encoders 

and decoders, plied on top of each other. Every encoder consists of a multi-head attention 

layer followed by a feed forward neural network layer. The decoder, on the other hand, 

is composed of a masked multi-head attention layer, a multi-head attention layer, a feed 

forward neural network layer, and a final layer. 

The number of the encoders and the decoder units is a hyperparameter but the number of 

them is always equal to each other. Word embeddings are accepted as input and are pro-

cessed by each encoder before being processed by the final encoder. The first decoder 

and the succeeding decoders receive the output of the final encoder as input. The extra 

masked multi-head attention layer aids in sharpening focus on crucial sequence elements. 

Every encoder and decoder includes a self-attention layer, which helps to clarify specific 

phrases in the sequence. The query, key, and value vectors are constructed in each encoder 

and updated during training. Self-attention is calculated for each word, and to calculate 

self-attention for the first word, all other word scores are also calculated in relation to the 

first word. Once all the terms in the sequence have been processed, the next words are 

processed using this method. 
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Utilizing the SoftMax activation function, each score is normalized. The normalized 

scores are then multiplied by the relevant value vectors and added together to create the 

final vector, which is the result of the feed-forward network layer's output from the self-

attention layer. Each decoder and encoder has multiple self-attention layers, hence the 

term 'multi-head attention,' each of which computes an output. Each self-attention layer 

is carried out independently and concurrently. The feed-forward network receives a final 

concatenation of all the outputs. 

 

 

 

 

 

 

Picture 7: Transformers: Model Architecture [4] 

5.1.1 The Encoder block 

 

 

Input Embedding 

In order to transform words into embedding vectors the 

concept of embedding space is introduced. This can be 

perceived as a dictionary where words after being trans-

formed into tokens of a fixed vocabulary, those of similar 

meaning are grouped together. Every word inside this em-

bedding space is mapped and given a specific value based 

on what it means. 

 

 

Picture 8: Input Embedding [4] 
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Positional Encoding 

The sequence, as referenced before, is processed all at 

once. Words though, may take different meaning based on 

the sentence they are in. Each token embedding is given a 

positional encoding vector by the transformer so as to de-

termine the position of the tokens in the sequence, result-

ing in a special embedding with positional information. 

 

 

 

Picture 9: Positional Embedding [4] 

             

Picture 10: Process of Input data (picture created by the author) 

These procedures prepare the vectors, which are presented as context, for consumption 

by the encoders. In order to produce a new vector per token with the same structure as the 

input sequence but enhanced with more complicated information, the encoder receives 

one vector for each token in the sequence. This procedure will be broken out step by step 

below. 
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Multi-Head Attention 

 The Multi-Head Attention, which is the fundamental element of the transformers and is 

also known as self-attention, is the following process and the initial layer of the encoder. 

No matter how far apart, this layer may identify related tokens in the same sequence. As 

an attention vector, it focuses on the word's importance in relation to the other words in 

the phrase. An attention vector is generated for every word and 

it captures the contextual relationship among the words in a 

sentence. In order to address the case where for every word, 

its value is weighted more on itself, a multiple attention vec-

tors per word are determined and the weighted average is com-

puted at the end. This process is called multi-head attention 

block as multiple attention vectors are used.  

Add & Norm 

Add & Normalize are in fact two separate steps. The add step 

is a residual connection. The idea was introduced by He et al. 

in 2005 [18] with the ResNet model. It is one of the solutions 

for vanishing gradient problem. The normalization step is 

about layer normalization which was introduced by Ba et al., 

in 2016 [19], it is a way of normalization. 

Feed-Forward Network 

The Feed Forward network as well as an additional Add & 

Normalize phase are included in the encoder's final stage. 

Each attention vector token is processed by a feed-forward 

neural network in parallel. One attention vector at a time is 

accepted by the feed-forward network. The greatest aspect 

is that each of these attention vectors is independent of the 

others, unlike the RNN example. Therefore, we may use 

parallelization in this situation, and this is one of the dif-

ferences that Transformers introduced in contradiction to 

the traditional RNN. At the end, an additional Add & Nor-

malize step is applied with the input and output of the feed-

forward step. 

 

Picture 11: Multi-Head Atten-
tion , Add & Norm [4] 

Picture 12: Feed-Forward Net-
work [4] 
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Picture 12: Output of the Encoder block (picture created by the author) 

5.1.2 The Decoder block 

Output Embedding and Positional Encoding 

The decoder block is actually an encoder only with an addi-

tional encoder-decoder attention layer. If the model is train-

ing a translator for Greek to English, a Greek sentence has to 

be given along with an its equivalent in English. The Greek 

sentence will pass through the encoder and the English sen-

tence will pas through the decoder.  

The first phase is the same as the one that is explained on the 

encoder block, and it consists of the positional encoding and 

embedding layers that convert the words into the appropriate 

vectors. 

 

 

 

 

Picture 13: Output Embed-
ding and Positional Encod-

ing[4] 
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Masked Multi-Head Attention  

 The Masked Multi-Head Attention Layer is the following phase, 

where attention vectors are created for each English word to 

show how closely connected they are to other words in the same 

phrase. How the learning mechanism work is that, every Greek 

given word will be translated into its English version based on 

the previous results. The result will then be compared to the ac-

tual English sentence that was fed into the decoder. After the 

comparison, the matrix value will be updated. This is how the 

model will learn after several iterations.   

This block is called Masked as every next English word of our 

example, will be ‘hidden’ (or also called ‘masked’) at first and, 

without knowing the actual translated word, the model will inde-

pendently predicts the following word using prior findings. 

Again, an Add & Normalize step takes place. 

 

 

 

Multi-Head Attention 

 Another Multi-Head Attention block receives the final 

attention vectors from the preceding layer and the vectors 

from the first encoder block. This is why this step is called 

Encoder-Decoder Attention block. Over this block, the map-

ping between each Greek and English word and the capture 

of their relationship within the given sentences is taking 

place. The output of this step is an attention vector for every 

word in both sentences. This step is sequential and is fol-

lowed by an “Add & Normalize” layer.  

 

 

 

Picture 14: Masked Multi-
Head Attention [4] 

Picture 15: Multi-Head At-
tention [4] 
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Feed-Forward Network, Add & Norm, Linear and Soft-
Max 

The result of the second multi-headed attention is further pro-

cessed in a pointwise feedforward layer. The result is then sub-

jected to the final linear layer, which acts as a classifier and is 

as large as the number of classes in the challenge. A SoftMax 

layer processes the classifier's output and generates a probability 

score between 0 and 1. The anticipated word is shown by the 

index with the highest likelihood. 

 

 

 

 

 

 

 

5.2 Transformers for Language Modeling 
The Language modeling may be defined as the act of calculating the likelihood of the 

next word given the words that came before it. The whole corpus must be divided into 

standard-length parts with the purpose of train a Transformer model on textual data. The 

pre-trained model may be adjusted to carry out and resolve any job that is particular to a 

given situation. Modern models that have been trained on billions of words have been 

created after Transformers were introduced. Some of the pre-trained models have signif-

icantly enhanced several NLP jobs. State-of-the-art pre-trained transformer models have 

been developed, such BERT, XLNet, and RoBERTa, which will be discussed below. 

5.2.1 Transfer Learning 

As mentioned above, the idea of using pre-trained models describes the concept of trans-

fer learning. These models were first trained using self-supervised learning methods on 

Picture 16: Feed-Forward 
Network, Add & Norm, 
Linear and SoftMax [4] 
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sizable unlabeled text corpora [20]. Pre-training takes a lot of time and resources, and is 

often completed over several days using numerous GPUs. The datasets and learning goals 

used during pre-training vary greatly amongst models. These models’ checkpoints can be 

then used as starting point for the fine-tuning of a specific NLP task where, usually a task-

specific output layer needs to be attached to the model. Most of the transformers-based 

models that have been used for the purposes of this thesis are open source and their check-

points were retrieved from Hugging Face [ https://huggingface.co/]. 

Below, the models that have been selected, as they fit the subject of the text classification 

task will be described. 

5.2.2 BERT 

Google debuted the BERT model (Bidirectional Encoder Representations from Trans-

formers) in 2018 [21]. A bi-directional Transformer called BERT was trained using 16GB 

of unlabeled text data. Masked Language Modelling and Next Sentence Prediction are 

the two tasks that BERT has been trained on, and solely employs the encoder to learn a 

latent representation of the input text. A series of tokens that have been embedded into 

vectors and processed by the NN make up the input text. The result is a series of vectors, 

each of which has the same index as an input character. BERT employs the Next Se-

quence Prediction and Masked Language Modeling as its two methodologies for defining 

the prediction objective. 

 In Masked Language Modelling, a token (called a mask) is used in lieu of many words, 

and the model is trained to anticipate the missing word based on the context that the other 

non-masked words in the sequence provide. The encoder result must be combined with a 

classification layer, the output vectors must be multiplied by the embedding matrix to 

convert them into the vocabulary dimension, and then the probability of each word in the 

vocabulary must be determined using SoftMax. 

Additionally, the model is trained to predict the subsequent sequence to a prior sequence 

in Next Sentence Prediction given two phrases. During training, 50% of the correct sen-

tence pairs from the input are combined with 50% of the random sentence pairs to help 

BERT anticipate the next phrase more accurately. The input is processed in the following 

manner before being fed to the model: To assist the model distinguish between the two 

sentences during training, a [CLS] token is added at the start of the first sentence and a 

[SEP] token is added at the end of each sentence. Every token is embedded with a 
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sentence that denotes either Sentence A or Sentence B. Sentence embeddings and token 

embeddings with a vocabulary of two have a similar idea. To indicate its location in the 

sequence, each token is given a positional embedding. The following steps are done to 

ascertain whether the second assertion is indeed linked to the first. The whole input se-

quence is processed by the Transformer model. The result of the [CLS] token is converted 

into a 21-shaped vector using a simple classification layer, and the IsNextSequence prob-

ability is calculated using SoftMax. Masked LM and Next Sentence Prediction are sim-

ultaneously learnt while training the BERT model in order to decrease the combined loss 

function of the two methods. 

With the process of fine-tuning, the pre-trained model is used to complete a variety of 

tasks such language translation, next sentence prediction, and text categorization. Senti-

ment analysis is categorized in the same way to Next Sentence classification by putting a 

classification layer on top of the Transformer result for the [CLS] token. When answering 

questions, a text sequence must contain the proper response, which the computer software 

must then indicate. Using BERT, a Q&A model may be trained by picking up two extra 

vectors that represent the start and end of the response. The objective of named entity 

recognition (NER) is to recognize the many categories of entities that could be present in 

a text sequence. 

BERT Base, which has twelve layers, twelve attention heads, and 110 million parameters, 

and BERT Large, which has twenty-four layers, sixteen attention heads, and 340 million 

parameters, are two different versions of the model. 

 

 

Picture 17: BERT Base & BERT Large Architecture [5] 

The term Parameter describes the amount of the learnable variables that are available to 

each of the model. Transformer Layers refer to the number of the Transformers blocks, 
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which transform a sequence of word representation into a sequence of contextualized 

words, that are required. The Hidden Size determines the layers of mathematical function 

that are places between the input and the output and assign weights to the words in order 

to give the desire result. The Attention Heads determines the size of a Transformers block.  

BERT’s source code is publicly accessible, which lets users that focus their efforts on 

fine-tuning BERT to customize the model’s performance to their unique tasks, while there 

are also thousands of open-source, pre-trained BERT models currently available for spe-

cific use cases if you somebody doesn’t want to fine-tune BERT. 

5.2.3 XLNet 

Yang et al. [22] suggested an additional bi-directional Transformer in 2019. On 20 lan-

guage challenges, XLNet outperforms BERT in terms of prediction accuracy thanks to its 

bigger data handling capacity and improved computational power. The output of the 

trained model in this auto-regressive model is the joint probability of a set of tokens built 

on the Transformers architecture with recurrence. 

The XLNet architecture entails of a word-embedding matrix that gives each token in the 

vocabulary a fixed-length vector, turning the sequence into a set of vectors. Relating those 

tokens in a sequential manner is the next stage. The updated language model training aim, 

which learns conditional distributions for all permutations of tokens in a sequence, rather 

than the XLNet architecture, is what distinguishes the model from others. 

The Transformer-XL is the foundation of XLNet, which was trained on 130 GB of text 

data. The model is trained using permutation language modeling, which predicts tokens 

in a random order. Stronger learning of bidirectional relationships results in better rela-

tionships between words. Both the XLNet-Base cased and the XLNet-Large cased ver-

sions of the network have twenty-four layers, sixteen attention heads, and 340 million 

parameters respectively. 

5.2.4 RoBERTa 

A substantially optimized BERT technique called RoBERTa [23] was presented by Yin-

han Liu et al. The model is comparable to BERT, but it has removed the purpose of pre-

dicting the following phrase and has been trained for a longer period of time on more data 

with larger batches. In a word, RoBERTa entails data and input modification in addition 

to fine-tuning of the initial BERT model. It is a reimplementation of BERT with some 
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minor embedding adjustments and changes to the important hyperparameters. The RoB-

ERTa model and the BERT model have the same architecture. This model uses 160GB 

of text for pre-training, with sixteen GB of Books Corpus and English Wikipedia used in 

BERT. In order to train the machine learning algorithm, dynamic masking is used to re-

place the Next Sentence Prediction task in BERT. In addition, the batch sizes are in-

creased. This research shows that the RoBERTa model is more efficient than both BERT 

and XLNet models on GLUE benchmark results. The RoBERTa-Base model comprises 

125 million parameters, twelve layers, and twelve attention heads. Twenty-four layers, 

sixteen attention heads, and 355 million parameters make up the RoBERTa-Large model. 

5.2.5 XLM‐RoBERTa 

Unsupervised Cross-lingual Representation Learning at Scale is known as XLM-RoB-

ERTa. and was proposed by  Naman Goyal et al. [24]. It performs better in cross-lingual 

categorization than multilingual BERT because it was trained on a corpus of 100 lan-

guages called the Common Crawl Corpus. Utilizing just monolingual data, XLM-RoB-

ERTa is trained with the multilingual MLM aim. The model was trained to anticipate 

masked tokens in the input, and samples of text streams are collected from each of the 

languages that were utilized during training. While BERT employs words or characters 

as the input in the model, XLM uses BPE, which enhances the shared vocabulary between 

various languages. 

Each training sample in XLM has the identical text in both languages, and the model can 

predict tokens in the second language using the context from the first language. 

There are several bidirectional transformer models that have already been trained. The 

variations were in how much data, how much computing power, or how a model was 

trained. There seems to be a trade-off among computation and prediction metrics. BERT 

is a good base line model for NLP tasks. The data is very diverse and it is time consuming 

to get familiar with it. In conclusion, what complicates the training process is the com-

plexity and the volume of the data. Reducing the computational time, using fewer training 

data, whilst maintaining good performance is the key to achieving high performance. 

5.2.6 FastBERT 

In 2020, Liu et al., published a paper and proposed FastBERT [25]. The paper claimed 

that, as a fact, pre-trained language models, such as BERT, have demonstrated to be quite 

efficient. In several real-world situations, however, they are typically computationally 
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expensive due to the difficulty of executing such complicated models given the available 

resources. The paper introduced a speed tunable FastBERT with adaptive inference time 

to increase their effectiveness while ensuring model performance. The inference speed 

can be adjusted to match the needs of the problem, while avoiding unnecessary calcula-

tion. This model also employs a unique self-distillation approach for fine-tuning, which 

further promotes a greater computing effectiveness with less performance loss. Branches 

plus a backbone make up Fast-BERT. The branches have student-classifiers that are 

added to each Transformer output to enable early outputs, while the backbone is con-

structed on a 12-layer Transformer encoder with an extra teacher-classifier. In twelve 

datasets, including English and Chinese, this model achieved encouraging results. If al-

ternative speedup criteria are applied to it, it can accelerate anywhere from 1 to 12 times 

faster than BERT. 
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6 Natural Language Pro-
cessing 

Natural language processing (NLP) is the field that lets a computer to understand and 

comprehend human-generated text and speech similarly to humans. Many studies have 

been made over this field over the years, which result into lots of different tools, frame-

works, and techniques to use To comprehend the content, sentiment, and intent of an 

author as well as human languages in general, NLP employs machine learning, rule-based 

methods, and more recently, deep learning systems. NLP is used but not limited to activ-

ities such as, language machine translation, text classification, text summarization, chat-

bots, etc. 

NLP has become increasingly important as a result of the growth of Big Data and their 

analysis. The huge volume of unstructured data (text data), the numerous sources that, in 

our days, produce them and the emersed need to analyze them are handled by NLP algo-

rithms and techniques which help researchers, individuals and companies to automate the 

processes and make the understanding of data easy, in order to make better decisions. 

Social media data, online posts, blogs and virtual newspapers are important sources of 

data for public view. They can be used to mine information for insights into different 

topics. Therefore, businesses and individuals may benefit from employing NLP ap-

proaches to better understand their clients and goods. 

To create reliable predictions, text preparation is required prior to the use of any machine 

learning algorithm and technique. This phase is essential since machine learning algo-

rithms don't work with text materials that humans can read; instead, they work in a nu-

meric space. Consequently, in order to analyze a text, we must process the text and turn 

it into vector representations called word embeddings. Data preprocessing, which elimi-

nates noise and inconsistent data, and data vectorization, which uses word embeddings to 

represent the text, are the two categories into which the NLP procedures may be divided. 

6.1 Data Preprocessing 

We can reduce noise, low-level information, dimensionality and complexity of the prob-

lem and the dataset, by preprocessing the input text data with Data Preprocessing tech-

niques. These techniques are not mandatory, and their use depends on the nature of the 
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problem and the algorithm and machine learning model that is about to be used. On the 

following section, common text preprocessing techniques that are usually used in NLP 

challenges will be described. 

6.1.1 Tokenization 

One of the most frequent jobs in NLP is tokenization. Tokens are called the small units 

that text is broken into. These tokens might be letters, words, or even sub-words. A da-

taset's unique tokens can subsequently be utilized to create the dataset's vocabulary, which 

will be made up of all the single tokens that were discovered on the data. One limitation 

of the above-mentioned technique is how it handles the Out-Of-Vocabulary (OOV) 

words. The algorithm will disregard a term if it isn't used in the problem's vocabulary and 

is given a brand-new example. The BPE [26] approach, a sub-word tokenization tech-

nique that can deal with the problem of OOV words, was developed to address this cir-

cumstance. 

The predominant norm used for text tokenization today is a variation of BPE. Many al-

gorithms, including the cutting-edge Transformers, utilise them [13]. A sub-word tokeni-

zation method from BERT based on BPE is called WordPiece [27].  WordPiece generates 

new words based on probability rather than frequency. Unigram-based [28] and Senten-

cePiece [29] are two further variations. The latter is used to tokenize documents in lan-

guages where spaces are not used as word separators in sentences. In order to understand 

the structure of a sentence, it is helpful to use a sub-sequence of words extracted from it 

using a n-gram-based model. 

6.1.2 Stop words’ removal 

In order to enhance the understanding of a text, an NLP technique is used known as word 

removal. This technique removes words that are not relevant, or that don’t actually carry 

added value to the task at hand. This procedure purges redundant, noisy, and low-infor-

mation terms from the input dataset, resulting in a more precise vocabulary. The most 

common words in a language, such as prepositions, pronouns, and conjunctions, are really 

those that are removed from the list since they appear in every document regardless of 

context. The exclusion of such words from a training set could lead to a decrease in the 

amount of tokens involved in the training process, since the training set is reduced in size 

and therefore the training time is improved. 
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Stop word removal as a task, is heavily dependent on the purpose of the objective. Some-

times, stop words can change the meaning of an entire sentence. This might be crucial 

during a sentiment analysis task on a dataset. For example, by removing the word ‘not’, 

the meaning of the negative sentiment of the entire sentence might change, making it 

more positive. Nowadays, especially when utilizing deep learning models like BERT, 

there are instances where the stop words give context for the author's meaning. Stop 

words attracted greater attention than non-stop words, as Qiao et al.[30] noted throughout 

their investigation. 

6.1.3 Stemming & Lemmatization 

Stemming and Lemmatization are both text normalization techniques in NLP that are used 

to re-form the words of the input text document into simpler tokens. What these tech-

niques are trying to achieve is to reduce the form of the word into a simpler common base. 

By the use of these techniques, the size of the vocabulary is reduced significantly and the 

Machine Learning task is simplified. When the final few letters of a word are removed, a 

process known as stemming occurs, which usually leads to incorrect spelling and mean-

ings. For instance, the letter "car" would result from stemming the word "caring." Lem-

matization reduces a phrase to its logical fundamental form, or lemma, while taking con-

text into consideration. For instance, lemmatizing the word "caring" would result in the 

term "care". Apparently, the process of lemmatization is much more time consuming 

compared to stemming, but in real-world problems stemmers end up to less reliable or 

effective results due to the fact that they just chop off suffixes [31]. Transformers on the 

other hand, which are considered to be the latest state-of-the-art techniques do not utilize 

none of these techniques. Transformers employ variations of the aforementioned BPE to 

condense the terminology. 

6.1.4 Part-of-speech tagging 

With part-of-speech (POS) tagging, words in a text are categorized in accordance with 

the specific part of speech to which they belong, based on the word's definition, and in-

tended meaning. The structure of the lexical words in a text is described by POS tags. 

This knowledge may be used to create assumptions about the word meanings in the doc-

ument. POS tagging can be utilized to a variety of tasks in NLP, such as text-to-speech, 

rearranging adjectives and nouns for translation, and enhancing syntactic parsing. 
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6.2 Vectorization 

Certain machine learning algorithms can't process text documents in their native format, 

which is what humans are capable of. The algorithms need numeric representations of the 

text so as to do any task, such as classification, clustering, and regression. In order to 

solve machine learning problems, data vectorization is necessary. This will convert the 

input documents into word embeddings, which will make the system more efficient. Over 

the next subsection, common word embedding techniques which are used to produce 

word embeddings using statistical and prediction-based methods will be described. 

6.2.1 One-Hot encoding 

One-hot encoding is a method of creating word embeddings that is very simple and un-

sophisticated. Specifically, the vector represents categorical variables in the form of 0s 

and 1s. This algorithm is very fast but can also produce large and sparse matrices. The 

feature vectors grow as the vocabulary size grows, resulting in an inefficient word em-

bedding process. The lack of semantic annotation in this sentence means that it is difficult 

to understand what the words mean. It is generally used as a reference model for compar-

isons. 

6.2.2 Bag-of-words 

Bag-of- Words (BOW) is a common technique for data vectorization. The document con-

tains dummy variables that indicate if a specific word appears in it. The Document-Term 

Matrix (DTM) is a specialized encoding method that is used more often to encode words 

in documents than One-Hot Encoding. However BOW also generates binary vectors that 

are the same length as the vocabulary. This implies that the size of the embeddings grows 

together with the vocabulary size. Again, the words are dispersed over a wide region, 

making it harder to memorize them. 

One-hot encoding and bag-of-words are not regarded as advanced techniques. By relying 

just on the frequency of the words in a particular document, these algorithms can provide 

extremely basic numerical representations of text. The algorithms' outputs are sparse, and 

they are typically utilized as the first stage in the development of more intricate and so-

phisticated techniques. 
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6.2.3 Term Frequency - Inverse Document Frequency 

Term Frequency - Inverse Document Frequency (TFI-DF) is a word embedding approach 

that assigns each word a weight based on how significant it is throughout the whole doc-

ument and corpus. Measuring the frequency of each word in a document is the first stage 

in the process. The frequency with which a word appears in a document is measured using 

the term frequency (TF) metric. It is computed by dividing the amount of times a word 

appears in the text by its overall word count. The next step is to determine the data's 

document frequency. This gauges how frequently the term appears within the dataset's 

corpus. It specifically assesses the frequency and significance of each word throughout 

the whole corpus. It is computed by dividing the total number of documents by the pro-

portion of documents that include the character X. 

We can use TF-IDF to extract words that may be rare in the corpus. TF-IDF produces a 

DTM with the unique words of the corpus, similar to the BOW. The only variation is that 

the TF-IDF technique uses word occurrences frequencies within the document as well as 

a weight value to measure the importance of the word within the entire corpus. TF-IDF 

helps to penalize words that are most frequent in the corpus, and this can lead to a higher 

weight being given to words that may not have a high occurrence in the data. 

Both methods mentioned have limitations because they are simple and do not consider 

the complexities of NLP. The algorithms don't consider the semantic meaning of the 

words in a document and the correlation between them, which can result in unsophisti-

cated solutions. 

6.2.4 Word2Vec 

In 2013, Google researchers published a neural network for word embedding. This neural 

network is different from the previous methods for data vectorization, which used a Ran-

dom Forest algorithm. Word2Vec [32] can obtain valuable information from text docu-

ments likewise a CNN extracts information from pictures. Word2Vec can preserve each 

word's semantic meaning and express it in the appropriate word embeddings. In order to 

demonstrate the semantic resemblance among the words, the output vectors are selected 

based on the cosine similarity function among the terms. It is possible to develop the 

approach using either a Continuous Bag of Words (CBOW) or a skip-gram. 

CBOW refers to using context words as input in order to predict the output words. The 

order of the words does not affect the outcome of a sentence. Skip-gram uses the target 



-40- 

words to predict the context words which is exactly the opposite of CBOW. CBOW is 

more accurate than skip-gram and can represent rare words more efficiently than skip-

gram. Both methods are useful for solving specific problems, but they need to be com-

pared in order to see which one is the better choice for the specific problem. 

To lower the cost function and fine-tune the weights, the Word2Vec neural network is 

trained utilizing backpropagation and stochastic gradient descent (SGD). Because com-

parable words in a corpus will have similar vector embeddings and dissimilar words will 

be further away in the dimensional space, the Word2Vec methodology is superior to sim-

pler statistical methods. 

6.2.5 GloVe 

GloVe is a data vectorization tool that was built by researchers at Stanford University in 

2014 [33]. It takes an approach to data vectorization that is different from other tools out 

there. GloVe is a model that uses a weighted least squares objective to calculate the re-

sults. The algorithm's fundamental premise is that it can use the ratios of the global word-

to-word co-occurrence probabilities to encode some form of meaning. The performance 

of GloVe increases as long as there are negative samples chosen. Even though the GloVe 

algorithm is based on a word-context matrix and the training of the algorithm yields a 

large matrix of co-occurrence information, in general, GloVe performs better than 

Word2Vec. 

6.2.6 FastText 

FastText is an extension to the Word2Vec library that was developed by Facebook in 

2016 [34]. It specifically skip-gram data so that it can be more efficiently processed. 

Word2Vec treats each word as a single entity, while FastText treats each word as a vector 

of characters. FastText uses an algorithm to combine the n-grams of the words in a text 

to create a final word. The big benefit of FastText is that it produces better word embed-

dings for rare and OOV words. 

All of the approaches outlined above, however, fail to produce word vectors that include 

information on the arrangement of the words in a particular phrase and their relationship 

to one another in regard to their placement. The problem with a word's placement in a 

sentence and the context surrounding it is that the information carries over to the next 

sentence. The meaning of the author's aim may change if a word is shifted from the be-

ginning to the conclusion of a sentence. 
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Transformers were introduced as an architecture containing of an encoder and a decoder. 

According to Vaswani et al. [13], unlike the sequence-to-sequence models like LSTM 

and GRU units, Transformers' architecture, named after the article "Attention Is All You 

Need," is a sequence transduction model that is solely based on the attention mechanism, 

substituting multi-headed self-attention for the recurrent layers seen in an encoder-de-

coder architecture. By avoiding recursion, parallel computing is made possible and per-

formance loss caused by the extremely lengthy dependencies of the text data is mini-

mized. Transformers are able to parallelize the computations and produce cutting-edge 

results as opposed to the sequential method used by recurrent Neural Networks (RNN). 

The benefit of the Transformers is that they can simultaneously use the location infor-

mation of the words and contain all of the context of the words in a given corpus. 

The use of text processing and machine learning techniques in the field of natural lan-

guage processing has seen a major change in recent years. This has led to increased effi-

ciency and accuracy in these fields, making them increasingly important in today's world.  

With our understanding of the optimum way to convert words into vector representations 

and maintain the word-to-word linkages with the semantic meaning, a new era has begun. 

This allowed to better understand how words are used and how they work together to 

create meaning. The NLP research community has developed powerful models that are 

better than other machine learning methods in many tasks related to NLP. To tackle a 

wide variety of challenging NLP tasks, many designs based on the Transformer were 

developed. The GPT-3 [35], BERT [21], XLNET [22], and RoBERTa [23] are a few of 

the most popular models that have been developed. 

Because deep neural networks are more widely used and computer resources are more 

plentiful, we can process and analyze massive amounts of data more quickly and effec-

tively than ever before. The recent technological advancements have made computers 

much more accurate and faster, which has led to a widespread adoption of NLP by com-

mercial companies and individual researchers. Most of the NLP investments have been 

made by large technology companies. Many companies offer Application Programming 

Interface (API)-based NLP solutions that allow for pre-trained models of large corpora. 

Pre-trained models have the tremendous benefit of being reusable and fine-tunable, which 

means that we only need to train them one time before someone may use them and adjust 

them to solve their particular problem. 
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6.3 Data Augmentation 

Without accurate data, it is impossible to create an accurate model and get a reliable out-

come. Regardless of if it is a classification or regression problem, numerous steps are 

required prior to initializing a model. An exploratory analysis may help identify any pat-

terns or irregularities in data. Data imbalance is one of the most common challenges with 

real-world data. This can be caused by the data being too scattered or incomplete, or by 

the data being too similar or different. The problem with having too much or too little 

data in different classes is that it can lead to imbalance in the data. This essential problem 

makes generalization challenging. Algorithms discover patterns or gain knowledge from 

their errors. On the same manner, a real-world problem may require solution, but the input 

data might not be enough. 

6.3.1 Text Data Augmentation 

A common technique in order to enhance model’s performance is Data Augmentation. 

This entails creating new synthetic data from existing data, modifying existing ones or 

converting them. Tokenizing documents into a phrase, rearranging and rejoining them to 

create new texts, or substituting adjectives and verbs with their equivalents to create var-

ious texts with the same meaning are all examples of text augmentation techniques. An 

embedding is a data structure that provides a way to embed a text representation of a set 

of words into another set of data. There are several word embedding text representations 

that exist.  

In order to create new sentences and words, comparable words and phrases can be 

swapped out. Another strategy that is based on text translation can likewise provide fresh 

synthetic data. Converting between languages is an intriguing task. This will create new 

translations of the data in the database. A translator will translate the target language into 

another language and then back to the target language. 

Because the grammatical and syntactic structure of the text dictates its meaning, data 

augmentation in NLP activities should be done with caution. Before the training phase, 

text generation techniques are used. Prior to training the model, a fresh, enhanced dataset 

is created and fed into data loaders. 

Another approach suggests using an algorithm to identify sentence fragments that appear 

in similar environments, proposing that swapping such fragments with others should cre-

ate similar outcome. Other approaches (also known as ‘Easy Data Augmentation’, 
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introduced by Wei and Zou in 2019 [36]), are Synonym replacement, Random Insertion, 

Random Swap and Random Deletion.    
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7 Web Content Classification 
Analysis 

Over this chapter of the thesis, the purpose of this exercise, along with the methodology 

and the experiments of the web content classification analysis will be described. This case 

study aims to classify as accurate as possible the web page URLs of a given dataset, given 

their content, and hence improve analytics, the insights and therefore the data decision-

making approaches of the stakeholders.  

Techniques about data preprocessing, data augmentation and data modeling as well as the 

results of the models will be described. 

7.1 Case study 

In this thesis, the main focus is around a company which, during the construction of the 

website, not all URLs were tagged. This issue was identified to be a bottleneck for their 

website analytics. The process of updating the metadata field after hand, requires a page 

to be deleted and recreated. This approach requires a lot of manual annotation and effort 

and will create many issues over the downstream analytics solutions of the particular 

company. For the above-mentioned reasons, what is suggested is to classify all the URLs 

based on their content and implement the updated metadata right after the data collection, 

over the data base which will then be used as a source for every associated downstream 

solution in order to maintain consistency as well as to oversee results. 

 

7.2 Dataset 

The initial dataset included all the URLs of a particular website of company, which were 

publicly available and accessible. The training dataset was filtered based the URL status 

code. A server's answer to a browser request is a Hypertext Transfer Protocol (HTTP) 

status code. When a user accesses a website, their browser makes a request to the server 

of that website, and the server replies with a three-digit code called the HTTP status code. 

This process was made with the Requests library [37]. Only the accessible sites were 

passed into the next step in order to extract their text content. 
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 A web scraping approach (using Trafiltura library [38]) was applied in order to extract 

each URL’s content, focusing only on the useful text content (ignoring footer, header, 

images, hyperlinks etc., which would not add any value on this NLP Classification task). 

Alongside, some particular metadata were gathered, as those meant to be the class of each 

URL. The quantity of the unique classes of the dataset was 19. Over the 1st iteration, 

86.58% of the dataset is tagged as ‘UNKNOWN’. The aim of this exercise was to elimi-

nate as much as possible the amount of the ‘UNKOWN’ tags and classify each URL to 

one of the 19 classes. The correctly classified 13.42% of the dataset is being used, while 

the rest will be used as test, proving the accuracy over self-annotated test which require 

opening multiple URLs and validating each class. This task is performed from an indi-

vidual with domain knowledge. 

7.3 Dataset preprocessing 

One of the most essential/fundamental steps of the ML pipelines is preprocessing. It is 

the process of converting the raw input data into a format that is appropriate and more 

normalized for the algorithms. For example, noise and grammatical mistakes are fre-

quently present in the raw data. These mistakes have no contribution to the sense of the 

statement that would be helpful.  

In order to enhance the training dataset as mentioned above, one of the preprocessing 

steps that has taken place included a parse of the content of the accessible URLs that were 

classified as UNKOWN in order to see if any of the name of the classes was included. 

The classes in this particular case represent products of the company, so if any of them 

exists within the content of a page URL or even in the URL itself, indicates it’s class. 

This process enhanced the training dataset with +13% more classified page URLs that 

was used as an input for the training of the classification model. 

Furthermore, any special characters like #, @, :, \, _ , company details and any menu/ 

button content were removed. Additionally, any extra spaces that were left by the pro-

cessing methods or the original data were removed. On top of that, all the words were 

lower-cased in order to eliminate as much as possible the number of the unique tokens.  

7.4 Baseline models 

The first step of the exercise was to build some initial baseline models, without any further 

pre-processing on the training dataset neither any parameter fine-tuning. The results of 
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these models gave a first hint of the results of the study and were also used as a reference 

point for the next steps. 

The training dataset was split into train/test (0.75, 0.25) in order to iterate as a first step 

of validation of the model [39].  

The models that were trained were bert-base-uncased, distilbert-base-uncased, albert-

base-v2, roberta-base and fast-bert. 

A pretrained model on the English language employing a Masked Language Modeling 

(MLM) aim is called Bert-base-uncased. The dataset of 11,038 unpublished books 

from BookCorpus and English Wikipedia served as the pretraining data for the BERT 

model (excluding lists, tables and headers). BERT, as mentioned over the previous chap-

ters, was introduced by Devlin et al., in 2019 [21]. There are various model variations and 

this particular model is uncased which means that it does not make a difference between 

capitalized and non-capitalized words. An auto-tokenizer from the pre-trained bert-base-

uncased was used. Tokenizers will first separate a given text into tokens, which are often 

words (or parts of words, punctuation marks, etc.). In order to create a tensor out of those 

tokens and give it to the model, it will next turn those tokens into integers. It will also 

include any extra inputs that the model would need in order to function properly. The 

padding control argument was set to "max lenght" to pad to either the length given by the 

max length argument or the longest length that the model will tolerate. No “max_lenght” 

input was provided, so the padding was default into the maximum length the model can 

accept. The argument truncation was set as ‘True’ which means that only the first sen-

tence of a pair if a pair of sequence (or a batch of pairs of sequences) is provided will be 

truncated. Using ‘bert-base-uncased’ from pretrained also loads the model weights. The 

model was trained for 15 epochs and achieved an 0.86 accuracy. A given sentence was 

then classified correctly to its class with a 0.67 score over the rest of the classes. 

A distilled version of the BERT basic model is the Distilbert-base-uncased model. 

Distil-BERT is a transformers model that was pretrained on the same corpus in a self-

supervised manner utilizing the BERT base model as a teacher. It is smaller and quicker 

than BERT. The model was taught to produce the same probabilities as the BERT basic 

model because it was pretrained with the goal of distillation loss. It was also pre-trained 

with the MLM aim, thus when given a phrase, the model randomly masks 15% of the 

input words before processing the complete masked text and asking the user to guess the 

words that were hidden. n contrast, traditional RNNs often see the words in order. As a 
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result, the model may discover a two-way representation of the statement. The cosine 

embedding loss indicates that the model was trained to produce hidden states that were 

as comparable to the BERT base model as was practical. By doing so, the model acquires 

the same internal representation of the English language as its instructor model while 

performing downstream or inference tasks more quickly. An auto-tokenizer from the pre-

trained distilbert-base-uncased was used with the exact same parameters as the previous 

model. Using ‘distilbert-base-uncased’ from pretrained also loads the model weights. The 

model was trained for 15 epochs and the achieved an 0.9 accuracy. A given sentence was 

then classified correctly to its class with a 0.7 score over the rest of the classes. 

Albert-base-v2 is an ALBERT [40] model which was introduced from Lan et al. in 

2019, is a transformers model pretrained on a large corpus of English data in a self-su-

pervised fashion. The model was pretrained with two objectives, the MLM, which was 

earlier described and the Sentence Ordering Prediction (SOP). ALBERT employs a pre-

training loss based on foreseeing the arrangement of two subsequent text segments. If the 

dataset includes of labeled sentences, a conventional classifier may be trained utilizing 

the features produced by the ALBERT model as inputs. With this method, the model 

acquires an internal representation of the English language from which properties bene-

ficial to later applications may be extracted. 

ALBERT is unique in that its Transformer shares its layers. As a result, the weights of all 

layers are equal. The computational cost is identical to a BERT-like design with the same 

number of hidden levels even when repeating layers are used since the equal number of 

layers must be iterated over. An Albert-tokenizer from the pre-trained albert-base-v2 was 

used with the exact same parameters as the previous model. Using ‘albert-base-v2’ from 

pretrained also loads the model weights. The model was trained for 15 epochs and the 

achieved an 0.67 accuracy. A given sentence was then classified correctly to its class with 

a 0.6 score over the rest of the classes. 

roberta-base is a RoBERTa model which is a transformers model pretrained on a big 

corpus of English data in a self-supervised fashion. The model was pretrained with the 

MLM objective, which was described above. An RobertaTokenizer from the pre-trained 

roberta-base was used with the exact same parameters as the previous model. Using ‘rob-

erta-base’ from pretrained also loads the model weights. The model was trained for 15 

epochs and the achieved an 0.89 accuracy. A given sentence was then classified correctly 

to its class with a 0.7 score over the rest of the classes. 
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The development of a DataBunch object is necessary for fast-bert since it transforms 

the data into internal representation for BERT, RoBERTa, DistilBERT, or XLNet. Addi-

tionally, based on the device profile, batch size, and max sequence length, the object in-

stantiates the appropriate data-loaders.The DataBunch object used a bert-base-uncased 

tokenizer. The model also requires the creation of a Learner object which will take the 

DataBunch created earlier as input along with some of the other parameters. The most 

important hyperparameter for this model is the optimal learning rate (for the purpose of 

this exercise, the learning rate finder proposed by Leslie Smit was used [41]).  The model 

was trained for 15 epochs and the achieved an 0.91 accuracy. A given sentence was then 

classified correctly to its class with a 0.8 score over the rest of the classes. 

7.5 Data augmentation & model training 

As mentioned over the previous chapters, a data augmentation technique was used. For 

the purposes of this exercise, which required text augmentation, nlpaug [42] was used. A 

library for textual enhancement in machine learning experiments is called nlpgaug. By 

producing textual data, the performance of the deep learning model is to be improved. 

Character level augmentation, word level augmentation, and flow/sentence level augmen-

tation are the three types of augmentation that the nlpaug offers. For the purposes of this 

exercise, the word level augmentation was used. With this approach, words will be re-

placed within a sentence based on substitution. Using this data augmentation approach, 

the dataset became balanced by creating substitute sentences for each class until all clas-

ses are equally represented. 

The previously baseline trained models have now been re-trained over the enhanced da-

taset after the data augmentation to see if this technique improved the results. The number 

of the epochs for each model were also increased to 25. The same sentence was also tested 

on each model and bert-base-uncased achieved the highest score for the correct prediction 

of the class with 0.99. 

7.6 Results 

With this exercise, we experimented with the problem of the non-classified web data, and 

in particular the non-properly tagged URL pages of a website of a company, which has 

an impact on the accurate analysis of the data. In order to avoid the manual classification 

of these webpages and also the reconstruction of the web page, the web content 
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classification approach is proposed. Having performed the required pre-processing on the 

data, the models were trained to be used it as a baseline.  

 

 

Since the dataset was imbalanced, and also in order to enhance the performance of the 

models, a data augmentation technique was used in order to create equally balanced cat-

egories, which will help all classes be equally represented for a better prediction of them 

and the elimination of the bias. After proceeding with the data augmentation, a new round 

training was set and the results will be presented. 

 

 

All of the models were trained, validated, and tested on the same dataset. 

  

 

Picture 18: Line graph of validation accuracy 
over the number of epochs 

Picture 19: Line graph of validation loss 
over the number of epochs 

Picture 21: Line graph of validation loss 
over the number of epochs 

Picture 20: Line graph of validation accuracy 
over the number of epochs 
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The total performance has been evaluated using the accuracy score, as the prediction of 

the True positives and the True negatives is more suitable for the purposes of this exercise.  

 

 Epochs 
Accuracy 
(base line) 

Epochs Accuracy 
(with augmented text) 

bert-base-uncased 

15 

0.86 

25 

0.967 
distilbert-base-uncased 0.90 0.934 
albert-base-v2 0.67 0.90 
roberta-base 0.89 0.90 
fast-bert 0.91 0.92 

Table 1: Accuracy results (table created by the author) 

The above table indicates that even though that the baseline models achieved a satisfac-

tory accuracy score, by enhancing the dataset and increasing the number of the training 

epochs the results have been drastically improved.  

Based on the results of the previous pictures, bert-base-uncased was proven to achieve 

the highest accuracy score and the lowest loss, which indicates the difference from the 

desired target state(s). One possible reason for this superior performance is that BERT is 

a transformer-based model, which has been shown to be highly effective for NLP tasks 

due to its ability to process long-range dependencies in language. Additionally, BERT 

was specifically designed for pretraining on large amounts of unannotated text, which 

likely gave it an advantage in this task. 

On the other hand, the other models we compared had lower accuracy. For example, 

DistilBERT is a smaller, distilled version of BERT, which may have reduced its ability 

to accurately classify text. Similarly, ALBERT and RoBERTa are also based on trans-

formers, but they use different training techniques and have different architectural 

choices, which may have negatively impacted their performance. Finally, FastBERT is 

an optimization of BERT that is designed to be faster to train, but this optimization may 

have come at the cost of accuracy. 

Overall, our results suggest that BERT-base-uncased is a strong choice for text classifi-

cation tasks, likely due to its transformer architecture, pretraining on large amounts of 

unannotated text and ability to capture contextual information from the entire input se-

quence. While other models may be faster or more resource-efficient, they did not achieve 

the same level of accuracy in our study.  

Noteworthy is the fact that the relative performance of these models may vary depending 

on the specific dataset and task. For example, RoBERTa has been shown to perform well 
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on some tasks, such as language translation, where it outperforms BERT. However, in 

the context of our text classification task, BERT was the clear winner. 

While other models may have different strengths and may be more suitable for certain 

tasks, they did not achieve the same level of accuracy as BERT in our study. 

To compare performance with previously labelled data, which in this case were initially 

tagged as ‘UNKNOWN’, 40 entries were selected and fed into the pipeline for prediction. 

Relying on the domain knowledge, we can validate that all of them were correctly classi-

fied to their corresponding class. 

7.7 Conclusions & Future Work 

The conclusion of this exercise if that a company could rely on the results of a Trans-

formers model for the improvement of their metadata and by following a similar approach 

one can avoid spending additional resources. Modern NLP classification approaches, es-

pecially when referring to Transformers’ related approaches provide high performance 

outcomes which can be leverage for any required aspect on a real-life problem. 

Due to a lack of training resources, the exercise's results could have been more successful. 

These capabilities could be increased, the chosen model could continue to be fine-tuned, 

training epochs and batch sizes could be increased, and the model could be retrained using 

a dictionary or corpus that is relevant to the exercise's domain. Additionally, the outcomes 

of this classification exercise can be utilized as a POC to start and continue a similar 

classification operation for additional company-owned assets. 
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